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1 Introduction

Influenza epidemics impose huge costs on society due to, for example, high levels of work absence and heavy demands on the health-care system, see [1]. Hannoun and Tumova [2] investigated diagnostic procedures and surveillance systems in the European countries and found differences which hamper comparability. Information on the Swedish influenza incidence is found in the publications by the Swedish Institute for Infectious Disease Control (SMI). Spatial issues (see for example [3], [4], [5] and [6]) are of interest in modeling the spread of the influenza. Regional effects within Sweden are analyzed in [7] while aggregated data for Sweden is used here.

Different models are useful for different purposes. Probabilistic models for the transmission of infection are important for the causal understanding of the variation in influenza incidence, for example the effect of vaccination. A review of probabilistic models based on epidemiological theory of measles and influenza is given in [8]. The classical susceptible-infectious-recovered (SIR) paradigm, with its many variants, is important for the causal understanding of what factors influence the incidence of infectious diseases. An attempt to explain the large seasonal variation in influenza incidence is made in [9], where it
is demonstrated that the large oscillations in incidence may be caused by small, otherwise undetectable seasonal changes in the influenza transmission rate. A disease is transmitted within and between communities when infected and susceptible individuals interact. However, the parameters in an advanced causal model are not identifiable by means of the data available here (ILI and LDI). For surveillance purposes, simpler models which capture the most important features are useful. The models used in [10] provide links between theoretical epidemic probabilistic modeling and simple statistical models. In [11] it is stated that since small-scale movements and contacts between people are generally not recorded, available data regarding infectious disease are often aggregations in space and time. Thus, in [11] a spatially descriptive temporally dynamic model is used, where the intensity depends on space and time.

Prediction is an important aim. In [12] we examined some simple prediction rules based on multiple regression and there we found that an algorithm based only on a measure of the time of the start of the epidemic phase gave a good prediction of the height of the peak. An early start is a warning for a high peak. Prediction can also be used as a component in a surveillance system. The authors of [13] use 2-weeks-ahead predictions as a monitoring tool.

Modelling for monitoring is in focus here. For reviews and discussions of prospective statistical surveillance in public health, see [14] and [15] and Section 0. The aim of this article is to demonstrate aspects of modelling, when the purpose is monitoring of influenza. We make an exploratory analysis of influenza-like illness (ILI) and laboratory diagnoses (LDI) in Sweden in order to study the statistical properties of these variables. We try to find reasonable stochastic models and find out which characteristics are stable between years and which are not. Thus we want to find models for the Swedish influenza data that could work in a future surveillance system. Important issues here are to examine the data quality and to examine if it is possible to find a model to describe the process before the change. It is important to be realistic and not base the decision on too many assumptions. This report focuses on those issues of modeling that are of concern in the construction of a surveillance system. Some general aspects on monitoring will be discussed, whereas the construction of the surveillance system itself will be presented in a forthcoming article.

The outline is the following: In Section 2 we describe the Swedish data available for our analysis. Least squares estimations of how the incidence depends on the time of year are presented in Section 3, for both non-parametric and parametric models. The distribution around the curves is analyzed in Section 4, both at the outbreak and at the peak. Some aspects on monitoring systems are given in Section 0. Conclusions are given in Section 6.

2 The Swedish influenza data

Two different types of data are analyzed: weekly ILI and LDI data. Their respective reporting systems are described in e.g [16] and in the annual reports from the National Influenza Reference at SMI.

2.1 Reports on influenza-like illness (ILI)

Weekly data on ILI are collected from a number of sentinel physicians, who report the number of patient visits. For patients showing ILI, the date of the visit and the patient’s age and sex are recorded, see [17]. The data are collected during the weeks when an influenza epidemic can be expected, according to SMI (week 40 up to week 20). This will also be those
weeks during which the surveillance is applied. Around 2% of the Swedish general practitioners participate. Their involvement is voluntary and their representativeness can therefore be questioned. In [18] the representativeness of the physicians participating in a French sentinel system for ILI is discussed.

The percentages of patients showing ILI (%ILI) were available for the years 1999–2005. The time from autumn one year to spring next year (e.g. autumn 1999 to spring 2000) is hereafter denoted as a period (e.g. period 99_00). For the last five of these periods (00_01 to 04_05), we also had access to the total number of patients (#PAT) as well as the number of patients showing ILI (#ILI). As is seen in Figure 1, the total number of patients varies considerably between weeks. The number of influenza patients contributes only marginally to this variation. The variances of the estimates of %ILI will also vary. The varying number of patients might reflect physicians’ inclination to send reports. After the peak of the influenza, some of the physicians might refrain from doing so. This could explain the decrease in the total number of patients, since aggregated data are used. The ILI data should consequently be interpreted with care since the data might be influenced by time-dependent effects, such as an interest in an expected outbreak or a lack of interest after the peak has been reached. In [10] a time-dependent underreporting (of measles) is modelled, but the possibility of identifying this when also the transmission intensity is time-dependent can be questioned.

![Figure 1. The number of patients per week, reported to be seen by the sentinel physicians for the six influenza periods 00_01 to 05_06. The average and the range are illustrated](image)

### 2.2 Reports on laboratory diagnosed cases (LDI)

The LDI data consist of weekly reports (during the time from week 40 to week 20) from five virus laboratories (at university hospitals and at SMI) and a number of microbiological laboratories (usually between 15 and 20, see [19] and [17]). The laboratory reporting mainly concerns patients who are severely ill and in need of hospital care. In the laboratories the influenza is typed as either A, B or C, which all belong to the group ortomyxovirus. It is mainly A and B that give rise to the typical influenza infection, see [20]. In this report, LDI consists of the sum of A and B cases. We had access to the number of laboratory diagnosed cases of influenza for seven influenza periods (1998–2005). In the weekly influenza reports
from SMI, the number of laboratory confirmed cases of influenza are given for each week during the monitoring period (in our data from week 40 in the fall to week 20 in the spring).

2.3 Covariation between ILI and LDI

The covariation between ILI and LDI has been studied. Unfortunately, the conclusion was that it is hard to use the ILI data as an early indicator since the relation between the processes is different before and after the peak. Similar differences between correlations of variables before and after the peak could be seen in a figure in [13]. The two series, ILI and LDI, do not have the same peak times or even the same relation between the peak times for ILI and LDI for different years. This is a further indication that ILI is not a simple leading indicator to LDI. Also, there is no clear-cut relation between %ILI(t) and LDI(t+j).

LDI data will be used for the peak and decline. We will only use ILI data for the outbreak period where no other variable is early enough. We will thus model for univariate surveillance, i.e. surveillance of only one process and thus we investigate the properties of each process separately.

3 Least squares estimation of the incidence over time

Monitoring of influenza concerns a change in the incidence. Therefore it is important to investigate the incidence. We consider two types of changes that are of interest, namely the increase of the incidence at the outbreak (start) of the epidemic phase and the decrease of the incidence after the peak of the influenza. The reason for the second surveillance is for example to be able to detect other contagious diseases that might show themselves in an increased number of cases of influenza-like illnesses.

In [13], the expected value of each of four processes, is modeled. For each process, the expected value at time t is a function of the previous observed value of that process and, for some processes, also a function of previous values of some of the other processes.

3.1 Parametric models

Different regression functions for the variation of the incidence with time have been suggested. A cyclical pattern over the year with a peak during the winter is natural.

In an early model by [21], the proportion of deaths due to pneumonia or influenza is modeled using trigonometric regression

\[ X(t) = \mu_0 + a_0 \cdot t + \sum_{i=1}^{q} a_i \cdot \cos \left( \frac{2 \cdot \pi \cdot t}{q} \right) + \sum_{i=1}^{q} b_i \cdot \sin \left( \frac{2 \cdot \pi \cdot t}{q} \right) + \epsilon(t), \]

where \( q \) is the periodicity and \( \epsilon \sim \text{iid } N(0, \sigma^2) \). Trigonometric regression models have later been used for different variables and both for epidemic and non-epidemic phases. Usually, a 52-week periodicity is assumed, i.e. \( q=52 \) as in, for example, [22] for non-epidemic ILI in France.

In [18], a trigonometric regression function (with periodicity of 52) is used for modelling the weekly French ILI incidence. For the surveillance they use a Hidden Markov Model (HMM), which allows for switching between epidemic and non-epidemic states. The transitions are according to a Markov chain. In many papers, there are attempts separately to estimate the non-epidemic seasonal effect and the epidemic effect. In [18], the model
included both seasonality and switching between epidemic and non-epidemic phases. A
general problem with the modeling of seasonality and the duration of non-epidemic phases is
that the separation depends heavily on the assumptions made. Since the seasonality and the
non-epidemic phase usually are found to be the same, or nearly the same, it is also hard to
separate them. In [4] a trigonometric regression is also used for infectious disease data but
with an additional autocorrelation effect (a “parameter- and data-driven” model). In [13], the
seasonal variation in the expected value during non-epidemic phases is also captured by
trigonometric regression. Deviations from a trigonometric regression with a constant cycle
length and a constant peak height might be used to detect unusually severe epidemics.
However it is not suitable in surveillance for detecting the outbreak or the peak of an
ordinary influenza since the characteristics of the influenza curve are not the same from one
year to the next. A reference curve (e.g. a trigonometric curve that captures the expected
value during non-epidemic phases) would be needed at the start of the season. But at the
start, the characteristics of the coming season (peak time, peak height, shape of peak) are
unknown. Therefore a reference curve must be modelled using data from previous seasons,
which would result in a average curve. Thus a deviation from this curve will only tell if a
particular year was very different. In Section 5 we suggest that a surveillance system for the
start or peak of the influenza is based on monotonicity properties instead of an average curve.

We fitted a trigonometric regression to the Swedish LDI data from the seven periods
98_99 to 04_05 in hope that the peak would be well represented. However the fit was poor
(R²=0.2) due to a much more pointed peak than by the trigonometric regression and also due
to the parametric restriction of constant amplitude and cycle length for all the periods.

In [23], the incidence during the non-epidemic phase was estimated as constant level. A
very simple model for the incidence near the peak is to assume that the curve is linear on
each side of the peak. Such a model fits the Swedish influenza incidence rather well, see
[12]. If a piecewise linear model for the incidence curve holds, then the successive
differences have a constant expected value on each side of the peak. This is also the case
when X is a random walk with drift, \(X(t)=X(t-1)+\beta_t+\epsilon(t)\), where \(\epsilon\) is iid and the drift \(\beta\)
changes from negative to positive. However, the stochastic properties are different for the
two models, which will be of importance in the surveillance. If X can be described as
\(X(t)=\mu(t)+\epsilon(t)\), where \(\mu\) is piecewise linear and \(\epsilon\) is iid, then the error term of the first
difference \(X(t)-X(t-1)\) would be an MA(1) process. If, instead, X can be described as a
random walk with drift, then it is reasonable to differentiate the data and monitor the
observed successive differences, which will be independent. The implications of
dependencies are discussed further in Section 0.

An exponential curve is a natural choice for the expected value of the incidence because
of the biological process. Also, it does not allow the expected incidence to be negative, as
some other models do. We tried different approaches for fitting the piecewise exponential
curve
\[
\mu(t|j) = \begin{cases} 
\beta_0 \cdot \exp(\beta_1 \cdot t), & t \leq j \\
\beta_0 \cdot \exp(\beta_1 \cdot j + \beta_2 \cdot (t-j)), & t > j
\end{cases}
\]
where \(j\) is the time of the peak and \(\beta_1>0\) and \(\beta_2<0\).

One way of fitting the exponential model is to linearize the curve by the logarithmic
transform. This transformation implies that the deviations from the curve are multiplicative.
In the case of our data, heteroscedasticity was a consequence. Another drawback was that the
data contains zeros for which the logarithm cannot be computed and which cannot be deleted
since they are important. Instead, we used non-linear least squares estimation.
Figure 2. Observed values of %ILI (circle) and the exponential regression curve (solid line).

From Figure 2 and Figure 3 we conclude that the six (seven for LDI) influenza periods are very different. The curves differ much in both height and growth. The curves are unsymmetric for all the influenza periods, but there is no consistency in whether the up-phase or down-phase has the largest slope. The possibility of using a parametric surveillance method (basing a surveillance system on models for $\mu$ with known parameters $\beta_1$ and $\beta_2$) is hampered by this lack of consistency, also discussed in Section 3.1.
Figure 3. Observed values of LDI (circle) and the exponential regression curve (solid line).

3.2 Nonparametric models

Unimodal regression can be used to estimate a function without making any assumptions about the parametric shape but using only order restrictions. Consider the model

\[ X(t) = \mu(t) + \varepsilon(t), \]

where \( E[\varepsilon(t)]=0 \), \( X \) is a process measuring the incidence and \( t \) is the time (in weeks). We want an estimate of the expected incidence, \( E[X(t)]=\mu(t) \), and, based on data from the latest seven periods, \( \mu \) has one peak every influenza period. However, the height and the time of the peak varies from one period to the next, making it difficult to use a single parametric model for prediction and surveillance in future periods. Therefore, in the estimation of \( \mu \), we use only the information of unimodality:

\[ \mu(1) \leq \mu(2) \leq ... \leq \mu(j-1) \leq \mu_{\text{max}} \text{ and } \mu_{\text{max}} \geq \mu(j) \geq \mu(j+1) \geq ... \geq \mu(t). \]

\( \mu_{\text{max}} \) is the peak value (not necessarily observable). The unimodal regression is consisting of an up-phase, where \( E[X(t)] \) is monotonically increasing with \( t \) up to an unknown time, and a down-phase, where the regression is monotonically decreasing with \( t \). The solution technique [24] is based on the “Pool adjacent” procedure and gives a least square estimate where the sum of squares is minimized under the unimodal restriction above. A free computer program
is available from the corresponding author. When \( \varepsilon \) is iid \( N(0; \sigma^2) \), this least square estimate is also the maximum likelihood estimate.

The values estimated by unimodal regression and the raw data are shown in Figure 4 and 5. The cycle length and the height of the peaks are seen to change considerably from one period to the next.

![Graphs showing Observed values of %ILI (circle) and the unimodal regression estimates (connected by solid lines).](image)

Figure 4. Observed values of %ILI (circle) and the unimodal regression estimates (connected by solid lines).

When the estimator of the incidence is strongly consistent for each time, it follows that the unimodal regression technique also gives strongly consistent estimates of the time of the peak, and the height of the peak, see [24].

Often, when considering non-parametric methods for trend estimation, moving averages and kernel smoothing are considered (see e.g [25]). However, they have the disadvantage of not preserving the peak location (see [24]) and this preservation is necessary here, since one goal is to detect the peak.
4 Stochastic distributions

In order to construct a surveillance system to detect changes in influenza incidence, we need models that describe the stochastic properties of the process at the start of as well as during the epidemics. In public health monitoring, outbreak detection is probably the most interesting aspect. For the outbreak detection we have chosen to analyze the ILI variable and not the LDI.

In many situations it is also important to detect the peak. One example is when surveillance is carried out in order to detect new infectious diseases. If we have information that the “ordinary” influenza has reached its peak and we then detect an increase in the ILI incidence, this indicates an unusual situation which requires extra caution, since it could be an indication of another infectious disease. For this reason and for planning purposes we also need models for the peak. For peak detection it is reasonable to use the variable LDI, since it contains data of high quality including the confirmed cases of those who visited a physician. For peak detection, knowledge of the stochastic properties at the peak is needed.

When the curve is not known, it is difficult to make conclusions about the distributions of the deviations from the expected value at each time. If a very flexible nonparametric curve is used, then the deviation will be underestimated. If a mis-specified parametric curve is used, then the deviations will be overestimated. We use the residuals from the estimated
exponential models in Figures 2 and 3. The problem of determining the distribution for LDI
at the peak appeared to be the easiest one to solve and will be described first.

4.1 The distribution at the peak

In most papers, an iid Gaussian distribution is used to describe the variation around the curve
representing influenza incidence. In [21], a Gaussian distribution is used it for death rates, in
[18] it is used for ILI and in [13] it is used for hospital cases.

In [26], [27] and [28], different Gaussian models allowing for autocorrelations were used.
In our data for LDI near the peak (where LDI≥30), the autocorrelation was found to be small
and within a distance of two standard errors from zero at nearly all time lags. Linearizing the
exponential curve by the logarithm transformation resulted in residuals near the peak that
were larger than the rest and a variance that was clearly not constant (not shown here). This
is an indication that the stochastic term is not multiplicative but additive. No evidence for
serious heteroscedasticity in the additive model was found. For details, see [12].

![Figure 6. Residuals from the exponential, non-symmetric curves, fitted to LDI data. The graphs show
ln( ε²(t)) (vertical axis) as a function of ln( μ(t)) (horizontal axis).][1]

The residual variances differ between the periods. The periods 00_01 and 02_03 differ
from the others in that both the average level of the incidence and the residual variance are
lower. We analyze the variance near the peak in Figure 6, where the squared residuals ε²(t)
are plotted against the value of the estimated exponential curve $\hat{\mu}(t)$. If the disturbances of the LDI process are consistent with an iid Gaussian assumption, we would expect $\hat{\varepsilon}^2(t)$ to be constant. A natural alternative for count data is a discrete distribution such as a Poisson or negative binomial distribution. If LDI follows a Poisson distribution, we would expect $\hat{\varepsilon}^2(t)$ to be equal to $\hat{\mu}(t)$. A negative binomial distribution has one more parameter and allows a model with over dispersion. The relation is illustrated in Figure 6.

The conclusion from the analysis of the residuals is that for high values of $\hat{\mu}$ (near the peak) $\hat{\varepsilon}^2(t)$ is fairly constant and there is no evidence for a specific alternative. A reasonable approximation for the stochastic term is that it is additive with a constant variance. It is of course not possible to give evidence for this being the correct distribution but it has earlier been assumed and this investigation does not contradict it.

### 4.2 Distributions at the outbreak

Also for ILI at the outbreak an iid Gaussian distribution is used in most papers. Gaussian distributions were, however, criticized in [18] and [29] because they assign a non-zero probability for negative incidences. The suggestion in [29] is a Gaussian distribution for the epidemic state but an exponential distribution for the non-epidemic state. In [4] the Poisson distribution is discussed for infectious disease surveillance data. The negative binomial distribution is suggested here and also in [30] when there is an over-dispersion compared to the Poisson distribution. In [13], a log-normal distribution is used for ILI data. We tried linearizing the exponential curve by the logarithm transformation. However, this resulted in residuals near the peak that were larger than the rest and the variance that was clearly not constant for epidemic data. In [11] a Bayesian hierarchical model with Poisson distribution is used for the incidence counts, while normal distributions are used for several of the parameters. In [13], a Poisson log-linear model was used for death rates.

In our data of ILI at the outbreak, the autocorrelations were found to be small (within a distance of two standard errors from zero). Neither a Gaussian distribution nor a constant variance is realistic as regards ILI at the outbreak. First, the variance is clearly dependent on the incidence, which is quite different before and after the outbreak. Second, the total number of patients (#PAT) varies considerably, and this will influence the variance of %ILI as well as the variance of #ILI conditionally on #PAT. The binomial or Poisson distributions are simple and natural choices for the distribution of #ILI. Since the incidence is low, these distributions will be similar. We have chosen to examine the fit to the Poisson distribution. We have to consider #PAT when we examine the Poisson assumption for #ILI. If #ILI follows a Poisson distribution, then, conditional on #PAT(t), we would have

$$E[#ILI(t)] = Var[#ILI(t)].$$

We have no good direct estimate of $Var[#ILI(t)]$. When we study the residuals from the expected value for each week we have to use the curve for %ILI, since we do not have a natural curve for #ILI. $Var[\%ILI(t)]$ can be estimated by $\hat{\varepsilon}^2(t)$, where $\hat{\varepsilon}(t) = %ILI(t) - \hat{\mu}(t)$ is the residual from the estimated exponential curve in Section 3.1. We express #ILI as a function of %ILI, so that

$$E[#ILI(t)] = (#PAT(t)/100) \cdot E[\%ILI(t)]$$

$$Var[#ILI] = (#PAT/100)^2 \cdot Var[\%ILI],$$

which implies

$$E[\%ILI] = (#PAT/100) \cdot Var[\%ILI].$$
The Poisson assumption can thus be examined by relating
\[
g(\hat{\epsilon}(t)) = (\#\text{PAT}/100) \cdot \frac{\hat{\epsilon}(t)}{\hat{\mu}(t)}
\]
to \(\hat{\mu}(t)\). The comparison is shown in Figure 7 for values of \(\hat{\mu}(t)\) below or equal to 0.5% in the start of the outbreak. The figure does not clearly demonstrate that \(g(\hat{\epsilon}(t))\) is independent of \(\hat{\mu}(t)\) as it should be for a Poisson distribution but gives no strong evidence for an alternative natural hypothesis. The stochastic variation is large. Since no direct evidence against the Poisson distribution is found (e.g. obvious overdispersion), the conclusion is that the Poisson distribution can be used as a first approximation. Even though no hard evidence can be given that this is the true distribution, neither other investigations in the literature nor our data point towards a serious disagreement. Since we have very little data, a model with more parameters might be overfitted. With more data, it might be useful to estimate a model with more flexibility (e.g. a negative binomial distribution).

![Figure 7](image-url)

Figure 7. Residuals from the exponential curves, fitted to data on %ILI. The graphs show \(\ln(g(\hat{\epsilon}(t)))\) (vertical axis) as a function of \(\ln(\hat{\mu}(t))\) (horizontal axis).

5 Surveillance systems

The aim in a surveillance system is to detect a change in the underlying process, for example the change from a non-epidemic to an epidemic period. The starting time of the influenza differs from one year to the next, as was demonstrated in Figures 4 and 5. In Sweden, data are collected weekly during the period from week 40 to week 20. Thus a surveillance system would have its first observation at week 40, and after that once a week until week 20 in the spring. The start of the influenza period (the outbreak), however, is of course not identical to week 40, but varies.

The most commonly used surveillance systems are based on the Shewhart method (see [31] and [32]). In its original form, we compare the current observation (of e.g. ILI) to a reference model, which shows the expected value that week, given that the epidemic phase
has not started yet. The difference between the observed and the expected value is calculated and compared to an alarm limit, which is usually three standard deviations. If the observed difference for the current week is below the alarm limit, we conclude that the epidemic phase has not started yet. The next week we get a new observation, calculate the difference to the expected value of that week and compare the difference to the alarm limit. In a more advanced setting we use a derived statistic. In [13], the 2-weeks-ahead predictions are used and here an alarm (for an influenza incidence that is higher than expected) is given when the predicted value is large.

In the Shewhart method, only the latest (derived) observation is used as a basis for inferring whether the epidemic phase has started or not. The Shewhart approach is optimal for detecting a large change immediately. In contrast, other methods use all the observations and are better to detect smaller changes where an accumulation of the information improves the performance, see [33]. Some commonly used methods which use all the observations since the start of the surveillance are, CUSUM ([34]), EWMA ([35]) and the full likelihood ratio method ([36], [37]). Since all the methods are based on the likelihood ratio, we need information about the distribution of the process, with and without the change. In order for a surveillance system to be efficient, it is important to find the stable characteristics of the change. If this model is seriously misspecified, the surveillance system will be of little use (see e.g. [38]). In order to choose the correct alarm limit, the distributional properties such as the variance of the process and whether the observations can be considered to be independent over time are especially important. Thus, for constructing the surveillance system, the investigation of the distributional properties of the process is important.

An important question is whether the surveillance system would be improved by using several processes in the monitoring. Potentially this is so and in [13], the relation between four series is successfully utilized.

Below we briefly exemplify surveillance using the Shewhart method using a parametric model. The situation when we want to detect a peak is used in the example. We want to detect (confirm) the peak, i.e. we want to detect a deviation from the model where the incidence is increasing. We monitor $X(t)$, which is modeled as

$$X(t) = \mu(t) + \varepsilon(t),$$

where $\varepsilon$ is iid N(0; $\sigma$).

If the peaks were relatively alike, from one year to the next, we could use parametric functions for $\mu$. Then, at decision time $s$, we would expect an incidence of

$$\mu(t) = \exp(\beta_0 + \beta_1 t).$$

The alarm statistic, according to the Shewhart method, is the difference between the observed value and the expected value, given that the incidence is still increasing. Thus, the alarm statistic at time $s$ would be

$$x(s) - \exp(\beta_0 + \beta_1 t).$$

The alarm limit at time $s$ is often constructed as

$$g(s) = k*\sigma,$$

where $k$ is a constant (often the value 3). Depending on the desired false alarm probability, the constant $k$ can be set to different values.
Another possibility, than the Shewhart approach, could be to use the full likelihood method using the theory in [36], where we could have the following model for the expected incidence

\[ \mu(s) = \exp(\beta_0 + \beta_1 s), \ s < \tau \]

\[ \mu(s) = \exp(\beta_0 + \beta_1(\tau-1) - \beta_2(s-\tau+1), \ s \geq \tau \]

and the alarm statistic would be the ratio between the two likelihoods for X (conditional on \( s < \tau \) and conditional on \( s \geq \tau \), respectively).

Alternatively, a maximum likelihood approach could be used. Since the peaks are very different from one year to the next, a non-parametric approach might be useful. We suggest a nonparametric maximum likelihood approach based on the comparison between the likelihood conditional on \( s < \tau \) and conditional on \( s \geq \tau \), respectively. We suggest that the expected incidence is estimated under monotonicity restrictions (see e.g. [24] and [39]). For peak detection [40] the relevant conditions to be compared are

\[ \mu_1(1) \leq \mu_1(2) \leq \cdots \leq \mu_1(s), \ s < \tau \]

\[ \mu_2(1) \leq \cdots \leq \mu_2(\tau-1) \text{ and } \mu_2(\tau) \geq \cdots \geq \mu_2(s), \ s \geq \tau. \]

For outbreak detection the relevant conditions to be compared are

\[ \mu_3(1) = \mu_3(2) = \cdots = \mu_3(s), \ s < \tau \]

\[ \mu_4(1) = \cdots = \mu_4(\tau-1) \text{ and } \mu_4(\tau) \leq \cdots \leq \mu_4(s), \ s \geq \tau. \]

Outbreak detection using these monotonicity restrictions is a topic for further research.

6 Conclusions

To construct a system for on-line detection of changes in the influenza incidence, by monitoring ILI and LDI, we need first find reasonable models for these processes. Generally, the modeling of processes which are subject to many disturbing factors implies many challenges. For monitoring purposes, however, it is especially important to decide which assumptions are valid approximations and which would result in bad conclusions. Robust simple models may be better than models with many estimated parameters which are not stable over the years.

In this paper we have analyzed the statistical properties of two variables related to the evolution of influenza in Sweden, namely influenza-like illness (ILI) and laboratory diagnoses (LDI). This analysis forms a basis for constructing a system for on-line surveillance.

For outbreak detection we have to use ILI since no observations on LDI are available until the influenza is manifest. As regards non-epidemic phases, very sparse data are available in the present data set. No data are available prior to week 40. This means that there is a lack of good baseline data. A very simple model with a constant incidence during non-epidemic phases could be satisfactory as a first approximation. From the present data, however, such an incidence can be estimated only with large uncertainty. The lack of good baseline data is a serious problem for the detection of a change from a baseline. A surveillance system which relies on an estimate of the baseline level is very vulnerable to errors in the estimate. Instead, we suggest that the fact that there is a level rise at the start of an epidemic be utilized. Thus, a
detection system which utilizes the monotonicity property at a level rise, rather than an estimate of the non-epidemic level, is suggested.

For the detection of the peak and decline of the influenza, we consider LDI. Several suggestions of the shape of the curve at the peak of the influenza incidence have been discussed and compared with the present data set. Both parametric and non-parametric models can describe the data near the peak. Trigonometric curves were shown to fit the Swedish data poorly. Several other suggestions of the shape of the curve at the peak of the influenza incidence agreed rather well with the present data set. We found an exponential model with additive stochastic term to be preferred. A problem in the construction of a surveillance system based on estimates of a parametric curve is that the parameters vary a lot from one influenza period to the next. Since the data are accruing in time conclusions for the present time cannot be based on earlier information unless this information it stable over the periods. Thus, a non-parametric model for the shape is an important alternative. Surveillance methods based only on monotonicity properties (first increase and then decline) are more robust.

The available data are sparse and do not give any evidence of complicated stochastic models. A general problem with the modeling of both heteroscedasticity and autocorrelation is that the estimated parameters depend heavily on the assumptions made about the time-dependent expected value of the process. Based on the data available to us, we conclude that a Poisson distribution can be used as a first approximation for the outbreak phase and that Gaussian distributions with a constant variance can be used near the peak.

Information about the data for different geographical areas is valuable since it is possible that the influenza reaches different areas at different times. In this article, however, the data are collected on a national level and, consequently, only the temporal aspects are studied.
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