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ABSTRACT: This study undertakes a decomposition analysis to identify the drivers of carbon emissions change in the Swedish business and industry sectors 1993 - 2006. On aggregate, energy intensity decreased, but this does not seem to have been very important for reducing emissions. Rather, fuel substitution seems to have been more important, which is in line with findings from the decomposition literature on Sweden. However, at the sectoral level, we find no clear pattern of the effect of fuel substitution and energy intensity on emissions. We also draw some methodological conclusions: decomposition analysis should be undertaken at the most disaggregate level possible; assessing decomposition results by sum-
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ming results over several time periods leads to biased results; and decomposition analysis should not be based only on some initial and final years of a long time period. Furthermore, we address the problem of double counting energy flows in decomposition analysis of aggregate effects when the energy sector is included, and point out potential problems related to output measured in monetary terms.
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1 Introduction

From 1993 to 2006 the overall CO₂ emissions in the Swedish business and industry sectors (excluding the energy sector) increased by 29%, while their total energy input used increased by 23%. Hence, in aggregate for these sectors, CO₂ emissions per unit energy input increased by 5%. In the same period, overall output in these sectors (measured in monetary terms) increased by 65%. Thus, CO₂ emissions and energy input per unit output were reduced by 22% and 26% respectively from 1993 to 2006 (aggregated over all industry and business sectors, excluding the energy sector).

The observation that energy intensity (energy input per unit output in monetary terms) and emissions intensity (emissions per unit output in monetary terms) decreased on aggregate, may suggest that this pattern holds also on a more disaggregate level, i.e., for single sectors or even on the micro level (where it would reflect increased technical efficiency of processes). However, this need not be the case as other effects may be involved as well. The observed decrease in aggregate emissions intensity and energy intensity can also occur if the sectoral composition significantly changes from emissions- or energy-intensive industries to others, or as a result of relocation of emissions- or energy-intensive sectors to foreign countries or by substitution to cleaner types of energy – all without changes in energy intensity.

1Energy intensity is defined as total energy input divided by total output in monetary terms. Hence, if there is a close correlation between physical output and monetary output, this measure is a good proxy for technical energy efficiency, viz. energy input per total output in physical terms. If this correlation is low, however, the energy intensity as defined here does not capture technical energy efficiency very well. Interestingly, the decomposition literature is not aware of this potential problem (cf. the references below).
intensity. Thus, judging from the aggregate development only, underlying factors cannot be identified without further analysis (cf. also Ang 1995, 2006). In addition, such a purely descriptive analysis of single factors that does not control for other influences may not correctly identify the effects of these factors on emissions.

The purpose of the present study is to disentangle and identify the most important factors explaining the overall change in CO₂ emissions in the Swedish business and industry sectors for the period 1993-2006 (such as substitution between fuels, changes in emissions or energy intensity, changes in sector composition and total size of the economy). We use decomposition analysis which has proven to be a powerful tool for such research, especially when not enough data is available for econometric analysis.


The results from the literature are heterogeneous, but some patterns do arise.
First, regarding the relation of energy intensity and CO₂ emissions, a rather clear difference between developed and developing countries can be noted. For the former, energy intensity decreases and contributes to lower emissions, while for the latter, increasing energy intensity contributes to higher emissions. A second, but less pronounced pattern is the difference between the years before and after the early 1990s among developed countries. There seems to have been a tendency of less reduction in energy intensity in the later years and energy intensity has correspondingly contributed less to keeping emissions from rising during this time. A third issue concerns the sectors covered. Few articles use sectoral level data, but in the articles that do, there is a trend in the manufacturing sector (in developed countries) towards lower energy intensities and a corresponding contribution to lowering emissions, while this seems to be less the case in other sectors.

Besides energy intensity, other factors clearly play a role as well. A fourth finding in the literature is that the level of economic activity is an even more important determinant of CO₂ emissions than energy intensity. This is particularly pronounced in developing countries (see, e.g., Liu et al. 2007). Fifth, in many cases, structural change plays an important role. This relates to the effects described above, and some authors thus hypothesize that in their data, observed decreases in energy intensity are due to underlying sectoral changes on a lower level where no data is available (e.g., Paul and Bhattacharya 2004 for industry in India). Finally, as a sixth point, fuel substitution does usually not contribute much to lowering emissions, but can play a significant role in single cases.

Few studies focus on Sweden specifically, but some results can be found in articles that decompose carbon emissions (or carbon intensities) for several countries including Sweden (e.g. Torvanger 1991, Liais et al. 2000, Schipper et al.
In most studies, both energy intensity and substitution to cleaner fuel are found to have contributed to a reduction in carbon emissions in Sweden, in particular for the period 1973-1994. Kaivo-oja and Luukkanen (2004) see no energy intensity improvement from 1990-1998, though. Similarly Diakoulaki and Mandaraka (2007), which identify a very weak effect only in 1990-1997, but a strong effect in 1997-2003. Notable is that substitution to cleaner fuels seems to be more important in Sweden than in other countries (Schipper et al. 2001, Kaivo-oja and Luukkanen 2004, Diakoulaki and Mandaraka 2007). This is partly due to increased use of biomass, but mainly because Swedish power generation is largely based on hydro and nuclear and massive investments in nuclear power development took place in the 1970’s and 80’s. It has also to be noted that in the years covered by these studies, Sweden has a relatively low emissions intensity in comparison to other countries.

Our study complements these earlier studies with new data and will reveal if the pattern of the importance of fuel substitution for reducing carbon emission prevails and if energy efficiency has continuously contributed to reduction of carbon emissions in Sweden.

A general finding when assessing the literature is that the results are sensitive to the time period chosen and the aggregation level. Results from decomposition analysis also depend on the decomposition method chosen. An ongoing discussion tries to assess the performance of the different methods according to various criteria (cf. Section 3). In this paper, we undertake a decomposition analysis using the logarithmic-mean Divisia Index method (LMDI).

The next section describes the data used and presents some first descriptive
analysis. Then follows a short discussion of decomposition analysis and the LMDI in particular, and a description of how this method is applied to our data (Section 3). Section 4 presents and discusses the results of the analysis, and Section 5 concludes the paper.

2 The Data

We consider CO₂ emissions from the Swedish business and industry sectors from 1993 to 2006. The data, collected by Statistics Sweden since 1993 (after a Governmental decision in 1992 based on the Government Official report SOU 1991:37) is available at www.mirdata.scb.se. The data is disaggregated into 47 subsectors/industries that are also listed on the web site (http://www.mirdata.scb.se/MDInfo.aspx → Classifications → NACE). The reason the analysis does not include more recent years than 2006, is that data for those is not yet available (the next update is scheduled for 2010).

The data source differentiates between emissions from stationary and mobile sources and from process emissions. Emissions from stationary and mobile sources refer to emissions from burning various fuels, i.e., from energy generation, and process emissions are emissions resulting from a production process that are not due to energy input (e.g. CO₂ emissions from the calcination in cement production: CaCO₃ + heat → CaO + CO₂). Process emissions are not included in the analysis. The dataset also includes data on ten different fuels, on electricity and district heat for all subsectors/industries (in TJ), and on production value.

²As we focus on industry and business, we do not include the consumption of the public sector, households and NGOs which are available in the data as well.
³The production values are in year 2000 prices in SEK, but to make them more
The availability of electricity and district heat as potential energy inputs in all sectors poses some problems in aggregation, as they are also outputs from the energy sector. Also, electricity can be bought on the electricity market which could further confound the results. Aggregating over all sectors including the energy sector would thus lead to double counting some of the energy input (once as fuel used by the energy sector and once as electricity or district heat used by other sectors). Unfortunately the available data does not make it possible to identify which part of the electricity and district heat used by other sectors is output from the energy sector and which part is bought on the market. We thus decided to do the aggregate analysis for all 47 business and industry sectors excluding the energy sector leaving us with 46 sectors. This problem of double counting in the energy sector does not arise in the sectoral analysis as electricity and district heat can be treated as an input, irrespective of wherefrom it originates. In addition, output and emissions from the energy sector are much more volatile over time compared to that from other sectors due to in particular shifting temperatures from year to year. Since the energy sector accounts for 20 to 30% of total emissions (depending on the year), it makes sense to exclude this sector from the aggregate analysis, as its dynamics may shadow other effects that are more relevant for the other sectors.\footnote{This can be seen by comparing the development of CO$_2$ emissions, energy use and the decomposition analysis described below for the aggregate over 46 sectors excluding the energy sector and over all 47 sectors including the energy sector. We undertook both analyses. Due to the stated reasons, we report results for the former only.}

A second problem for this analysis stems from the necessity to use accessible, we converted them to Euros using the exchange rate at the time of writing (March 1, 2009): 1 Euro = 12.29 SEK. Thus all monetary values reported are in million Euro.
output measured in monetary values. Without information on prices, changes in prices may bias the results. Interestingly, this problem is not recognised in the literature. For this problem, there is unfortunately not a ready solution, as data availability restrictions and the necessity to compare different types of outputs necessitate monetarization (cf. also Footnote 1).

In the analysis, we decompose the emissions both for the aggregate level, summing over all 46 included sectors, and for the top seven subsectors in terms of emissions, i.e., pulp and paper, petroleum products, basic metals, energy, land transport (not including private cars), ship transport, and air transport separately. We identified these by choosing the sectors with the most significant contributions (each contributes more than 5% of total CO₂ emissions in the Swedish business and industry sectors). In total, these seven sectors accounted for about 65% of the total Swedish CO₂ emissions from 1993 to 2006. A detailed analysis of the next seven sectors in terms of emissions shares of more than 1.5% (“next seven sectors” hereafter), was also undertaken (agriculture, forestry, food/beverage/tobacco, chemicals, non-metallic mineral products, construction, wholesale and retail trade) but the results are not presented in detail as they are largely similar to the results for the first seven sectors (some differences are reported separately in the discussion in Section 4). These 14 sectors together account for about 90% of total carbon emissions.

Figure 1 depicts how total CO₂ emissions have evolved over time in the Swedish business and industry sectors (excluding the energy sector). As can be seen, they have increased by 29% over the studied period.

Total output increased by almost 65% over the same period, and total energy input increased by 23% (see Figure 2).
In connection to the development of these basic variables, CO₂ emissions per unit energy input increased by approximately 5%, and CO₂ emissions and energy input per unit output value, aggregated over all sectors (excluding the energy sector), significantly decreased by 22% and 26% respectively. Overall emissions intensity and energy intensity thus decreased significantly (Figure 3).

As the carbon content of a specific fuel type does not change over time, variations in CO₂ emissions per unit energy input are due to changes in the fuel mix. For example, using biofuels instead of fossil fuels results in reduced CO₂ emissions per unit energy, as biofuels, which are assumed to be renewable, are counted with zero emissions.
We also looked at the development of the same variables for each of the top seven sectors identified above separately. There, no clear patterns emerge how the respective variables of interest developed. CO₂ emissions and energy input varied quite substantially for some sectors, in particular for the energy sector, while output increased for all sectors. One reason for the variation of emissions and energy input in the energy sector is changes in weather conditions. Emissions and energy use increase in cold years since the marginal production of electricity in Sweden is fossil-fuel based and a significant part of heating is electric (e.g. 1996

---

5The sector-wise data is available from the authors on request.
was a particularly cold year and 2000 a particularly warm year, EPA 2009). We point out that the energy sector together with the pulp and paper sector are the only two of the seven most emitting sectors that show a reduction in total CO₂ emissions (among the next seven sectors, only the food/beverage/tobacco sector reduced its emissions).

Also, there is no clear trend for the development of energy intensity in the top seven sectors. This is most notable for the energy sector. However, ship transport shows a clear trend of increasing energy intensity over time. Similarly, but to a lesser extent, the energy intensity increased in the air transport sector as...
well. A decrease in energy intensity can only be identified for pulp and paper and basic metal (for the next seven sectors, all except forestry show decreasing energy intensity).

Emissions per unit energy input also vary over time and among sectors. This is a result of sectors substituting between different fuels differently. A reduction of emissions per unit of energy input can predominantly be observed in energy, pulp and paper, and, toward the end of the period, in the petroleum products sector. It has to be emphasized that while fuel substitution to electricity or district heat does drive down emissions per unit energy input (emissions from electricity and district heat are counted as zero in the data), it does not necessarily result in a corresponding reduction in emissions globally, as those may arise elsewhere depending on how the electricity or heat used was generated. In particular, the significant reduction in emissions per unit energy input in the energy sector is likely due to the significant increase in district heat input that occurred in 2005 and 2006 (cf. Footnote 6 below).

In the following, we undertake a decomposition analysis to identify the effects of energy intensity and other factors on CO₂ emissions. This method, its relation to other methods that could be applied, and the result of its application to the data described in this section are discussed in Sections 3 and 4.

3 Method

First, we list the variables used in the rest of the paper (Table 1):

| Insert Table 1 here |

Next, we introduce the formalism of decomposition. We use the case we are
interested in as an example. Total CO₂ emissions from industry, CO₂, can be written as the following (tautological) product:

\[
CO₂ = \sum CO₂_i = \sum \frac{CO₂_i E_i Y_i}{Y_i Y_i} =: \sum f_i I_i y_i Y,
\]

(1)

The decomposition of the change in the emission level CO₂ from time period \( t \) to period \( t + 1 \) into different contributions is given by the following equation (cf. Muller 2008 for some general discussion):

\[
\Delta CO₂_{t+1,t} := CO₂(t + 1) - C(t) = \int_t^{t+1} \frac{dCO₂}{d\tau} d\tau \\
= \sum_i \int_t^{t+1} \left( I_i y_i Y \frac{d f_i}{d\tau} + f_i y_i Y \frac{d I_i}{d\tau} + f_i I_i Y \frac{d y_i}{d\tau} + f_i I_i y_i \frac{d Y}{d\tau} \right) d\tau \\
= : \Delta f_{t+1,t} + \Delta I_{t+1,t} + \Delta y_{t+1,t} + \Delta Y_{t+1,t}.
\]

(2)

Here the change in emissions from \( t \) to \( t + 1 \) is decomposed into four parts that refer to fuel emission factors (the \( f \)-term, capturing changes in fuel mix, as described in the previous section), energy intensity (the \( I \)-term), industrial structure (the \( y \)-term), and overall industrial activity or size (the \( Y \)-term). The interpretation of this decomposition is as follows: Each term captures how much of the change in CO₂ emissions during the years observed can be assigned to changes in the respective variable. The magnitude of these contributions thus determines the effect of changes in the respective variables, given nothing else would have changed.

The effect of changes in emissions per energy input (\( \Delta f \)) captures the changes in shares of different fuels (with constant emissions coefficients) in relation to total sector energy input. If the share of, for instance, coal increased while that
of natural gas decreased compared to the year before, then $\Delta f$ will be positive, as coal emits more CO$_2$ per unit energy generated than natural gas. The energy intensity effect ($\Delta I$) captures the reduction in emitted CO$_2$ due to decreased energy intensity, e.g., due to the use of more energy efficient technology (less energy consumption per unit of production). The structural effect ($\Delta y$) captures changes in the relative sizes of sectors. For example, if sectors that emit relatively little CO$_2$ increase their share of the total production value, there will be a reduction of total emitted CO$_2$ in relation to production, and hence this term will be negative. Finally, the production term ($\Delta Y$) captures emission changes due to changes in total production value. An increase in production will all else equal yield a positive term.

Although equation (2) is exact, the data necessary to calculate the exact integrals is never available. Usually, the quantities involved are only known for discrete points $t$ and $t+1$, e.g., for subsequent years, while the exact shape of the function describing these quantities between these points is unknown. Consequently, the integrals in (2) have to be approximated. We thus face the problem of approximating terms of the following structure (equation (3)), where the integrand is only known for the boundary values of the integration interval. Even worse, the derivatives involved are not known at all, not even for the boundaries (the underlying functions are known for the boundaries, though).

$$\Delta f_{t+1,t} = \sum_i \int_t^{t+1} I_i y_i Y \frac{df_i}{d\tau} d\tau. \quad (3)$$

There are several methods to approximate these integrals and derivatives given knowledge about the functions on the boundaries only. The different existing
decomposition methods can be understood as different approaches to implement such approximations (cf. Muller 2007, 2008 for an overview). Hence, results of decomposition analyses are often dependent on the method chosen (e.g., Ang 1995, Greening et al. 1997, Ang 2004, Ang and Liu 2007c). On the other hand, results from different methods can also be very similar. For some cases, it can be shown that this is due to analytical equivalence of the methods (e.g., Choi and Ang 2003, Ang and Liu 2007c). For surveys on decomposition methods and their application to emissions, energy use and intensity, see Ang (1995) and Liu and Ang (2007). The logarithmic mean Divisia index (LMDI) approach is currently seen as one of the most favorable decomposition methods (Ang 2004, Ang and Liu 2001, 2007a and b, Liu and Ang 2007). This is due to its advantageous properties regarding several analytical criteria. One of the most important properties is the absence of any residual term; that is, the decomposition calculated according to the LMDI is complete without any contribution that is not attributed to the key variables that the decomposition is based on. The importance of a zero residual as a decisive criterion for the performance of a decomposition method is contested, though (Muller 2008). This is due to the fact that a good approximation need not necessarily have a zero residual and that a zero residual can also be realised for a bad approximation (e.g., if contributions are wrongly assigned to key variables but in such a way that no residual remains). However, also in the light of this criticism, the LMDI still seems to be one of the best decomposition methods available (Muller 2007). We therefore decided to employ the LMDI for the decomposition analysis presented here.

The LMDI is defined via the “logarithmic mean function” \( L(x, y) := \frac{x-y}{\ln(x)-\ln(y)}, \) and the various contributions \( \Delta X_{t+1,t} \) then take the following form:
\[
\Delta f_{t+1,t}^{LMDI} := \sum_i L(f_i I_i y_i Y(t+1), f_i I_i y_i Y(t)) \ln \left( \frac{f_i(t+1)}{f_i(t)} \right),
\]

and correspondingly for \(\Delta I_{t+1,t}^{LMDI}, \Delta y_{t+1,t}^{LMDI}\), and \(\Delta Y_{t+1,t}^{LMDI}\). We also undertake sector-wise analysis that correspondingly is based on a shorter form of equation (1), namely

\[
CO2_i = \frac{CO2_i}{E_i} \sum_i Y_i =: \sum_i f_i I_i y_i, \text{ for each sector } i.
\]

It is important to emphasize that decomposition analysis is a descriptive method only wherefrom no conclusion for future development may be inferred, as it does not involve any statistical estimation of relevant parameters. The advantage of such a decomposition analysis is that it gives a detailed and transparent assessment of key drivers underlying past development of emissions, based on very sparse assumptions only. For example, it can reveal effects of structural breaks in the data, such as in long time series on energy intensity, where different policies may lead to breaks in the development of this variable. However, there is also a disadvantage: due to the sparse assumptions made and the descriptive character of the method, no statistical inference is possible. This method thus transparently informs the discussion on past development with corresponding indications on what may and what not may be important in the future as well. But it cannot establish causal relationships. It is best complemented with some statistical analysis that allows for inference, such as regression analysis given that the necessary data is available. This brings us to another advantage of decomposition analysis, namely its low data requirement. Decomposition analysis is possible also in cases where too few data points for a regression are available. Due to the very different characters of decomposition analysis and regression-based methods, neither one can replace the other; rather, each may provide a relevant contribution to an overall understand-
ing of the past and future development of emissions. Finally, we emphasize again that the decomposition results can be sensitive to the level of aggregation (cf. Ang 1995, 2006) and to price changes if output is measured in monetary values, as is usually done in decomposition analysis (cf. Footnote 1).

4 Results and Discussion

Figures A1 and A2a-A2g in the Appendix present the decomposition results for each annual period from 1993 to 2006 for the seven Swedish sectors with the highest CO₂ emissions. The results from the next seven sectors are largely similar, and we only occasionally report those where differences are important (the results are available from the authors upon request). Since the results can be quite cumbersome to analyze, we summarize them in Table 2 below. Table 2 captures the overall trends from 1993 to 2006 by sector (based on the analysis of each annual period, cf. also Figures A1 and A2a-A2g; the table caption gives further details on how to read this table). Table 2 also includes the summary results for the next seven sectors.

We chose the presentation of decomposition results given in Table 2, as we want to emphasize that summing the effects of one factor over all years usually does not reveal a reliable overall effect of the factor in question. If a certain factor shows, for example, a pattern of several positive and negative contributions to emissions that more or less cancel in sum, the assessment may change dramatically if additional years are included. To illustrate this, we summed the effects of the different contributions from 1993 to 2004 and to 2006 respectively, and arrived at very different conclusions in the cases where no clear positive or negative trend in terms of contributions to emissions could be identified (e.g., energy intensity in
the energy sector, cf. also Figure A2d). The entries in Table 2 account for this, as for this case (energy intensity in the energy sector), for example, it reads “±”, thus indicating this indeterminacy of effects over the whole period (cf. the table caption for further details). For the interested reader, the summary results for the whole period (both total and by sector) are provided in Table A2 and A3 in the Appendix, for both the periods 1993-2004 and 1993-2006. This illustrates in detail how a somewhat longer or shorter period has strong effects on the aggregate results for many sectors and factors. Decomposition analysis should thus use as many intermediate time-intervals as possible, and results from decomposition analysis of changes over several years based on the first and last year only or reporting sums over all years (or average values) should be used very cautiously (both is frequently reported in the literature, though, see e.g., Torvanger 1991, Liaskas et al. 2000, Schipper et al. 2001, Albrecht et al. 2002, Hamilton and Turton 2002, Diakoulaki and Mandaraka 2007).

Insert Table 2 here

We now discuss the results presented in Table 2 and in the Appendix (Figures A1 and A2a - A2g), and contrast them with the patterns and hypotheses identified in the literature (cf. Table A1). We first note that the decomposition results do not show a clear trend of decreasing energy intensity and corresponding effects of changes in energy intensity on emissions in the seven most emitting sectors. Most notably, there is no general decrease in CO₂ emissions due to energy intensity for the energy sector. For air and ship transport, increasing energy intensity contributed to higher emissions, while decreasing energy intensity lowered emissions in the pulp and paper and the basic metals sector. Similarly, in the next seven sectors, the effect of energy intensity contributed to decreased emissions in two
sectors only (wholesale and retail trade, and food/beverage/tobacco), while for the others, the effect is neither clearly positive nor negative (except for forestry where an increasing energy intensity increased emissions).

Next, the decomposition analysis reveals a decreasing effect of fuel substitution on emissions, both on aggregate and for some sectors. In particular, the effect of fuel substitution contributed to a reduction of CO$_2$ emissions for energy$^6$, pulp and paper, and petroleum products and remained indefinite for the other sectors. Fuel substitution increased emissions, though, if we look at the decomposition results for the next seven sectors (an increasing effect for wholesale and retail trade, chemicals, and forestry; slightly decreasing for agriculture and food/beverage/tobacco; and without definite effects for the others).

These results differ partly from the findings in the literature that employs decomposition analysis (cf. Section 1). In contrast to most of the literature, on aggregate, we find no support for decreased energy intensity leading to reduced emissions. However, earlier studies on Sweden indicate that energy intensity is relatively of less importance for Sweden compared to other countries. We also analyse the years 1993 onwards, i.e. the period for which energy intensity is judged to be less important in the literature. Corroborating findings from the specific literature on Sweden, we find that fuel substitution seems important in Sweden. This is generally not found in the literature on other countries, where

$^6$ Note that the significant increase in district heating in 2005 and 2006 in the energy sector results in a large contribution from fuel substitution on reducing emissions (district heating counts as zero emissions). However, we are not sure of the origin of this huge increase in district heating use. We are currently investigating this issue, and before this is resolved caution should be taken when interpreting the large effect during these two years.
fuel substitution often plays a minor role only. On the other hand, similar to the literature, we clearly see both a contribution to increasing emissions from increased output and the importance of sectoral change (production increased in less CO₂ intensive sectors in relation to total production) for emission reductions on aggregate.

As can be seen from the differences between the aggregate and sector-wise results, undertaking the analysis on a disaggregated level, both sector-wise and regarding time periods, clearly adds information. In our case however, disaggregation does not change two of the important general results for the seven most emitting sectors: low importance of energy intensity changes for emissions reductions and a tendency of fuel substitution leading to emissions reductions. Further disaggregation to sub-sector levels would clearly be informative, but in our case, this is not possible due to lack of data.

5 Conclusions

The decomposition analysis of the CO₂ emissions from the Swedish industry and business sectors undertaken in this article leads to several conclusions. In contrast to the findings in the general literature, and for Sweden during the period 1973-1994, decreasing energy intensity was not very important for reducing emissions in 1993-2006 in Sweden. The discrepancy to the literature on the earlier years is mitigated by the literature finding that the energy intensity contributes less to reduced emissions after the early 1990’s than before. It would thus be important to further investigate reasons why energy intensity did not contribute to lower emissions after the early 1990’s and which policy measures may be used to support such contribution in the future. It has to be noted that Sweden had already reached
a comparably low level of emissions intensity by the early 1990’s and that it has a high share of hydro and nuclear power production (Schipper et al. 2001).

On the other hand, fuel substitution, which is generally seen as less influential in general but important for Sweden, seems to have continuously played a more important role for reduction of carbon emissions in Sweden. However, no clear overall pattern regarding the importance of energy intensity and fuel substitution for reduced emissions arises when a sectoral analysis is undertaken, although effects can be identified for individual sectors. Further investigation of the contributions of fuel substitution should focus on whether they stem from switches to renewables such as biomass or rather from switches to electricity used, which is largely based on hydro and nuclear power generation in Sweden. As stated in the literature, we find that sectoral composition plays an important role for emissions on aggregate, and production increase is an important driver of increased emissions, both sector-wise and on aggregate.

We draw some methodological conclusions as well. As reported in the literature, we find that undertaking decomposition analysis on levels as disaggregate as possible is necessary to arrive at a more complete picture. In addition, the time period chosen may significantly influence results if overall changes over several time periods are assessed by summing decomposition results from each period. Similarly, decomposition based on the first and last period of a longer time span may lead to wrong results. Thus, also regarding time, decomposition analysis as disaggregate as possible needs to be undertaken to not bias results. Although frequently used in the literature, results from decomposition analysis based on the first and last year of a longer period only or based on summation or averaging of several annual decompositions should be used very cautiously only. In this light, consensus
or discrepancy with findings from the literature are not necessarily meaningful.

We also encountered two specific problems of decomposition analysis. First, the presence of the energy sector may lead to double counting of some energy flows. The aggregate analysis needs to account for this and the energy sector thus needs to be treated separately if further information to avoid double counting is missing. This can however be done and does not pose further problems. It even has the advantage that for the aggregate analysis, specific patterns from the energy sector do not shadow patterns that are more relevant for other sectors. A second problem arises if output is measured in monetary values because then changes in prices may bias the results from decomposition analysis. Further research on how sensitive different decomposition methods are to this effect and how large such a bias may be is necessary in order to assess the reliability of decomposition analysis that employs output measured in monetary values. However, employing output in monetary values can often not be avoided due to data availability and problems of comparability.

Finally, it is interesting to shortly link our findings to the prevailing regulatory context. Regarding regulatory burden, the most emitting sectors in Sweden can be divided into three groups: (1) the land transport sector, which is highly taxed; (2) the industry sectors (pulp and paper, petroleum products, basic metals) and the energy sector, which are partly exempted from taxes but subject to other regulations, such as the EU Emissions Trading Scheme; (3) air and ship transport, which are almost completely exempted from taxes and other climate policy instruments. Also notable is the fact that the regulatory pressure to decrease CO₂ emissions has increased over time.⁷ Since 2003 in particular, there have been

⁷Regulation of CO₂ emissions occurs via a bundle of different policy instruments. Most important are the energy and CO₂ taxes. Although used in some cases for
several additional policy instruments targeting CO₂ emissions from the industry sectors (pulp and paper, petroleum products, basic metals) and the energy sector. It is interesting to see that although land transport is heavily taxed, this sector does not show large effects of substitution to cleaner fuels and decreased energy intensity, which we believe is an interesting area for future research. Neither do we see any clear increase in emissions reductions after 2003, which might have been expected due to the increasing regulatory burdens since 2003. As one may expect from the low regulatory level, though, air and ship transport show no tendency of reduced emissions. Increased energy intensity even led to increased emissions, and no emissions reductions due to fuel substitution to cleaner fuels took place. For a reliable analysis of how a certain policy instrument actually influences emissions for specific sectors, more detailed and richer data would be necessary and decomposition analysis should be complemented with regression based methods.

decades before, broad general coverage of the energy tax was introduced in 1957. The CO₂ tax was introduced in 1991. Over the years, the carbon tax share of the fuel tax has been increased and has grown more important relative to the energy tax. The current tax law (the Law on Tax on Energy, LSE) has been in effect since 1995. Apart from taxes, some other policy instruments broadly targeting CO₂ emissions were also used in Sweden from 1993 to 2006, i.e., the Local Investment Program (LIP), which was in effect 1998-2002; the Climate Investment Program (KLIMP), which started in 2003; support of energy efficient technology and green electricity certificates which started in 2003; and the EU emissions trading scheme (EU-ETS) which started in 2005. Details on the regulatory context in Sweden can be found in LSE (1994) and on the web-site of the Swedish Environmental Protection Agency, http://www.swedishepa.se/en/In-English/Menu.
Appendix

| Table A 1: Hypotheses and patterns identified in the literature (see Section 1) |

Figures A1, A2a-A2g: at the end of the document.
<table>
<thead>
<tr>
<th>sector</th>
<th>Change in em. due to changes in:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fuel subst.</td>
</tr>
<tr>
<td>first line: 1993-2006</td>
<td></td>
</tr>
<tr>
<td>Pulp and paper</td>
<td>-169%</td>
</tr>
<tr>
<td></td>
<td>-346%</td>
</tr>
<tr>
<td>Petroleum</td>
<td>-35%</td>
</tr>
<tr>
<td></td>
<td>-22%</td>
</tr>
<tr>
<td>Basic metal</td>
<td>-186%</td>
</tr>
<tr>
<td></td>
<td>+13%</td>
</tr>
<tr>
<td>Energy and heating</td>
<td>-245%</td>
</tr>
<tr>
<td></td>
<td>-2186%</td>
</tr>
<tr>
<td>Landtransport</td>
<td>-11%</td>
</tr>
<tr>
<td></td>
<td>-31%</td>
</tr>
<tr>
<td>Shipping</td>
<td>+1%</td>
</tr>
<tr>
<td></td>
<td>+1%</td>
</tr>
<tr>
<td>Aviation</td>
<td>+0%</td>
</tr>
<tr>
<td></td>
<td>+1%</td>
</tr>
</tbody>
</table>

Table A 2: Summary of decomposition results by sector, 1993-2006 (first line) and 1993-2004 (second line) (sign and percentage contribution to total sector-wise change from each factor)
Change in CO$_2$ emissions due to changes in:

<table>
<thead>
<tr>
<th>period</th>
<th>fuel subst.</th>
<th>en. eff.</th>
<th>sector structure</th>
<th>prod.</th>
<th>total CO$_2$ change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993-2006</td>
<td>-14%</td>
<td>-20%</td>
<td>-66%</td>
<td>+200%</td>
<td>+7’916’000</td>
</tr>
<tr>
<td>1993-2004</td>
<td>-6%</td>
<td>-2%</td>
<td>-63%</td>
<td>+171%</td>
<td>+7’365’000</td>
</tr>
</tbody>
</table>

Table A 3: Summary of decomposition results for all 46 sectors (excluding the energy sector), 1993-2006 and 1993-2004
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**List of Tables and Table Captions**
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_i$</td>
<td>total energy consumption in sector $i$</td>
</tr>
<tr>
<td>$E$</td>
<td>total energy consumption ($E = \sum_i E_i$)</td>
</tr>
<tr>
<td>$Y_i$</td>
<td>value of production in sector $i$</td>
</tr>
<tr>
<td>$Y$</td>
<td>total value of production ($Y = \sum_i Y_i$)</td>
</tr>
<tr>
<td>$y_i$</td>
<td>production share of sector $i$ ($y_i = Y_i/Y$)</td>
</tr>
<tr>
<td>$I_i$</td>
<td>energy intensity of sector $i$ ($I_i = E_i/Y_i$)</td>
</tr>
<tr>
<td>$CO2_i$</td>
<td>$CO_2$ emissions arising from fossil fuel consumption in sector $i$</td>
</tr>
<tr>
<td>$CO2$</td>
<td>total $CO_2$ emissions arising from fossil fuel consumption ($CO2 = \sum_i CO2_i$)</td>
</tr>
<tr>
<td>$f_i$</td>
<td>emission coefficient of energy use in sector $i$ ($CO2_i/E_i$)</td>
</tr>
</tbody>
</table>

Table 1: The variables used for the decomposition analysis

In the following figures A1, A2a-A2g, the last columns depict the sum of the effects over all years, scaled by $1/10$ for presentation reasons.
Table 2: Results from the decomposition analysis (contributions to changes in emissions from changes in production, fuel substitution, energy intensity and sectoral change; cf. the figures A1, A2a-A2g for further illustration; “+” means “contributes to increasing emissions”, i.e. in most years, a clear positive effect can be identified; “–” means “contributes to decreasing emissions”, i.e. in most years, a clear negative effect can be identified; “±” means that there is no definite overall positive or negative effect, but for most individual years, the effect is clearly positive or negative; “0” means “no effect”, i.e. there is a very small or zero effect in most individual years; “dep. on sub-period” means that there are large differences in the effects between different sub-periods; as an example: for some sub-periods, the effects are clearly positive, while for others, no effect can be identified; the combined signs of indeterminate judgements (± or 0) with clear trend judgements (+ or –) indicate the presence of a slight trend in the indeterminate judgement.

<table>
<thead>
<tr>
<th>sector</th>
<th>production</th>
<th>fuel substitution</th>
<th>energy intensity</th>
<th>sector composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A) aggregate results</td>
<td></td>
<td></td>
<td>±/–</td>
<td>–</td>
</tr>
<tr>
<td>1: aggregate</td>
<td>+</td>
<td>–</td>
<td>±/–</td>
<td>–</td>
</tr>
<tr>
<td>B) most emitting sectors</td>
<td></td>
<td></td>
<td>±/–</td>
<td>±/–</td>
</tr>
<tr>
<td>2: air transport</td>
<td>+ (dep. on sub-period)</td>
<td>0</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>3: ship transport</td>
<td>+ (dep. on sub-period)</td>
<td>0</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>4: land transport</td>
<td>+ (dep. on sub-period)</td>
<td>±</td>
<td>±/–</td>
<td></td>
</tr>
<tr>
<td>5: energy</td>
<td>±</td>
<td>–</td>
<td>±/–</td>
<td>±/–</td>
</tr>
<tr>
<td>6: basic metals</td>
<td>+ (dep. on sub-period)</td>
<td>±</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>7: petroleum products</td>
<td>+ (dep. on sub-period)</td>
<td>0/–</td>
<td>±</td>
<td></td>
</tr>
<tr>
<td>8: pulp and paper</td>
<td>+ (dep. on sub-period)</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>C) next seven sectors</td>
<td></td>
<td></td>
<td>±/–</td>
<td>±/–</td>
</tr>
<tr>
<td>9: wholes./retail trade</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>10: construction</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>11: non-metallic mineral prod.</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>12: chemicals</td>
<td>+</td>
<td>±/–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>13: food/beverage/tobacco</td>
<td>±/–</td>
<td>0/–</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>14: forestry</td>
<td>±/–</td>
<td>0/–</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>15: agriculture</td>
<td>±/–</td>
<td>0/–</td>
<td>±/–</td>
<td>±/–</td>
</tr>
</tbody>
</table>
Figure A1: Decomposition results: aggregate analysis (46 sectors excluding the energy sector)
Figure A2a: Decomposition results: air transport
Figure A2b: Decomposition results: ship transport
Figure A2c: Decomposition results: land transport
Figure A2d: Decomposition results: energy
Figure A2e: Decomposition results: basic metals industry
Figure A2f: Decomposition results: petroleum products
Figure A2g: Decomposition results: pulp and paper