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Abstract

This thesis is based on an important development in human-computer
interface design: the move from primarily screen-based interfaces –
based on the Windows-Icons-Menus-Pointer (WIMP) and Graphical
Users Interfaces (GUI) paradigm developed for desktop computers – to
computer interfaces which take advantage of the richness of the user’s
physical environment. A common thread in the thesis is the attempt to
expand the user’s workspace, whether that expansion is kept within the
limits of the computer screen or brings the interaction to devices outside
the desktop – i.e. to “break the screen barrier”, figuratively or literally.
The thesis consists of five papers. The first paper describes flip zooming,
a visualization method that uses the workspace on a screen more effec-
tively. The second paper puts flip zooming and other similar methods
within a general theoretical framework, which is both descriptive and
constructive. The third paper describes WEST, A Web Browser for
Small Terminals, which was an application where flip zooming was
implemented on hand-held computers. The fourth paper describes the
Hummingbird, a mobile counterpart to desktop-based workplace aware-
ness applications. The fifth and final paper gives a general theory for
interactive systems where physical objects are used to access digital
information that is not contained within the actual object. Additionally,
the introduction discusses how the thesis relates to Simon’s science of
the artificial, Dahlbom’s foundations for an artificial science, and the
new informatics, the scientific discipline within which the work was
performed. A spiral model of design, Verplank’s spiral, is used to
describe the research process. 
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Breaking the Screen Barrier

Lars Erik Holmquist

1 Introduction

In a video presentation devised in 1981, Robert Spence and Mark
Apperley presented a vision of the future office environment [38]. They
saw the office of the future as a place for rich, multi-modal interaction
with digital information, where users had access to a variety of input and
output methods – displays of a variety of sizes, from desktop to wall-
sized; gestural interaction; voice input; handwriting recognition; and so
on. This was a compelling view, where users would take advantage of
their whole environment to access and manage digital information,
rather than being limited to a small single screen and the “point-and-
click” interaction we are used to today. Although several other research-
ers were exploring similar avenues (e.g. the “Put-that-there” system at
MIT’s Architectural Machine group [7]), it is safe to say that Spence and
Apperley’s vision was presented well before its time. Even today, this
kind of rich mix of digital and physical space is far away from being
widely implemented, and is still very much at the stage of research pro-
totypes (see e.g. [29]).

However, the reasons for why our current interaction with digital
information is not as rich as that envisioned by Spence and Apperley is
worth some thought. Certainly, the technology needed is quite complex
– but on the other hand the authors asserted that most of their vision
could be implemented with then-current technology. A more interesting
“obstacle” can instead be found in what is arguably the most successful
innovation in the human-computer interaction (HCI) field so far: the
Windows-Icons-Menus-Pointers (WIMP) interaction paradigm, and the
related notion of a Graphical User Interface (GUI), where the digital
information is presented according to a desktop metaphor. Developed at
Xerox PARC in the 1970’s, and first introduced commercially with the
Xerox STAR computer in 1980 [20], WIMP and GUI did not become a
commercial success until the Macintosh computer was introduced by
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Apple in 1984 [1], with Microsoft Windows becoming the dominant
GUI several years later [12].

WIMP, GUI and the desktop metaphor has now become the totally
dominant mode for interacting with computers. Most observers would
agree that this is because these were very brilliant ideas. However, a
problem with ideas that are as brilliant as these is that they can become
very hard to look beyond, and there is a growing realization of this fact
within the human-computer interaction (HCI) research community [9,
18]. In recent years we have seen an increasingly intensive search for
new alternatives. There have of course been a large number of attempts
to find ways to enhance user interaction while staying within the limits
of WIMP and GUI. Several alternatives to the desktop metaphor have
been introduced, for instance by using time rather than space as an orga-
nizing mechanism [16, 31], or by the introduction of a 3D-graphics ele-
ment to take better advantage of the user’s spatial perception [33]. The
limited amount of space available on a desktop screen has been
addressed in a number of ways, for instance by the introduction of sev-
eral separate workspaces [19] or by a variety of information visualiza-
tion techniques that present data more effectively [10]. Of particular
interest for this thesis are those information visualization methods
which attempt to “expand” the area available for showing information,
through the introduction of visual distortion; notable examples include
the Bi-Focal display (which was part of Spence and Apperley’s vision of
the future office) [38, 39] and the Perspective Wall [26].

In the years in which WIMP and GUI came to dominate the commer-
cial side of human-computer interaction, researchers also introduced an
ever-growing set of divergent approaches. Virtual reality promised to
place users inside in a virtual world of information, where interaction
would be as rich as or richer than in the “real” world [32]. Ubiquitous
computing was based on the notion that computers would become avail-
able everywhere. It aimed to move computer usage away from the desk-
top-centric WIMP approach and into the user’s physical environment,
through the introduction of computers in various size and shapes that
were specialized for different usage situations [42]. Augmented reality
proposed to mix computational properties with real-world objects, either
through a projected graphical overlay, wearable see-through computer
displays, or some other computational augmentation of real-world
objects [43]. Intelligent environments were proposed as physical envi-
ronments where a variety of sensors, cameras, etc. would watch the user
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and where the technology embedded in the surroundings would respond
according to the user’s explicit or implicit wishes [11]. Wearable com-
puters aimed to take the computer away from the environment and
instead let it become like a piece of electronic clothing that would
always be “on” and support the user at all times [27]. Graspable inter-
faces proposed providing certain functions of the GUI as physical
instantiations for a more direct physical interaction [17], and in an
extension of this, tangible media aimed to remove the border between
the physical and digital world altogether, in order to “change the world
itself into an interface” [21]. 

But however compelling these alternatives may be, there is little
doubt that for many tasks, WIMP and GUI are the best modes of inter-
action currently available. Since they were developed specifically with
the office worker in mind, typical office applications such as word pro-
cessors and spreadsheets are hard to imagine functioning outside the
confines of the desktop computer. Mobile technology may offer us the
promise of accessing our digital information any time, anywhere, but it
will probably be long before most of us can conveniently write longer
texts or manage complex calculations on mobile phones or PDAs. That
said, many of the uses for computers are now completely outside the
office domain, and with computer technology becoming ever smaller
and easier to integrate in our daily life, we will see computer technology
appear in many situations we have not even dreamed of. Thus, WIMP
and GUI will probably stay as the dominant interaction paradigm for
most of the tasks we have traditionally associated with computer use,
but there will be a myriad of complementary ways in which computers
appear in our lives, and these will require radically different approaches
to interaction. 

This thesis spans a large part of the spectrum of interface approaches
outlined above, from interaction strictly within the WIMP and GUI
domain, over hand-held GUI computers, all the way to wearable com-
puters and tangible media. The common thread is an effort to free the
user from the inherent limitations of the computer screen – to “break the
screen barrier”, figuratively or literally. Despite the progress in recent
years in both size and resolution, the typical user is still limited to a
screen 17 to 19 inches in size, and with a resolution of no more than
approximately 1000 by 1000 pixels. Furthermore, a computer screen is
usually fixed to the same location, its mode of presentation is inherently
2-dimensional (“flat”), and it offers no provision for tactile feedback or
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the use of any other sensory modalities than sight. Although the com-
puter screen is an incredibly flexible and powerful canvas for interaction
design, it is clear that it is also limited in many ways. This thesis pre-
sents a few possible strategies for overcoming some of these limitations.

2 The thesis: Breaking the screen barrier

The thesis consists of five papers, four of which were published in 1999
and one which has not yet been published, but which is based in part on
publications from 1997 and 1998. Apart from the required reformatting
to fit the format of the thesis, the published papers are presented in unal-
tered form. The papers are as follows (when Holmquist is not listed as
first author, authors have been listed alphabetically and/or according to
affiliation):

1. Holmquist, L.E.: Flip Zooming: Focus+Context Visualization of Lin-
early Ordered Discrete Visual Structures. 
Submitted for publication. 
Based in part on the following short papers:
Holmquist, L.E.: Focus+Context Visualization with Flip Zooming
and the Zoom Browser. In Extended Abstracts of ACM SIGCHI Con-
ference on Human Factors in Computing Systems (CHI ’97), pp. 263-
264, ACM Press, 1997.
Holmquist, L.E. and Ahlberg, C.: Flip Zooming: A Practical
Focus+Context Approach to Visualizing Large Information Sets. In
Smith, M.J., Salvendy, G. and Koubek, R.J. (eds.), Design of Com-
puting Systems: Social and Ergonomics Considerations (HCII ’97),
pp. 763-766, Elsevier Science B.V., 1997. 
Holmquist, L.E. and Björk, S.: A Hierarchical Focus+Context
Method for Image Browsing. In Computer Graphics Annual Confer-
ence Series Abstracts and Applications (SIGGRAPH ’98), p. 282,
ACM Press, 1998.
Björk, S. and Holmquist, L.E.: Formative Evaluation of a
Focus+Context Visualization Technique. Poster presented at Annual
Conference of the British HCI Group (HCI ’98), Sheffield, UK, 1998.

2. Björk, S. Holmquist, L.E. and Redström, J.: A Framework for
Focus+Context Visualization. 
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Abridged version in Proceedings of IEEE Symposium on Information
Visualization (InfoVis ’99), pp. 53-56, IEEE Press, 1999. Full version
in CD-ROM Proceedings of IEEE Visualization 1999, IEEE Press,
1999. 

3. Björk, S., Holmquist, L.E., Redström, J., Bretan, I., Danielsson, R.,
Karlgren, J. and Franzén, K.: WEST: A Web Browser for Small Termi-
nals. 
In CHI Letters Vol 1 Issue1, Proceedings of ACM CHI Conference on
User Interface Software and Technology (UIST ’99), pp. 187-196,
ACM Press, 1999. 

4. Holmquist, L.E., Falk, J. and Wigström, J.: Supporting Group Col-
laboration with Inter-Personal Awareness Devices. 
Journal of Personal Technologies, 3(1-2), pp. 13-21, Springer Verlag,
1999. 

5 Holmquist, L.E., Redström, J. and Ljungstrand, P.: Token-Based
Access to Digital Information. 
In Proceedings of First International Symposium on Handheld and
Ubiquitous Computing (HUC ’99), pp. 234-245, Springer Verlag,
1999. 

The theme of the thesis is “breaking the screen barrier”, i.e. to somehow
overcome the inherent limitations of the computer screen. The work
started out within the WIMP / GUI domain with the intention of expand-
ing the workspace available to a computer user, through the introduction
of a means to show more information on a desktop computer screen.
This resulted in the so-called flip zooming visualization technique pre-
sented in the first paper of the thesis, Flip Zooming: Focus+Context
Visualization of Linearly Ordered Discrete Visual Structures. The tech-
nique could be used to visualize documents, images, and other data sets.
Flip zooming was designed with a traditional desktop computer in mind,
but represents a quite different approach compared to windowing sys-
tems and the desktop metaphor. By virtually expanding the available
workspace to become much larger than the physical screen, it was a first
step towards “breaking the screen barrier”. Subsequent work with flip
zooming resulted in the more general framework for focus+context
visualization presented in the second paper, A Framework for
Focus+Context Visualization, where a formal method for describing and
constructing focus+context visualizations was introduced. This work,
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though based in the GUI domain, is possible to generalize to other inter-
action approaches, e.g. 3D-environments. 

Furthermore, we soon realized that the flip zooming technique could
be applied to other devices apart from WIMP computers, such as mobile
computers with wireless internet connections. This resulted in WEST: A
Web Browser for Small Terminals, which is also the title of the third
paper. Although GUI based, the input and output capabilities as well as
the usage conditions of a mobile terminal are drastically different from
that of a desktop computer. This proved to require some major changes
in our approach to interface design, which are partly documented in the
paper and which we have continued to explore in later works (e.g. [3]).
Mobile computing, whether GUI-based or built on other approaches, is
likely to be a major area for future HCI research.

In parallel with the work of flip zooming, we also explored other,
quite different, approaches to human-computer interaction. The Hum-
mingbird was a specialized wearable computer, which did not in any
way resemble a desktop computer, and it had no GUI whatsoever. The
Hummingbird and some preliminary evaluations are discussed in the
fourth paper, Supporting Group Collaboration with Inter-Personal
Awareness Devices. The purpose of the Hummingbird was quite similar
to many desktop-based awareness systems, but by being completely
mobile and independent of any infrastructure, it acknowledged the fact
that users spend much of their time away from the desktop. Thus Hum-
mingbirds literally “broke the screen barrier” by moving the interaction
away from the desktop computer completely. This work has continued
with the development of a second generation of Hummingbird proto-
types and a variety of evaluations (e.g. [41]). 

Finally, our work with the WebStickers system [24] led to the fifth
and final paper. WebStickers let users couple everyday physical objects
with digital information, in a fashion similar to some systems for aug-
mented reality. In the paper, Token-Based Access to Digital Information,
we used the lessons learned from the WebStickers system to draw some
general conclusions about proposed interaction paradigms such as tangi-
ble media and graspable interfaces. This paper generalizes the interac-
tion with computers to such an extent that screen output is just one of a
variety of possible interaction methods, so that the user’s whole physical
space here becomes an arena for accessing and ordering digital informa-
tion – the “screen barrier” has truly been broken.
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Taken together, the papers also represent a growing realization that
the notion of “context” as it has been used in research on graphical user
interfaces is very limited, since it only acknowledges interaction taking
place on a computer screen. Instead, “context” in human-computer
interaction should in reality also include the whole physical world
within which the user interacts. This is consistent with the many pro-
posed alternatives to WIMP and GUI that were outlined in the introduc-
tion. At the same time, the thesis also reflects the fact that WIMP and
GUI will be with us for yet some time and that it is still very worthwhile
to explore enhancements and augmentations within that domain, a
notion that is sometimes easy to forget in the rush towards the various
tangible, mobile, ubiquitous and wearable alternatives. By playing off
different interaction paradigms ranging from WIMP and GUI to aug-
mented reality, tangible interfaces and wearable computing, the papers
in the thesis thus explore how human-computer interaction can “break
the screen barrier” both in a figurative and a literal sense. 

3 Research method

This thesis is a work in the Swedish scientific discipline called informat-
ics, or more specifically the new informatics as proposed by Bo Dahl-
bom in 1996 [13]. The Swedish discipline of informatics could be
described as “applied computer science”, and has its roots in informa-
tion systems research. The subject matter of the new informatics is
information technology (IT) use. However, the new informatics is not
focused only on studying the use of IT – it is also very much interested
in changing and improving the use of information technology. In other
words, it is a design oriented discipline [13, p. 29]. According to Dahl-
bom, “whatever we do with our discipline (...) we should protect our
design interest” [13, p. 30], stressing the importance of the discipline’s
active involvement in and contribution to the development of informa-
tion technology and its use. This sentiment is in line with the work in
this thesis, which has been very much concerned with the development
of novel IT artifacts and the exploration of their use.

The new informatics’ strong interest in design follows from the
notion that it is an artificial science, i.e. one that is concerned with
objects created by man, as opposed to the natural sciences, which study
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things in nature. The idea of an artificial science was presented by Her-
bert Simon in a series of lectures in 1968, which were published in book
form in 1969 [34], and revised several times, most recently in 1996 [35].
Simon argued that there is a need to acknowledge the importance of
design in the engineering disciplines, rather than to have them fall into
the trap of mimicking the methodology of the natural sciences in an
effort to gain scientific credibility. Influenced by then-current research
in artificial intelligence, Simon also proposed a theory of design, where
the design activity takes the form of a search for the best among a cer-
tain set of available alternatives. However, a major problem seems to be
that Simon’s design theory is unable to capture the creative, intuitive
and accidental elements in the design process, which often can mean the
difference between a brilliant design and one that is merely satisfactory. 

Dahlbom has addressed part of this problem in a work that is a direct
response to Simon [14]. Although an enthusiastic supporter of the gen-
eral idea of artificial sciences, Dahlbom presented several objections to
Simon, having mainly to do with Simon’s definition and theory of
design and its role in the artificial sciences [14, pp. 5-6]. Dahlbom then
proceeds to propose a set of foundations for an artificial science, four of
which are directly inspired by Simon’s work, and four which also are
inspired by Simon but are more specifically based on the foundations of
the natural sciences. I will summarize the eight points below; for more
details see [14, pp. 6-9]. (Dahlbom’s text is in italics; the summaries are
mine.)

1. Artifacts are designed rather than described, i.e. artificial science
studies possibilities rather than the already realized; also, it insists on
concrete realization as a way to make sure something is really possi-
ble.

2. Technology in use rather than design practice, i.e. the research will
be design oriented from a user perspective, considering improve-
ments in use quality rather than product quality per se.

3. Artifacts have quality rather than functionality, i.e. we will have to
go beyond thinking of the relations between people and technology
just in terms of “use”, and introduce dimensions such as aesthetics,
symbolism, ethics and politics.

4. Artificial science is normative rather than objective, i.e. since artifi-
cial science is concerned with more than an artifact’s functionality, it
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involves the idea of the “good life”, and thus it goes beyond purely
objective concerns.

5. Artifacts are accidental rather than essential, i.e. rather than being
nicely broken down into simple principles, artificial laws are local
design solutions rather than general principles, and the artificial
world is haphazard and provisional.

6. Artifacts are constructed rather than documented, i.e. results are only
judged on the basis of successful construction – it is the quality of the
technology that matters, not the documentation.

7. Artificial science has heuristics rather than methods, i.e. whereas the
emphasis on methods turn natural science into a bureaucratic admin-
istration of ideas, creativity takes the center stage in artificial science,
requiring a reliance on heuristic rules of thumb, intuition and tacit
knowledge, experience and tinkering.

8. Artificial science is engaged rather than disinterested, i.e. the artifi-
cial sciences are not interested in objective detachment but in inter-
acting with artifacts, and values play an important role in how one
chooses what to work with, making artificial sciences more openly
politicized.

The details of these points should of course be open for debate and dis-
cussion, but they are all quite easy to accept for this author, and as we
shall see we will have no problem placing the work presented in this
thesis within this framework. But what about the process of designing
new artifacts? If we want to produce innovations in the field of informa-
tion technology and IT use, what is the process we should follow? Dahl-
bom says that “artificial science is not a theoretical study of the design
of concrete artifacts, but a systematic, institutionalized form of such
design activity with the ambition to improve the world of artifacts” [14,
p. 5]. Several of Dahlbom’s principles stress the importance of practical
and use-oriented design, but fail to give readers much help in how this
design actually happens.

Going back to Simon, design is “... concerned with how things ought
to be, with devising artifacts to attain goals.” ([35, p. 114]). This sounds
very simple: we take a look at the world we live in, we figure out how it
might become better, and we design an artifact which takes us to this
new, better world. There are indeed good methods to help us understand
the world we live in; ethnographical studies, economical models, etc.
There is also an abundance of information technology that could help us
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in attaining our goals – not just desktop computers, but also mobile
devices, embedded chips, smart materials, sensors and actuators, and so
on. Thus, the stage seems well set for the new informatics researcher:
armed with a well-founded knowledge of the world and a set of novel
information technology, he or she can easily proceed to change the
world into a better place! 

But as the reader probably already has noticed, there is one thing
missing: the goal, that better place the world should be. How we find out
what this goal is seems to be the one crucial thing missing from Simon’s
definition of design. Dahlbom addresses that this is a problem, in partic-
ular by bringing in other dimensions such as aesthetics and politics, thus
implying that we should strive for goals that increases the “happiness”
of the user, but of course in the same breath acknowledging that happi-
ness is a very much a “rubber concept” [14, p. 7]. This does not really
take us very much further: yes, we should strive to find “good” goals,
but what are they and how do we find them?

One approach can be found within the first strand of the new infor-
matics to define its own research agenda: mobile informatics [23].
Mobile informatics is aimed at inventing new IT use in mobile settings
through interdisciplinary collaboration, and identifies two methods for
idea generation (i.e. goal definition): idea generation informed by stud-
ies of current practice; and technologically informed idea generation.
But again, this does not help us in understanding the design process –
that we know what the world is like, and what technology can currently
do, does not guarantee that we will come up with innovative (let alone
“good”) uses for technology. In fact, this is still very close to Simon’s
definition of design (above). However, a hint of what the process might
entail is found in the emphasis on practical implementation of artifacts,
which is identified as being necessary for finding limitations and possi-
bilities: “The very construction of the IT artifacts will (...) give rise to
new insights (and) form the IT artifact being implemented” [23, p. 207].

An approach which has been described in detail within the frame-
work of mobile informatics, is that of so-called scalability through culti-
vation [2]. Here, the goal is not to radically change a work situation
through the introduction of novel IT use, but to support the current work
practice through “guided evolution”, addressing only the badly func-
tioning parts. In practice, this is carried out by first doing a study of a
workplace (inspired by ethnographical methods), and then devising
design proposals based on the results of that study. The design proposals
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are then presented to the workers for comments. This is reminiscent to
the method known as participatory design, where the prospective users
are directly involved in the construction of computer systems [28]. 

The case at hand concerned an order packaging department, but the
methodology should be possible to generalize to many other situations.
The most obvious strength in this approach is that since the resulting
design proposal is based on a study of the workplace, rather than being a
“flash of inspiration” thought up in isolation from the actual work prac-
tice, it should have a greater chance of addressing the important prob-
lems. Also, since the approach stresses the importance of “cultivation”
rather than radical change, proposed designs should have a greater
chance of being implemented without disrupting current work practice.

However, the fact that a proposal is based on a study does not guaran-
tee that it is the best possible proposal, not even that it is a good one!
The study and design proposals given in the paper can be taken as an
example. For instance, the study shows that physical work orders
(pieces of paper) that are taken from a communal notice board are used
as a coordination mechanism. The proposed design solution removes the
physical work orders and replaces them with a system consisting of a
large computer screen (replacing the notice board) and a set of net-
worked hand-held computers (containing the work orders), one for each
worker. The authors claim that using work orders on paper is less effi-
cient than using computers, but in fact there are several studies that
show how physical artifacts such as paper are an important support in
many work processes, even those which rely heavily on computer sup-
port (e.g. [25]). Although removing such a mechanism and replacing it
with computer technology might in some cases make work more effec-
tive, it might just as well spell disaster in the current work practice!
Until the proposed design has been implemented it is impossible to
know what the effect might be. In any case, an alternative design pro-
posal which integrated the existing coordination mechanism of the
physical work order with some kind of computer support might have
presented a better solution to many of the problems identified in the
study. 

The reason for bringing up this example is not to criticize it in depth,
but to point out that studies, no matter how well done, are always very
much open to interpretation. Although the facts may be correct, this
does not guarantee that the conclusions are. Even more importantly, the
quality of design proposals that are based on such a study is not in any
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way certain; one person might have a brilliant idea based on a study,
whereas another might come up with something which does not
improve the situation in any way, and perhaps even makes it worse. The
only way to know is to carry through with the “cultivation” – to really
implement the proposal and see what happens, and then make further
adjustments based on that. Thus, until a proposal resulting from an
observation has been taken back to the workplace and implemented,
there is really no way of judging its quality; just asking the workers if
they like the proposal will certainly not be enough.

Another objection to the cultivation approach is that it only promotes
incremental change, not radical innovation. This is probably as it should
be; if we want to cultivate a current work practice, and improve it with-
out destroying it, cultivation is a reasonable approach. However, if we
want to introduce a new work practice, or if we are interested in true
innovation, cultivation might not work very well. Any radical departure
from the current work practice will then seem as a threat and quite prob-
ably be met with opposition. Furthermore, many truly ground-breaking
innovations – the telephone, the car, the internet, and so on – are not
specific but general in their use and effects, and thus not rooted in any
easily studied practice. In fact, it is quite hard to see how such innova-
tions could arise from any kind of workplace study.

Returning to the work in this thesis, rather than starting with studies
of work practice, it has been based on a practical approach to design, fit-
ting well with Dahlbom’s foundations for an artificial science. We have
focused on producing innovations rather than incremental improve-
ments. But innovations have no value in themselves – they need to be
proven useful; to be doable, to actually have a place in the real world.
The only way of doing this is by practical implementation. By not only
dreaming about innovative artifacts but actually creating them, we will
find out much more about them than is possible by staying on a purely
conceptual level. When an artifact is actually built and tried in the real
world, rather than just presented as a design suggestion, one will often
find it to be a very different beast than one thought. Not only does the
physical implementation of artifacts tend to turn up many unexpected
problems; more interesting for the new informatics researcher is that the
use of a novel artifact is never uncomplicated. Unexpected things hap-
pen when people get their hands on artifacts – things the developer
could never have foreseen. This element of uncertainty, the fact that
when real people are allowed to use an artifact they will offer both criti-
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cisms and suggestions, should be at the center of new informatics
research. This response in turn should be channeled back into the design
of the artifact, so that it may change accordingly.

Thus, the process of doing this research can not be broken down
cleanly in “before-after” situations, or in “states” and “goals”, because
the goals are not known – or at least not very well specified – when the
work begins. When approached from such a practical perspective, the
reason for the lack of a clear methodology to find design goals is proba-
bly this: the goal in any design process is very much a moving target,
and design in itself is a crucial factor in making it move. Rather than
being something which is defined at the start of a project and reached at
the end, the goal of most design processes changes continually as the
design evolves. This is especially true when design takes place within a
research context, where the interest often lies as much or more in find-
ing questions as in answering them. Thus, there is a need to complement
the new informatics with a more detailed theory of the design process,
which manages to take into account Dahlbom’s foundations of an artifi-
cial science.

The process of designing computer software might offer a useful par-

allell.1 While programming originally was an informal practice under-
taken by a single person or very small teams, it has now reached the
stage where it is often a time-critical effort involving hundreds or even
thousands of people. Several models have been proposed and used to
steer the software development process. An early model was the water-
fall model [5], where development is performed in a series of well-
defined steps, where the software is “frozen” at each stage. This is very
similar to well-functioning methods for developing complex hardware
systems, where each component is specified and produced according to
certain criteria; however, hardware is very different from software. In
software, “once the drawings and models (programs) are complete, the
the final product exists” [4, p. 30]. An analogy in [4] to house building
versus sculpting is enlightening: whereas a house is built with a good
understanding of the requirements, and modifications are restricted to
cosmetic and minor items, a sculpture is much less rigid, since clay can
be added and subtracted during the whole process. In sculpting, the pro-
cess of making the sculpture is part of finding out what the sculpture

1.  The following two paragraphs on software development is based on [36]; quota-
tions are not first-hand, but taken from that text.
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will look like, which fits well with our notion of the design process in
new informatics research. 

Several models that try to capture this iterative nature of software
design have been proposed, with Boehm’s spiral model perhaps the
most well known [6]. In this model, a software project will start with a
set of requirements, but these are not cast in stone; instead, they will
change and develop as the development continues. Through a series of
risk analysis, prototyping, and verification cycles, a piece of working
software is constructed. The difference between this and the waterfall
model is that software is never “frozen”; instead, it evolves, with
changes and amendments happening over time. 

Another spiral model, which fits very well with the work in this the-
sis, is what we will term Verplank’s Spiral, devised by William Verplank

when working at Interval Research.1 This model is not limited to soft-
ware development but was developed to describe the general process of
developing marketable products. The model stresses the flexible nature
of design even more than Boehm’s Spiral, since rather than starting out
with a set of requirements, it start with something as unspecific as a
“hunch”! Also, whereas the models for software development are meant
to steer or guide the work, Verplank’s Spiral should be considered as
more of a descriptive tool. 

Verplank’s model (Figure 1) is placed in a continuum where the ver-
tical axis denotes the dimension of paradigms versus industries. In this
model, a project typically starts out with a hunch – a vague notion of
what to do. This leads to a hack – a first, primitive technical demonstra-
tor of some kind. The hack makes it possible to try if the hunch is valid,
and this in turn leads to an idea. The idea leads to one or more designs;
this is the place in the spiral where several alternative avenues present
themselves, since it might be possible to devise more than one design
from the same idea. The designs are then fashioned into prototypes –
working instantiations of the design. The prototypes can then be tested,
and this in turn leads to a set of principles arising from the tests. These
principles can then be fashioned into plans, which are specific enough to
be used for production of actual products which reach the market.

1.  The material on Verplank’s Spiral is based on personal communication, William 
Verplank, Elsinore, Denmark, April 14, 2000. See also [15].
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Finally, if the product is successful it might give rise to a new paradigm,
that might even become an integral part of out lives (this would presum-
ably happen quite rarely, and I have chosen a dashed line to indicate
this, and also in acknowledgement that it is not absolutely clear to me
whether Verplank actually meant paradigms to be an actual design goal
as well as an underlying dimension). It is easy to see how all major tech-
nological inventions, from the printing press to aeroplanes, from televi-
sion sets to the desktop computer, can be made to fit into this cycle.

The spiral is of most interest here because it allows us to find the
place of various activities in research and development and to relate
those to each other within the spiral. For instance, the so-called “demo-
or-die” approach (most famously embodied by the MIT Media Lab [8])
is an example of an activity which stays very much within the “hunch”
and “hack” domain. By creating an environment where hunches are
encouraged and can be nurtured into hacks, so-called “demos”, such an
institution can produce a wide variety of exciting new ideas which chal-

KDFN

WU\ LW

LGHD

GHVLJQ�V�

SURWRW\SH

WHVW SODQV

SURGXFW�LRQ�

SDUDGLJPV

LQGXVWULHV

PDUNHW

SULQFLSOHV

KXQFK

Fig. 1. Verplank’s Spiral.



16

lenge the status quo. On the other hand, one might question the value of
some of those ideas: if they do not reach further out into the spiral, it is
hard to see how they might have a real impact on everyday life, espe-
cially if there are no resulting general principles to take away from
them. But as long as the main purpose is to produce exciting innova-
tions, having hunches and doing hacks is quite sufficient. 

Similarly, an institution that concentrates on testing, such as for
instance a usability lab, would be working very much in the domain of
tests and coming up with general principles as a result. In this part of the
spiral, the important thing is to examine existing prototypes and subject
them to tests which are rigorous and wide-ranging enough to come up
with general rules as to what works and what does not. This activity (as
the spiral nicely illustrates) is much closer to developing plans that in
turn can become actual products for the market, and might thus seem to
be more relevant from the perspective of a commercial enterprise. On
the other hand, by concentrating on evaluating and refining existing pro-
totypes, the likelihood of producing ground-breaking innovations is
probably much smaller than when working closer to the centre of the
spiral.

Any truly successful design would thus start at the center of the spiral
and move all the way out. But this is not the same as saying that the
same person or team has to do everything! Although the occasional lone
inventor might have been able to take a hunch all the way to a market-
able product, any serious enterprise would certainly require several dif-
ferent specialists in different areas to go through with the whole process.
This would seem to mean that there is nothing wrong with one group
producing hacks, another doing designs and prototypes based on the
resulting ideas, a third testing them and coming up with principles, etc.
But having different parts of the design process separated also leads to
problems, and decisions made early in the process might be hard to
affect in the later stages, sometimes leading to products which are not as
good as they should be. Donald Norman suggested human-centred
development as a solution: by letting a user-centred perspective be a part
of the process from the very start, he argues that better, more usable and
less complex products will appear as a result [30]. This would presum-
ably mean that the notion of a user would be present all the way from
the first hunch, rather than being something which is added at the last
minute when a product turns out to be too complex or user-unfriendly.
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But it is also worth noting that Verplank’s Spiral aims to describe the
process of producing products; it is not certain that it is directly transfer-
able to scientific research. Whereas a commercial company is mainly
focused on producing artifacts that can be sold with a profit, a scientific
institution is usually more interested in coming up with principles and
paradigms. In fact, scientists might want to skip the product and market
phases altogether and generate principles that are powerful enough to
become paradigms in their own right. We can find many examples of
this in the natural sciences. For instance, the “Big Bang” theory of the
origin of the universe was certainly not developed with the intention of
turning it into a successful product, but it has still entered into our con-
sciousness and fundamentally altered the way we think about the world.

Can the same be said for the science of the artificial – can we cut
products and markets out of the loop and still produce good scientific
works? Probably not. A science of the artificial is concerned with the
design of artifacts, and these artifacts are meaningless unless they enter
into a relationship with a human being. If we define a “product” as an
artifact which is produced with the intention that someone will want to
use it, then artificial science is definitely concerned with products,
whether we like it or not. The artifacts we produce may not be mass-
market items; indeed, they might not satisfy a single person, not even
the designer herself. But the perspective that someone, somewhere must
interact with them seems to be fundamental to producing successful
work in an artificial science, and thus also in the new informatics. This
also seems to agree very well with Dahlbom’s eight foundations of an
artificial science. In the following we have therefore chosen to adopt
Dahlbom’s eight points as a general framework for the work in this the-
sis, and Verplank’s Spiral as a tool to describe the type of work per-
formed in the individual papers.

4 Relating the thesis to the research method

If we now return to Dahlbom’s eight foundations, we can examine how
well the thesis material fits within his definition of an artificial science.
This work has relied on a practical approach to information technology,
so that by designing and trying out novel designs, we have gained a bet-
ter understanding of what is possible (point 1). It has been permeated by
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a user-centred perspective, so that each artifact has been constructed
with an idea of use and users rather than being examples of exciting and
advanced technology (point 2). The resulting artifacts have been evalu-
ated not according to how efficiently they solve a particular problem,
but how the user experiences them in practice (point 3). Because of this,
there has been no objective way of telling whether a design has been
successful; rather, this has been done on the grounds of experience and
user reactions (point 4). Although some of the artifacts were the results
of well-thought-out research agendas, whereas others started as pure
hunches, the process in arriving at the final results has in all cases been
one of experimentation, staying with some solutions and discarding oth-
ers (point 5). In the empirical work (papers one, three and four), every
one of the artifacts has been a working instantiation of an idea; in the
theoretical work (papers two and five) we have aimed to construct use-
ful and productive frameworks rather than theory for its own sake (point
6). Creativity and accidents has been key ingredients in arriving at many
of the final results, just like it is in all design work (point 7). And finally,
the work has addressed key issues such as privacy, information over-
load, and how we can make information technology easier to use (point
8).

The general framework of an artificial science thus fits well with the
work. What about the design process and Verplank’s Spiral? Here, we
must look at each paper individually. The first paper, Flip Zooming:
Focus+Context Visualization of Linearly Ordered Discrete Visual Struc-
tures, started with the hunch that something could be done about screen
real estate, and that the way people handle documents in the physical
world could be used as a source of inspiration. A series of hacks led to
the invention of the flip zooming visualization technique, which is the
idea that is the main contribution of the paper. The idea of flip zooming
then resulted in several designs and prototypes, three of which are
described in the paper – The Zoom Browser, The Flip Zooming Image
Browser, and The Hierarchical Image Browser. (Many more designs and
prototypes have been produced based on flip zooming, but they are for
the most part outside the scope of this thesis.) But the prototypes were
not developed in parallel; the design of each one was influenced by the
experience with the previous prototypes, stressing the iterative nature of
the design process.

The second paper, A Framework for Focus+Context Visualization,
built directly on the previous work to come up with some general princi-
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ples for focus+context visualization. By looking at the many designs
and prototypes produced both by ourselves and others in this area, we
could find some common factors, and express these in a formal way.
Thus the main contribution of this paper is the foundations for a formal
system that might eventually be powerful enough to both describe exist-
ing focus+context visualization techniques, and produce novel ones. 

The third paper, WEST: A Web Browser for Small Terminals, took the
flip zooming idea all the way back to the hunch stage. The hunch was
that flip zooming might not only be useful on desktop computers; it
could also be applied to the new breed of handheld computers that were
becoming increasingly popular. However, it also soon became evident
that flip zooming in itself was not powerful enough to solve the task at
hand, in this case presenting a clear view of an ordinary web page on a
device with limited processing power and memory, and with a display
limited to only 160x160 pixels. But by bringing in a number of other
techniques, including proxy pre-processing and text summarization, we
could solve the problem, and present the WEST prototype, which is the
main contribution of this paper. This prototype has attracted enough
interest for us to think that it might become a viable commercial prod-
uct, and WEST could become one of the results in this thesis that travels
all the way through the spiral and out to a commercial market.

The fourth paper, Supporting Group Collaboration with Inter-Per-
sonal Awareness Devices, was another return to the hunch stage, but this
time without flip zooming as companion. “What would happen”, the
hunch went, “if we had a set of devices which would hum if they got
close to each other”? This turned out to be a not very original hunch (see
e.g. [22]), but the subsequent process turned the hunch into something
quite different and much more interesting. We produced a hack which
proved that this was technically feasible, and eventually came up with a
design which we called the Hummingbird. Hummingbirds are indeed
devices that hum when they get close enough to each other; but the
novel element is that we chose to use them as a support for group collab-
oration rather than an initiator of chance encounters (which has been the
goal of most similar commercial systems). Thus Hummingbirds perform
a similar task to many desktop-based awareness applications (e.g. [40])
but do so completely outside the scope of WIMP and GUI. This idea, of
moving awareness information away from the desktop and to the user, is
the main contribution of this paper. The Hummingbirds is the second
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result of this thesis which has attracted commercial interest, and plans
are currently being put into place to turn it into a product.

The fifth paper, Token-Based Access to Digital Information, is like
the second paper mainly concerned with coming up with principles.
Through our own implementation of the WebStickers system [24], and
through the observation of several other similar systems which allow
users to couple digital information with physical objects, we were able
to come up with some general results for classifying such systems. The
schema of containers, tokens and tools, which aims to capture three sig-
nificantly different ways in which physical objects can be associated
with digital information, is the main contribution of this fifth and final
paper.

We can thus see that the results of the five papers in this thesis
occupy a variety of different places in Verplank’s Spiral. Some stay very
close to the hunches and hacks, with the main contribution being an idea
arising from this, whereas others are more concerned with general prin-
ciples. And a few of the results might have the strength to travel all the
way out of the spiral and into the marketplace – whether this will actu-
ally happen is still too early to tell. In any case, we believe that for sci-
entific work in an artificial science to be successful, it is important to
acknowledge all parts of the spiral, although one may choose to focus
one’s work only at a certain section. The work in this thesis has certainly
benefitted from hunches as well as tests, and produced ideas as well as
prototypes, designs as well as principles.

But is this work, with its focus on implementation and prototyping,
really scientific research, and not “just” product development? The Mer-
riam-Webster’s Collegiate Dictionary (online edition) offers several def-
initions of research, including: “investigation or experimentation aimed
at the discovery and interpretation of facts, revision of accepted theories
or laws in the light of new facts, or practical application of such new or
revised theories or laws”. The work in this thesis has been just such an
investigation, with both practical and theoretical components. That
some products may indeed come out of the work is true. However, that
the nature of the work has been very different from that in a commercial
R&D unit should also be clear. It has been very much an exploratory
effort, with the intention of testing the limits of the human-computer
interface rather than solving any specific problem. Any potential prod-
ucts that have resulted from this have been side effects rather than the
main goal. Instead, the main results of the work has been an increased
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general understanding of how we can enhance human-computer interac-
tion within or outside the WIMP / GUI paradigms. 

5 Conclusion

In this thesis, I have explored a variety of different approaches to make
human-computer interaction “break the screen barrier” – to make inter-
acting with computers a richer experience, not limited to the screen of
the desktop computer. The work has taken the form of a practical explo-
ration of the possibilities of modern information technology, so that by
constructing artifacts and seeing if they work, ideas, prototypes, princi-
ples (and perhaps even products) has emerged. This empirical approach
to IT research seems to be very much in agreement with the foundations
of an artificial science put forth by Bo Dahlbom [14], and also fits well
within the scientific agenda of the new informatics [13]. However, it is
different from approaches that stress studies and cultivation of current
work practice (e.g. [2]), since this work has taken the form of explor-
atory design of artifacts rather than improvements based in current prac-
tice.

Increased understanding of the human-computer interface is today
more important than ever before. Spence and Apperley’s vision of the
office of the future has still not been realized, although many of the
required puzzle pieces have been put in place during the last two
decades of research – some of them might perhaps even be found in this
thesis. But the use of computers is no longer limited to the office, or
even to work. Whereas computers where once specialized and expen-
sive pieces of equipment, computers can now be found almost every-
where. Most families in Sweden have home computers, and electronic
entertainment systems are available which approach or surpass the
power of current PCs. And this is not all: there are computers every-
where – in cars, dishwashers, TV sets, watches... We are literally sur-
rounded by computers!

Computers can now be made small and inexpensive enough to put
inside everyday objects such as furniture and books, jewelry and cloth-
ing. Computation has the power to permeate our entire lives, to seep into
the very fabric of our existence, just like electric power has managed to
do during the last one hundred years. Computers will appear in situa-
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tions we never thought possible, aiding, entertaining and comforting us
without us even knowing they are there – computers will become invisi-
ble. Yet at the same time computers will stay the same: the desktop will
not go away. Word processing and calculations will take place on desk-
top computers until a more powerful alternative presents itself and sup-
plants the desktop, much like computers replaced the typewriter and
adding machine that came before them. And there is still much to be
explored in the mix between different approaches: on the boundaries
between stationary computers and mobile devices, between the digital
space and the physical, between powerful number-crunching servers
and little things that think. This area, when we have truly “broken the
screen barrier”, is where this author believes some of the major innova-
tions in human-computer interaction are still about to happen.
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Flip Zooming: 
Focus+Context Visualization of Linearly 

Ordered Discrete Visual Structures

Lars Erik Holmquist

Abstract. The focus+context visualization technique flip zooming was
developed to present data sets that can be represented as collections of
linearly ordered visual elements, such as the pages of a document or a
collection of images. The technique works by laying out the elements 2-
dimensionally in a left-to-right, top-to-bottom fashion that reflects the
linear ordering of the elements. The user move an element to the focus
by clicking on it, or by moving the focus forwards or backwards to an
adjacent element in the sequence. The chosen element then zooms up to
a readable size, while the other elements shrink accordingly. Since the
linear ordering is preserved, users have access to both a detailed view of
one element and an overview of the remaining elements presented in the
correct sequence. Flip zooming has been implemented in a number of
prototypes, including a text-only web browser, an image browser, and a
browser for hierarchically ordered image collections. During the course
of the implementations, user experience motivated a move from a space-
preserving layout strategy (i.e. filling the display with as much
information as possible) to a place-preserving one (i.e. trying to
maintain the positions of visual elements as far as possible). Currently,
the most promising application area for flip zooming is for use in
devices with small displays, e.g. hand-held computers.

1 Introduction

Many of the information sets that we encounter in daily life consist of a
number of discrete elements which can be viewed individually, but
which make more sense when placed within the context of a certain lin-
ear ordering. For instance, the pages of a book or a document can be
read individually; but most of the time, one wants to read them in the
correct sequence. In a calendar, each day might be viewed individually,
for instance to check the current day’s appointments; but many times it
makes more sense to see each day’s entries in the context of the preced-
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ing and following days. For a presentation, each slide accompanies a
certain part of the speech; but in the flow of the presentation each slide
will build on the previous and lead into the next. In each of these cases,
we are not only interested in the switching from one item to another; we
also want to know how far into a book we are and how much is left; if
this week is more crowded with appointments than the next, and if there
are any major holidays coming up that we should be aware of; if a bor-
ing speech will soon be over so that we can go home; and so on. 

When we are using these objects, there are many physical clues that
help us answer such questions. Books have a certain thickness, and by
inspection we know approximately how far we have read and how much
is left. Similarly, our paper calendars are easy to open at approximately
the right place, and can be flipped through quickly to find a free spot for
a meeting. And when listening to a boring presenter, we can see simply
by the thickness of the stack of slides he or she is handling whether the
pain will be over soon or whether it is time to think of a plausible excuse
and make a quick exit. Electronic media rarely have these properties,
and perhaps this is one of the reasons that many people prefer real
books, paper calendars and transparencies over using computers. In par-
ticular, a computer screen is always of a limited size, which means that
it can be very hard to get an overview of a material that is too large to be
presented all at once on the screen. 

However, some of the inherent limitations of computer screens might
be overcome with novel display strategies. In our work, we have been
exploring how to efficiently show large amounts of information on a
limited display area, giving users visual access to both detail (“focus”)
and overview (“context”). This is often referred to as focus+context
visualization. The flip zooming focus+context visualization technique
was initially developed with the intention of displaying documents, but
has proven useful to display other data, such as image collections. In the
following, we give an account of related visualization techniques, fol-
lowed by a discussion of different types of visual representations. The
flip zooming technique is then described, followed by an account of
how it has been implemented in a number of prototypes. Finally, conclu-
sions based on our experience with the flip zooming prototypes are
drawn, and future work is outlined.
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2 Focus+Context Visualization

The problem of displaying large amounts of information on a limited
display can be approached in a variety of ways. For instance, interactive
techniques such as dynamic queries can be used to enable users to inter-
actively cut down the amount of information according to some desired
criteria [24]. Various intelligent filters, so-called software agents, have
been proposed to automatically reduce the amount of information that
reaches the user even before it is visualized [19], and so on.

However, if we do not want to cut down or filter out any information,
we are faced with the problem of how to efficiently show a very large
data set on a limited display area. Consider a large map, perhaps several
meters across. If we shrink it to a size small enough to show it on a
desktop screen, the user will be able to see the whole map at once, but
the map will probably be too small for her to make out any detail. If we
let the user see a portion of the map in actual size through a scrolling
window, she can scroll to any section she wants and see that in sufficient
detail, but will then have lost the important overview. A better solution
might be to first present the user with an overview, and then let her
zoom in on a desired portion, as for instance in the Pad and Pad++
interfaces [1, 20]. However, when she views the entire map she still has
no access to details, and when she zooms in to reveal details the over-
view will still be lost!

Therefore, it would be useful if we could present both an overview
and a detailed view of a large material. One class of solutions to this
problem are termed overview+detail. Here, the overview and the
detailed view are not presented on the same area; instead, the user can
either switch between them on the same display, much like zooming, or
see them presented in different parts of the screen [7, p. 285]. In con-
trast, focus+context techniques aim to integrate the overview and detail
in the same display area [7, pp. 307-309]. By not forcing the user to
divide her attention between several different display areas, such tech-
niques aim to provide a more effective access to visual information in a
large data set. In the following, we give an brief outline of the develop-
ment of focus+context visualization techniques; for a more complete
view, Card et al. [7] provides a good starting point.

The first examples of focus+context visualization were non-interac-
tive techniques for visualization of map data [14]. With the introduction
of computers, it became possible to perform focus+context visualization
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interactively, and an early computer-based method was the FISHEYE
View [9], later presented in slightly different form as the Generalized
Fisheye View [10]. Here, a framework for information filtering based on
the users’s current point of interest was presented, so that the user for
instance could see the most important information (that which was
“close to the focus”) in great detail, while less important information
(“farther away from the focus”, according to the metaphor) was only
presented in outline form. The Generalized Fisheye View was initially
implemented to work on text-based displays; a contemporary visualiza-
tion for graphical displays was the Bi-Focal Display [26]. Here, distor-
tion in the horizontal dimension was introduced to give users access to
both overview and detail in a wall-sized calendar display. It is worth
pointing out that the Bi-Focal display was presented as part of a larger
system, where wall-sized displays, physical icons, novel input devices,
etc. aided users’ navigation of a large information space.

Later, the Perspective Wall [18] used a 3D perspective to present
temporal data, achieving a similar effect to the Bi-Focal Display, and the
Document Lens [21] developed the concept further by combining a per-
spective view with a magnifying-glass effect to give combined detail
and overview presentation of a document. Other techniques that use var-
ious forms of distortion to display two-dimensional data displays
include the Graphical Fisheye View [22], which allowed users to zoom
in on a node in a graph or network without disturbing the spatial rela-
tionships between nodes; and the Rubbersheet View [23], which enabled
users to apply a 2-dimensional distortion to an image, analogous to the
effect of stretching a rubber sheet mounted in a rigid frame. Such tech-
niques have also be extended to 3-dimensional displays [8]. Techniques
developed specifically for visualizing hierarchies includes the Hyper-
bolic Tree Browser [16], which mapped information organized in a tree
structure onto a hyperbolic surface.

3 Visual Structures in Focus+Context Visualization

When constructing a focus+context visualization for a certain data set, it
is of great importance to pay attention to the way that a data set is repre-
sented visually. The reason is that a focus+context visualization is a
form of view transformation, i.e. it takes a visual structure and performs
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a number of operations to transform the view interactively according to
the user’s actions [7, pp. 17, 31-32]. Another way of describing this is to
say that a focus+context visualization can be seen to constitute a sec-
ond-level visualization, or a “visualization of a visualization”; a formal
account of this is given in [5]. In practice, this means that when a
focus+context technique is applied to a data set, an underlying visual
structure has already been selected for that data set, and that visual rep-
resentation will influence whether the focus+context visualization is
successful or not. 

3.1 Continuous and discrete visual structures

Many focus+context techniques have been developed to visualize a 2-
dimensional continuous visual presentation of some data. These visual-
izations simply treat the whole visual representation as a 2-dimensional
image, and apply distortion to portions of the image regardless of what
the image actually represents. We can thus apply techniques such as the
Document Lens [21] or the Rubbersheet View [23] to any 2-dimensional
picture, regardless of whether that picture represents a set of document
pages, a map, a graph or something else entirely. 

However, some focus+context techniques, for instance the Hyper-
bolic Tree Browser [16], can not readily be applied to continuous pre-
sentations; these techniques are specifically developed to visualize
structures consisting of discrete visual elements of some sort. The dif-
ference is that these techniques transform each element in a visual struc-
ture separately and then adjust the overall presentation to accommodate
these transformations, while retaining the important structural informa-
tion. For instance, when zooming in on a node in a graph using the
Graphical Fisheye View [22], there is no need to distort the individual
nodes – these can retain their proportions. However, the placement and
size of the nodes is adjusted as necessary to accommodate the increased
size of the element in focus while still correctly reflecting the structure
of the graph. Compare this to the same operation in the Rubbersheet
View [23] – here, the surrounding information is distorted vertically
and/or horizontally, since the transformation is continuous.

Thus, we can see two major types of representations where
focus+context visualizations (and other view transformations for that
matter) can be applied:
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• Continuous visual structures, such as maps and images
• Discrete visual structures, such as trees and graphs

Continuous representations have been very popular in focus+context
visualization. Leung and Apperley [17] gave an overview of such tech-
niques, proposing a generalized “rubber-sheet” metaphor for describing
them. Another general description of how to apply a focus+context view
to a continuous 2-dimensional image can be found in the work on Gen-
eralized Detail-in-Context Views [15]. Here it is shown how a variety of
continuous transformation can be applied to a 2-dimensional surface,
replicating the effects of other continuous focus+context techniques.
This method can also be shown to replicate “1-dimensional” techniques
such as the Bi-Focal Display and the Perspective Wall. Thus, it seems
that all the multitude of continuous focus+context techniques can be
represented as a continuous function applied to a 2-dimensional surface.

Among discrete focus+context techniques, there are many notable
visualizations of graphs (e.g. The Graphical Fisheye View applied to
graphs) and hierarchies (e.g. The Hyperbolic Tree Browser). Although
graph visualizations usually aim to preserve certain 2-dimensional rela-
tions, they can take greater liberties in moving the discrete elements,
than can the continuous techniques. In visualizing trees, no relations
need to be preserved except those which indicate the relations between
parent and child nodes, thus allowing for even greater flexibility when
designing the resulting focus+context layout. The strength of the Hyper-
bolic Tree Browser, for instance, is that when it maps a tree structure
onto a hyperbolic surface the results may not look like any traditional
tree, yet the tree structure is still immediately and intuitively recogniz-
able. Mapping a graph or a continuous 2-dimensional image onto a
hyperbolic surface in the same way would probably give a much less
satisfying result. On the other hand, the Graphical Fisheye View visu-
ally preserves the relationships in a graph to much greater degree, but
cannot present a tree nearly as effectively as the Hyperbolic Tree
Browser.

3.2 Structuring of visual elements

Most of the time the information in a discrete visual representation is
not simply a collection of elements (i.e. a set), but it is structured in
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some way, which in turn will influence the structure of the visual repre-
sentation. The way in which a visual representation is structured will
effect a focus+context visualization in how it restricts the traversal of
the elements, i.e. how a user can choose a new focus by moving the
focus from the current element to one that is adjacent to it in the visual
structure. For instance, when viewing a linear sequence of elements, say
like the pages of a document, the user should be able to move back and
forth in the document to preceding and following pages. On the other
hand, when viewing a hierarchical structure, i.e. a tree, the user should
be able to traverse the tree according to its structure of branches and
leaves, and so on. In other words, the user should always be able to
traverse the data set in a way which reflects its inherent structure.

It thus seems that we need to make a difference not only between dis-
crete and continuous representations, but also in the various ways in
which discrete representations are structured. Shneiderman [25] listed
seven types of data structures: 1-dimensional; 2-dimensional; 3-dimen-
sional; Temporal; Multi-dimensional; Tree; and Network. However, a
data structure is not the same as a visual structure – in many cases there
has to be a mapping from the data structure to a corresponding visual
structure that can be presented on a 2-dimensional display. Apart from
unstructured collections, i.e. sets, we can see three such visual struc-
tures:

• Linear ordering, where each element has a place in a linear (1-dimen-
sional) sequence. Here, the user can only go to the following or the
preceding element in the sequence.

• Hierarchical ordering, where each element has a certain place in a
tree structure. This can be traversed by going up and down in the
hierarchical structure.

• Graphs, where each element can be connected to one or more other
elements to an arbitrary level of complexity. Here, the user has the
most freedom since she can go to any node in any direction that there
is a direct connection from the current node

Although the linearly ordered structures offer the most limited naviga-
tion, they are quite important, since they can be used to represent a wide
variety of data types, and we will concentrate on this aspect for the
remainder of the paper.
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3.3 Linearly ordered discrete visual structures

We can now see that there is something in common between the physi-
cal information representations that were discussed in the introduction –
documents, calendars, presentation slides, etc. They consist of a number
of separate visual elements, each which can be viewed on its own; but
they also possess an inherent linear ordering, which must be preserved if
the data set is to make sense as a whole. In other words, they are all lin-
early ordered discrete visual structures. This type of visual structure is
quite common in the real world, but difficult to effectively represent on
a computer screen. The most common way to do this is to use a scroll-
bar, which lets the user move a small window over an area that is larger
than the display. However, traditional scrollbars have no means of pro-
viding an overview of the material, apart from telling the user approxi-
mately at which position the window is relative to the larger area.

Some focus+context methods have been developed for displaying an
area that is wider than the available screen space; two of these are
shown schematically in Fig. 1. The Bi-Focal display (left) [26] solved
this by compressing the horizontal portion of the material left and right
of the center, whereas the Perspective Wall (right) [18] used graphical
distortion according to a 3-dimensional metaphor, by showing the con-
text material as if it was receding into the background of the image on
both sides of the focus. Although these methods are designed for contin-
uous visual representations, they might also be modified to display dis-

Fig. 1.  Schematic diagrams of the view transformations taking
place in The Bi-Focal Display (left) and The Perspective Wall
(right). 
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crete visual structures. For instance, if displaying a set of document
pages, we might allow only one page in focus at the time, taking up the
full focus area, and have all the preceding and following pages dis-
played in the left and right context areas. Navigation could then be per-
formed in discrete steps, by moving one page forwards or backwards.

But it should also be noted that although the methods mentioned
above would preserve the linear ordering of a discrete visual structure
well, they are not optimal in all respects. The Bi-Focal Display intro-
duces a heavy horizontal compression on the context areas, while keep-
ing the vertical dimensions unchanged; this “stretching”, while space-
filling, gives context elements a very distorted look. The 3D-metaphor
used in the Perspective Wall gives a more natural appearance to the con-
text, since it resembles how far-away objects would look in the real
world, but it is not very space efficient since a large portion of the verti-
cal space goes unused. Also, although fitting to the perspective meta-
phor, the distortion introduced in the context display may make
elements far from the focus hard to recognize.

4 The Flip Zooming Focus+Context Technique

With flip zooming, we initially set out to design a focus+context visual-
ization technique for documents, in particular documents consisting of
several discrete pages such as the pages of a book. However, having
arrived at such a technique, we of course hoped to be able to generalize
it to other types of data. We wanted our new method to share some fun-
damental properties with previous focus+context techniques, including:

• Overview of the whole data set. The entire data set should be pre-
sented simultaneously, to give the user an overview.

• One selectable focus. It should be possible to focus on one element,
i.e. present it large enough to be readable.

• Random access to any visual element. In the visually presented data,
the user should have instant access to the whole data set, so that any
element can be moved to the focus (e.g. by point-and-click)

• Space efficiency. The available space should be used to display as
much information as possible. 

• Preservation of linear ordering. The inherent linear ordering of the
elements should be preserved and presented in the resulting display.
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Some additional goals that we wanted to achieve, that were not fully
met by previous methods, were:

• Low computational demands. To facilitate real-time interaction, the
methods should require as little calculations as possible.

• No distortion of the text. All continuous focus+context methods
introduce some degree of distortion, which we found undesirable,
especially for viewing text. We felt that a method which preserved
the proportions of the visual elements would be preferable.

• Linear traversal of visual elements. Since the most common way to
traverse a document (or, more generally, to a set of linearly ordered
visual elements) is to go from one page to the next, the new method
should support this by allowing the user to move “backwards” and
“forwards” through the elements (e.g. by using some keyboard com-
mand)

4.1 Design process

With the above goals in mind, we started sketching a variety of different
possibilities. The basic idea was to lay out a document as separate pages
and then let the user zoom in on a particular page. Some obvious ways

Fig. 2. Some concepts sketches; the gray boxes represent doc-
ument pages. Left, proportions are preserved; right, space is
used more efficiently by distorting the context elements.
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of achieving this are sketched in Fig. 2. In the left figure, which is simi-
lar to the Graphical Fisheye View [22], when a user zooms in on a page,
the other pages shrink accordingly to accommodate the current focus;
their proportions are preserved. This has the advantage of not distorting
the content of the pages, thus making them easier to recognize, but it
does not maximize the use of screen space, since there are large areas
which are not used to display information. In the right variant, which is
similar to the Rubbersheet View [23], certain pages are expanded verti-
cally or horizontally to the same degree as the focus. This has the advan-
tage of using the available space more efficiently to display information,
but it also introduces visual distortion to the content of the pages.

It seemed that there was no way to achieve a display which preserved
the linear ordering while using the space efficiently and without intro-
ducing distortion to the individual elements. However, after more
sketching, we realized that we were placing a too hard restriction on our
display: To preserve linear, i.e. 1-dimensional ordering, we were in fact
preserving a 2-dimensional ordering. We realized that if we found some
other way to preserve the linear ordering, we might break the rigid
frame that had constricted the previous variants, thus utilizing the full
display area more effectively. The resulting technique, which allowed
users to “flip through” a data set, and “zoom in” on the element which
most interested them without losing the overview, was termed flip zoom-
ing.
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4.2 Flip Zooming

The easiest way to explain how flip zooming works is to refer to Fig. 3.
Here, it is schematically shown how a set of linearly ordered discrete
visual elements are first laid out on a 2-dimensional surface (left). This
could for instance be thumbnails (i.e. miniature graphical representa-
tions) of the pages in a document. The figure then shows how the same
data collection looks when the user has chosen to focus on a certain ele-
ment; the element is zoomed up to a readable size, while the surround-
ing elements are shrunk accordingly to accommodate the focus (right).
Compare the view in this figure with the corresponding views in Fig. 2.
It can be noted that flip zooming allows for the context elements to be of
a much larger size (approximately four times the size in these exam-
ples), thus preserving more readability, while still not introducing any
distortion to the individual elements.

However, the linear ordering of the document pages or other data
must be preserved in some way. In focus+context methods which com-
pletely preserve 2-dimensional relationships, this is done automatically.
In flip zooming, it is instead done through the convention of always lay-
ing out the elements in a left-to-right, top-to-bottom fashion. Fig. 4
illustrates how this works. When the view is not zoomed, the ordering of
the elements is quite straight-forward. When the user zooms in, the view
changes, but the ordering is preserved according to the left-to-right, top-

Fig. 3.  Flip zooming view of 20 linearly ordered elements. Left,
un-zoomed view; right, zoomed view.
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to-bottom scheme. Every element which is before the focus in sequence,
can be found to the left of and / or above the focus; every element that
comes after the focus can be found to the right of and / or below the
focus. 

It should be noted that the exact results of this layout scheme is not
strictly defined. In particular, there is quite a lot of freedom in deciding
exactly how to construct a zoomed layout, both when it comes to the
placement of the focus and the layout of the context elements. This
means that it might be hard to tell where an element might appear when
focused on, since this might not be the same as its position when not in
focus. Fig. 3 provides a good illustration of this, since the zoomed ele-
ment in the right figure does not seem to have appeared very close to its
previous position in the left figure (compare this to Fig. 2, where the
element is more or less fixed in the same place when zooming).

We can now see how flip zooming fulfills the criteria we initially set
up:

• Overview, focus, and random access. All these fundamental
focus+context properties are fulfilled by flip zooming; the whole data
set is presented visually, and any element can be moved into focus
(i.e. zoomed up to a readable size) by clicking on it.

• Space efficiency. Because of the mapping to two dimensions, flip
zooming takes advantage of the shape of most displays, by efficiently
using the vertical as well as the horizontal screen space for context
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Fig. 4. A view of the left-to-right, top-to-bottom ordering.
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information. Also, compared to methods which use two dimensions
but preserve a strict 2-dimensional ordering, flip zooming uses space
more efficiently with the result that the context elements can be made
larger; compare Fig. 2 (left image) with Fig. 3 for an illustration of
this.

• Preservation of linear ordering. With the consistent left-to-right, top-
to-bottom ordering, flip zooming preserves the linear ordering of the
elements, although it maps it to two dimensions and modifies it as
necessary to make the most effective use of the display. 

• Low computational demands. Flip zooming requires very little com-
putational power. The visual elements will need to be scaled to the
right size, but once this has been done, the only computation that
needs to take place is that required for calculating the placement of
the visual elements. Since the visual elements can be cached once
they have been calculated, flip zooming systems can be very respon-
sive even on machines with very limited processing power.

• No distortion of individual elements. Flip zooming does not impose
any visual distortion on the context material. Instead, all elements
keep their proportions and are merely reduced in size, which means
that their visual properties are better preserved. Flip zooming does
not introduce vertical or horizontal distortion to context elements;
compare Fig. 2 (left image) with Fig. 3 for an illustration of this.

• Linear traversal of visual elements. A user can always move to the
next or previous element in the sequence on the display. (Exactly
how this is done is implementation dependent but it could be done for
instance by using the “left” and “right” arrow keys, or by providing
some GUI buttons.)

However, there are also some obvious disadvantages with the method:

• The placement of focus and context elements is not fixed. Whenever
arranging a flip zooming layout with one element in focus, there may
be several (equally correct) ways in which the elements can be
placed. This might confuse users since it can be hard to predict the
result of a certain action, e.g. where a new focus will appear when
focusing on a certain item.

• Zooming changes the row and column layout. When the user zooms
in on an element, it is necessary to change the number of rows and
columns to accommodate the focus; this may make the transition
between different views confusing.
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• Limit to how much data can be displayed. At a certain point, when
there are too many elements visible, the context elements will be too
small to be useful (the theoretical limit is context elements that are
just one pixel in size, but in practice this happens much earlier). To
combat this, some strategy for displaying more complex structures,
e.g. hierarchies, might be needed.

5 Flip zooming prototypes

To experiment with and evaluate the technique, we have implemented
flip zooming in several applications. In the following we will describe
three prototypes:

• The Zoom Browser, a text-only web browser
• The Flip Zooming Image Browser, an application for browsing

images 
• The Hierarchical Image Browser, an application that allowed brows-

ing of more complex image collections

When describing the prototypes, we will take special note of these
points:

• Layout, i.e. the various ways in which the prototypes arrange the
individual visual elements.

• Lessons from user experience, i.e. what we learned from evaluating
the prototypes.

5.1 The Zoom Browser

The first implementation of flip zooming was the Zoom Browser [11,
12]. It was a text-only browser for the World Wide Web and acted as a
test-bed for exploring the feasibility of flip zooming. The Zoom
Browser presented a view of one or more web pages by dividing the text
into a number of separate chunks, and then presenting the chunks as
pages of text on a flip zooming display. The Zoom Browser was devel-
oped using an early version of the language Java. This meant working
under some limitations, most notably that the Java language at that time
was quite slow; for this reason, it was fortunate that flip zooming has
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very low computational demands (as pointed out above). Also, the lack
of any readily-available HTML parsing and rendering code meant that
we had to limit the display of web pages to a text-only format. These
disadvantages were however more than compensated for by the advan-
tages of using Java, including easy implementation of web services and
the possibility of making the prototype instantly available as a demo on
the web.

Layout. The layout used in the Zoom Browser was designed to be
space-preserving rather than place-preserving. To maximize the usage
of screen space and leave as little area of the screen unused as possible,
it was necessary to allow focus and context elements appear at different
positions depending on what element was in focus. Furthermore, the
layout allowed for some freedom in the placement of the focus element.
This was used to place the current focus element in a position that could
be assumed to be close to the user’s current focus of attention. Depend-
ing on whether the user had clicked on a context element, or used a
command shortcut to advance to the next element, the focus element
was placed as close as possible to the selected context element, or the
previous placement of the focus element, respectively. However, this

Fig. 5. The Zoom Browser; starting view (left) and zoomed view
(right).
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also meant that the same focus element could appear at different posi-
tions depending on which action had been performed to arrive at the
focus.

Lessons from user experience. The Zoom Browser was not subjected
to any formal user testing. However, we let several users experiment
with the prototype and comment on its features, and received some valu-
able feedback, including:

• The layout was sometimes confusing. Our decision to make the layout
scheme space-preserving rather than place-preserving unfortunately
resulted in situations where it was hard for users to predict where a
certain element would appear during interaction. On the other hand
users also complained that the browser did not seem to be using the
display space as effectively as possible (even though it can be shown
that it actually did use the space as effectively as possible most of the
time). This was an indication that there is an important balance to be
struck between making a display that is too “crowded” and confus-
ing, and between making a clear and understandable display, which
might not use the available screen-space as effectively as possible. 

• Users liked the quick access to detail and overview that the Zoom
Browser provided. Several users immediately expressed sentiments
like “I want this!” or “When can I have this for my word processor?”.
These user reactions showed that for viewing text, flip zooming
seemed to be a very compelling technique.

5.2 The Flip Zooming Image Browser

After the initial experiences with the Zoom Browser, we wanted to
explore how we might use the flip zooming technique on other kinds of
data sets. Browsing image collections seemed a natural progression
from browsing text pages, since they too are comprised of individual
visual elements. Many image collections do not have a strong inherent
linear ordering, but can be accessed in any order, something that might
make them a less obvious subject for flip zooming. On the other hand,
the overview and easy access provided by flip zooming might make
image browsing a suitable choice. Thus we decided to implement a Flip
Zooming Image Browser.
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We implemented the Flip Zooming Image Browser in Java, like pre-
viously the Zoom Browser. At this time, the Java language was still too
limited to smoothly scale images in real-time; instead we decided to use
a set of pre-scaled thumbnails of a fixed size that were stored along with
the full-size images. This limited the flexibility of the application some-
what in that it was difficult to adapt the layout to different screen and
window sizes. It was however evident that the advantages of using Java,
such as the short development time and the possibility of making mate-
rial available directly on the web, again outweighed the shortcomings.
Fortunately, the continued development of the Java language meant that
the problems could be overcome in the next prototype (below), making
this original Image Browser a stepping stone that was most valuable in
the user experience it provided.

Layout. The Image Browser, like the Zoom Browser, used a space-pre-
serving rather than place-preserving layout strategy. However, it was
slightly less effective than the Zoom Browser, since it could not scale
images in real-time to make the most of the available display area.

Lessons from user experience. We performed a formative evaluation
of the Flip Zooming Image Browser [3]. The study emphasized qualita-
tive results and was an effort to find possible areas of improvement of
the prototype as well as of flip zooming in general. In the study, ten
users performed a variety of tasks while using the Flip Zooming Image

Fig. 6. The Image Browse running as a web-page applet;
browsing images (left) and PowerPoint slides (right).
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Browser to browse two collections of images: one consisting of pictures
of different animals, and one consisting of a collection of PowerPoint
slides with a mixture of text and graphics. The tasks were designed so
that they required the use of different search strategies, such as image
recall, text search, etc. The tasks were for instance: “find a slide with a
certain word”, “find out if there are more pictures of one type of animal
than another”, etc.

To provide a contrasting experience, the subjects also performed sim-
ilar tasks using the Adobe Acrobat PDF Reader’s overview+detail dis-
play to browse PDF versions of the images, and a traditional web
browser to browse web pages generated from the presentation. How-
ever, the applications were too different for them to be directly compara-
ble (for instance, the Acrobat Writer did not provide thumbnails, only
blank rectangles, making for a severely limited overview). After each
session, users were subjected to semi-structured interviews, the results
of which were collected in various categories (e.g. “Good overview”,
etc.). Some points which were mentioned by at least 50% of the subjects
were:

• Overview. 10 (i.e. all) users said that the Flip Zooming Image
Browser provided a good overview of the material; in comparison, 3
said that the web page provided a good overview and only 1 that the
Acrobat Reader provided a good overview. Thus, we could conclude
that users perceived the flip zooming as a useful approach to giving
an overview of a large material.

• Clear or confusing display. 5 users specifically pointed out that they
liked the clear layout of the Adobe Acrobat Reader (one user called it
“neat and tidy”). In contrast, no users said that the Image Browser
had a clear display, but 5 users specifically pointed out that they felt
the Image Browser’s display was confusing. This was likely a reflec-
tion of the trade-off between space- vs. place-preserving layout strat-
egies, and we concluded that even though we managed to use the
space effectively this was not particularly appreciated by users (no
user mentioned it). Instead, we felt it might be fruitful to explore
methods to make the display less confusing by keeping elements
fixed in the same place, even if that meant a trade-off in screen-space
usage.

• No / too small thumbnails. 5 users thought that the thumbnails dis-
played by the Image Browser were too small (despite our space-pre-
serving strategy). This might be because the size of the thumbnails
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was fixed, due to the technical limitations mentioned above. 9 users
complained that the Acrobat Reader showed no thumbnails, only out-
lines, indicating (not surprisingly) that thumbnails are considered
useful when browsing image collections, and should be included if
possible. 

Suggestions from users included to allow for a full zoom-in on any pic-
ture on the display, and to separate the thumbnails from the focus image
in a manner similar to the Acrobat Reader’s display. We also noticed
that the overview provided by flip zooming allowed users to initially
give approximate (and fairly, but not 100%, correct) answers to some
tasks, which they then would rapidly refine through a more extensive
search of the material. Thus we saw that flip zooming could be used by
novice users to first get an overview or a general “feel” for a visual
material, and then allowed for a more detailed exploration.

5.3 The Hierarchical Image Browser

Based on the experience gained from the Image Browser, we con-
structed a new prototype: The Hierarchical Image Browser [2, 13].
Thanks to the improvement of the Java language, it was now possible to
scale images in real-time, allowing for a much more flexible display.
Furthermore, we wanted to explore how we might visualize more com-
plex collections of images, in particular those which were ordered
according to certain categories; thus the introduction of hierarchies. By
using the fact that Java allows for nesting of interface components, hier-
archical displays was achieved quite easily. The flip zooming applica-
tion was generalized to allow the display of not just images, but any
kind of interface components; and since the flip zooming display in
itself is an interface component, nesting followed automatically. The
display displays another flip zooming display as if it were just another
visual element, thus allowing for introduction of any number of nested
flip zooming views. 
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In practice, the user would provide the application with a file struc-
ture of one or more directories containing images, where each directory
in turn can contain sub-directories and so on. The application creates a
main flip zooming display for the whole directory tree, then creates a
new flip zooming display inside the main display for each individual
directory, and recursively creates new nested displays for each subdirec-
tory, and so on. Thus the entire directory tree is represented as flip
zooming components, which in turn may contain images and/or further
sub-components.

Layout. The layout of the Hierarchical Image browser was heavily
influenced by the formative evaluation of the first Flip Zooming Image
Browser. In this evaluation we found that users were confused by the
fact that the focus image could appear on different places in a not very
predictable manner. This was because of our effort to create a space-
efficient display.

For this prototype, we decided to instead implement a place-preserv-
ing layout, and keep the focus element in a fixed location at the middle
of the display. This would not place the image at the same location as
the corresponding thumbnail when it was clicked on (as in the Zoom
Browser), but it would make it appear consistently on the same place

Fig. 7. The Hierarchical Image Browser; showing a full over-
view of a structured PowerPoint presentation (left) and zoomed
in on one section (right). A full-screen view, where a single slide
fills the whole display, is also available but not shown here.
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every time, making for a more predictable interaction. These changes,
however, meant that we had to make the layout much less space effec-
tive: to maintain the linear ordering, we had to leave some portions of
the display area unused, depending on which image was in focus. But
based on the evaluation of the previous prototype, we felt that this was a
necessary step to take.

Additionally, the Hierarchical Image Browser allowed the user to
control the amount of context displayed, by enabling the user to zoom in
completely on one branch of the directory tree if needed. When doing
so, only the images in the current directory were shown, not the outside
context. Thus, users could perform a form of visual “pruning” of the
hierarchy, so that context that was not relevant to the current task was
not displayed. 

Lessons from user experience. To evaluate the Hierarchical Image
Browser, we decided to perform an “evaluation by real usage”, choosing
some real expert users as subjects – namely, ourselves. We therefore
made sure that the prototype was sufficiently robust to use it as a presen-
tation tool, acting as a direct replacement to Microsoft PowerPoint. Pre-
sentations slides still had to be prepared in PowerPoint, but by saving
them as JPG images, they could be viewed directly in our own proto-
type.

We used the Hierarchical Image Browser for about six months in a
variety of situations, including formal talks at conferences (e.g. at SIG-
GRAPH ’98) and at open walk-in demonstrations (e.g. at CSCW ’98).
At the demonstration, we ran a flip zooming display of a presentation on
a large touchscreen in conjunction to the demonstration, to be able to
quickly provide illustrations to certain points in the demonstration. We
also used the prototype at external presentations of our work at other
research labs, when giving presentations for local industrial partners,
during lectures at the local university, and so on.

During this usage, we found the Hierarchical Image Browser to be a
good help in presenting structured presentations, especially when sev-
eral different topics where to be covered using different sets of slides.
These slides were then simply collected in different directories, and pre-
sented one by one by zooming in on each slide set. Especially useful
was the ability to be able to quickly jump to some slide (for instance
when an audience member asked a question) by zooming out to get an
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overview of the presentations, find the slide by visual inspection of the
whole set, and then zoom in again to display the slide in full size. 

6 Discussion

With flip zooming, we have introduced a focus+context visualization
technique which preserves the linear ordering of a set of discrete visual
elements, while making efficient use of a 2-dimensional display area.
This is done by mapping the 1-dimensional ordering to two dimensions,
thus using both vertical and horizontal space efficiently. However, this
approach gives rise to some problems. Most previous focus+context
techniques, in particular continuous methods but also those that deal
with discrete visual representation, are strictly place-preserving, i.e.
they keep the spatial relationships between visual elements intact when
the user zooms in. Flip zooming does not require this; when the user
zooms in on an element, it may change its position to a completely dif-
ferent part of the display, the context elements may also move, and the
number of rows and columns may change. All this can of course serve
to confuse users when interacting with a flip zooming system.

The reason for the changing display, however, was to make flip
zooming space-preserving, i.e. to use the available display space as effi-
ciently as possible. Many focus+context techniques do this, usually by
the introduction of spatial distortion (vertical, horizontal, or resembling
a 3D-dimensional effect). Flip zooming does not introduce spatial dis-
tortion of the individual elements, but this is done at a price: to keep the
technique as space-preserving as possible, we needed to loosen the
place-preserving restrictions, with the problems outlined above as a
result.

That the unpredictable layout indeed was a serious problem was
clearly born out by the user experience, and in the last prototype, we
attempted to address this. We decided that it was worth trading some of
the available display area for a more easily-understood layout. To
accomplish this, we changed the layout strategy from being primarily
space-preserving in the first two prototypes to a more place-preserving
approach in the last. In particular, this meant keeping the position of the
focus element at the centre of the display, rather than placing it at the
position that would permit us to use the available space most efficiently.
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The result was a layout that gave a predictable response during user
interaction, albeit at the cost of being less information dense. 

We believe that this result, where we saw the necessity to trade a cer-
tain amount of information density for a clear and predictable display,
has implications for focus+context visualization in general. It is not
enough to provide a totally space-efficient display if users are confused
during interaction. At the same time, it is not always necessary to main-
tain a totally strict space-preserving layout (or, as in for instance the
case of document visualization, to strictly preserve a 2-dimensional lay-
out for a linearly ordered data set). Even when accounting for the intro-
duction of a more place-preserving layout the flip zooming technique is
still quite space efficient when compared to many other techniques, and
through the course of the prototype development it has achieved a prom-
ising middle-ground between space-efficiency and user friendliness

7 Future work

With flip zooming, we have so far only started to examine the implica-
tions of the trade-offs of space-preserving vs. place-preserving layouts.
We see an opportunity for much user-testing of both current and forth-
coming prototypes, hopefully to be able to construct guidelines for when
and to how high a degree such a trade-off should be considered. Also,
real benchmarking of flip zooming versus other focus+context tech-
niques is yet to be done, and there is a need for both quantitative and
qualitative comparative studies in this area. In addition to this, we think
that flip zooming can be generalized to other usage situations and data
types than those described in this paper.

Currently, one of the most promising areas for flip zooming small
displays, such as those found on hand-held computers. The fact that flip
zooming has low computational demands makes it extra suitable for
such applications. We have so far developed two prototypes that used
flip zooming to display data on small displays: WEST [6], a web
browser for small terminals, and PowerView [4], an integrated activity
calendar which allowed users to retrieve personal data commonly stored
on a PDA, such as contacts, meetings, to-do-items, e-mails, etc. In both
these applications, the limited display area made it necessary to intro-
duce various strategies to filter and hide data, such as hidden hierarchi-
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cal structures in WEST and usage-sensitive context displays in
PowerView. This is indicative of that focus+context visualizations such
as flip zooming are in themselves not sufficient when presenting data on
small displays; instead, there is need for combinations where various
data selection techniques are combined with visualization in an intelli-
gent manner.

Thus, it should be fruitful to explore of how focus+context visualiza-
tion and usage context (in a wide sense) can be utilized on handheld
computers. If a PDA is combined with a mobile phone, we will have
access to information such as who he user is currently talking to on the
phone. This information can be used to adapt the context display so that
for instance when a certain person calls, only the information relevant to
this specific caller is displayed on the PDA. Other types of contextual
information might also be used to adapt the information display on a
mobile device. The size of the focus and thumbnails might change
according to the light conditions; the level of ambient noise might affect
if audio cues might be used to support interaction, and so on. Thus, the
concept of “context” in focus+context visualization can take on a whole
new meaning, and flip zooming, being a light-weight, adaptable tech-
nique, should adapt well to this change.
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A Framework for
Focus+Context Visualization

Staffan Björk, Lars Erik Holmquist and Johan Redström

Abstract. Focus+context visualization techniques aim to give users
integrated visual access to both details and overview of a data set. This
paper gives a systematic account of such visualization techniques. We
introduce the notion that there are different levels of information
visualization, with focus+context being a second-level visualization, and
illustrate this with examples. We then provide a formal framework for
describing and constructing focus+context visualization and relate this
to the examples. A description of a software framework based on the
principles of the theoretical framework follows, and we give some
examples of how different focus+context visualization applications have
been constructed using this framework. Finally, we discuss the
implications of the formal framework and outline some future work in
this area.

Keywords. Focus+context visualization, information visualization,
fisheye views, formal methods, theory

1 Introduction

Information visualization is widely acknowledged as a powerful way of
helping users make sense of complicated data, and a great number of
methods for visualizing and working with various types of information
have been presented. However, all information visualization techniques
will have to comply to one inherent limitation: they will need to limit
themselves to the available area of a computer screen. A common solu-
tion to this problem is to provide some kind of movable view-port to the
data, which can be controlled through the manipulation of scrollbars or
other means. Zooming interfaces have also been introduced to let users
control the amount of data shown, e.g. [3]. Sometimes, however, it
might be important to give users access to both overview and detailed
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information at the same time; such techniques include [21], with sepa-
rate areas for overview and detail-on-demand information. 

Here, we will concentrate on a certain family of techniques, that
attempt to integrate both detail and overview on the same display area in
an effort to not divide the user’s attention. Some terms which have been
used for such techniques include fisheye views, distortion-based presen-
tations and detail-in-context visualizations. In the following we will use
the term focus+context visualizations, which is wide enough to encom-
pass all the properties we will be discussing.

2 Related Work

Although the origin of focus+context visualization can be traced back to
non-interactive distortion-based techniques for visualization of map
data [14], the first computer-based interactive method was introduced
with the FISHEYE View [8], more known as the Generalized Fisheye
View [9]. This original fisheye notion was in fact a general interaction
framework for information filtering according to the user’s current point
of interest in the material, rather than a specific visualization technique,
and was shown to be applicable to various types of data, notably struc-
tured programs and tree structures. (Some confusion has been the result
of several other techniques using the term “fisheye”, and currently fish-
eye visualization is often more closely associated with distortion-based
techniques that give the graphical impression of the fisheye-lens of a
camera.) In connection with the Generalized Fisheye View, important
concepts such as the Degree of Interest (DoI) function and the Level of
Detail (LoD) were introduced. 

Another early interactive example of focus+context visualization was
the Bi-Focal Display [29], where a graphical focus+context display was
applied to a calendar display, introducing distortion in the horizontal
dimension. A somewhat similar technique, the Perspective Wall [20],
used a 3D perspective to achieve the same effect. The Document Lens
[24] developed the concept further by combining a perspective view
with a magnifying-glass effect to give combined detail and overview
presentation of a document. Other techniques that use various forms of
distortion to display two-dimensional images or maps include the
Graphical Fisheye View [25] and Rubbersheet View [26], and forays
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have been made into extending such techniques to three dimensions [7].
Flip zooming [11] was developed to visualize sequentially ordered
material, and it has been used for visualizing documents [12] and hierar-
chically ordered image collections [13]. Techniques developed specifi-
cally for visualizing graphs and hierarchies include Hyperbolic Trees
[18], the Continuous Zoom [2], and Cone Trees [23].

Among papers seeking to classify or formalize focus+context tech-
niques, [19] is probably the most widely cited. It gives an overview of
the various techniques and provides a unifying theory in the form of a
rubber-sheet analogy. [10] introduced Space-scale diagrams as a frame-
work for analysis of multi-scale (or zooming) interfaces, and showed
that such diagrams could also be used for describing focus+context
techniques. So-called Non-Linear Magnification Fields [16] have been
introduced as an abstract representation of distortion-based magnifica-
tion techniques, and these have since been more generally applied to the
problem of detail-in-context visualization [17]. [28] introduced several
dimensions of transformation, X, Y, Z, and W, where the W-transforma-
tion corresponded directly to the Generalized Fisheye View. 

3 The Focus+Context Visualization Process

3.1 Levels of Representation

When describing information visualization, it is often sufficient to
describe the underlying data, how the data is represented and what
manipulation or interaction this representation will allow [6, 30].
Manipulation can be either manipulating the data itself, or, if the visual-
ization is interactive, manipulating the way in which the data is pre-
sented. Focus+context visualizations can also be described in this way.
However, we argue that it is useful to describe a focus+context visual-
ization as a second-level visualization, i.e. a visualization of a visualiza-
tion.

To clarify this, consider the rubbersheet metaphor as described in
[19]. Here, a focus+context visualization is compared to a sheet of rub-
ber that has an image of some sort printed on it, e.g. a map or document.
The rubbersheet is tied up in a rigid frame, representing the fixed size of
the screen. Magnification of a certain area can then be achieved by
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stretching part of the sheet, and due the limited space available within
the frame, other areas will shrink correspondingly. According to our dis-
tinction, we would say that manipulating a second-level visualization
corresponds to manipulating the rubbersheet itself. Manipulating the
first-level visualization, however, would correspond to some manipula-
tion of what information is actually printed on the sheet.

This distinction is important, since in many cases it might be interest-
ing to be able to perform manipulations at both levels of visualization.
Separating the levels in this way will make the different types of interac-
tivity clearer, and will also make it easier to account for how we can
combine different focus+context visualizations with different types of
information visualization techniques. In the following, some examples
will be given to illustrate this.

3.2 Example 1: Structured high-level computer program

Here, the data consists of a sequence of code that represents a computer
program. One way to visualize and interact with a program would be to
show it as a succession of lines, indented according to their place in the
program structure, in which the user can scroll up and down. The pro-
gram might also be represented as uniformly sized pages of text, which
the user can switch between (this would reflect the way the program
would look when printed on a laser printer and might be useful when
making changes according to comments written on a print-out). We
might also isolate the various components of the program, such as func-
tions and data structures, and show these as nodes in a hierarchically
ordered tree; this would represent the inherent hierarchical structure of
the program.

On any of these visual representations, we can then apply a
focus+context visualization technique. In the case of lines of indented
text we might choose to use the Generalized Fisheye View [9]. If we
have text separated into uniformly-sized pages, we might use the Docu-
ment Lens [24] or the Zoom Browser [12]. If we choose to have the pro-
gram represented as a set of hierarchically ordered objects and
functions, we might want to use the Hyperbolic Tree Browser [18] or
Cone Trees [23].

Considering the interaction that might be possible in the system,
users should of course be able to manipulate the data itself by making
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changes in the code; these changes will directly affect the data, and will
be reflected in the first-level visualization as changes in the text, inden-
tation, hierarchical structure, etc. But users can also manipulate the
focus+context visualization by means of changing the focus, increasing
or decreasing the degree of magnification, etc. These changes are occur-
ring in the second-level visualization, and will not change the actual
data, only the way it is shown to the user.

3.3 Example 2: Geographical elevation data

When creating a geographical model of a certain area, the data can be
described as a number of data triplets, with the two first values repre-
senting coordinates in the plane, and the third component representing
the altitude. A common way to represent this type of data is to create a
graphical map in two dimensions, where gray-scales or colors indicate
the altitude. In some cases, however, it might be useful to use a table of
the underlying numerical values, perhaps for working with the data in a
spreadsheet application. Alternatively, we might create a fully 3-dimen-
sional representation of the data, which could be rotated and viewed
from different angles.

A 2-dimensional map is the most common representation used for
this kind of data in focus+context visualization, as it is suited to for
many distortion-based techniques, such as the Rubbersheet View [26]
and the Graphical Fisheye View [25]. A very different, but still valid,
type of focus+context view can be given of the tabular data with a tech-
nique such as the Table Lens [22]. In the case of a fully three-dimen-
sional representation there may be a natural focus+context effect in the
use of perspective: the parts that are close to the point of view will be
more into focus than parts further away. However, for a more general-
ized focus+context view of 3-dimensional data, methods such as those
presented in [7] might be used.

Considering the interactivity, if the map data is only to be viewed as-
is, users might only interact with the information at the focus+context,
i.e. second, level of visualization, by changing the focus and magnifica-
tion, etc. However, if the user is going to change the data in some way,
say do some manual corrections to the survey values, this interaction
will take place at the first level, and be directly reflected in the table,
map or other underlying visual presentation.
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4 A Formal Description

We will now describe the focus+context visualization process in a more
formal manner.

4.1 Visualizations

Any information visualization starts with a set of data, i.e. the informa-
tion to visualize. A visual representation of this data set – or some set of
data derived or constructed from this set – can be constructed based on
the values or inherent structures of this data. Let us define this informa-
tion visualization as:

IV ([D], V, I)

Here, IV is some form of information visualization in which [D]  is the
set of underlying data, V is how the data is presented visually, and I  the
interactivity or manipulation possible in the information visualization. 

We must here distinguish between two different ways of manipulat-
ing IV. If I  affects [D] , we can use IV according to I  to manipulate the
underlying data set [D] . This would for instance correspond to making
changes to the data in a spreadsheet or a word processor. A different
mode of manipulation is when V is affected by I , i.e. when a user can
manipulate IV in order to change the way [D]  is presented. An example
of this is the case with visual information searching through dynamic
queries [27], where the user can customize the visualization to show cer-
tain aspects of the data, without making any changes to the underlying
data set. 

4.2 Second-level Visualizations

If we instead of using [D]  in the formula above insert some information
visualization IV, or rather, a structure of visualizations, [IV] , we will
have a second-level visualization, IV’ :

IV’  ([IV], V’, I’)

Here IV’  is the new second-level visualization, [IV] is the underlying
set of information visualizations, V’  is the second-level visual compo-
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nent, and I’  is the interaction or manipulation possible in this visualiza-
tion. This formula will now enable us to import any information
visualization set [IV] , with its constraints V and I for how the structure
can be visualized and changed, and apply any suitable new visualization
and interaction method to this representation. Of course, in the same
way as certain representations are only suited to certain types of data,
[IV] may have to meet some constraints in order to fit into a certain sec-
ond-level visualization IV’ .

4.3 Focus+Context Visualization

We will now describe focus+context visualization as an instance of a
second-level visualization IV’ . It will take any set of information visual-
izations [IV] as its input, given that [IV] is compatible with the
focus+context visualization technique in question. We apply a visual
presentation component V’  and some interaction I’  that reflects the
focus+context method chosen. As we incorporate some underlying
information visualization [IV]  rather than some data set [D] , we can
focus on the aspects of V and I  that are unique to focus+context tech-
niques.

Interaction. The most notable aspect of interaction in focus+context
visualization is the ability to select a focus and have the presentation
changed accordingly. A convention introduced in [8] is to call the point
(or rather, object) in focus ‘.’ (dot). Now, we can ask how other objects
in the underlying visualization [IV]  are related to ‘.’ : given a ‘.’ � [IV],
how important is another object x � [IV] ? According to the same con-
vention, this can be termed the Degree if Interest, DoI. In order to
answer this, we have to describe the relation between ‘.’  and x, or rather,
the “distance” between ‘.’  and x. The distance will depend on how
closely the two objects are related to each other, but also of the individ-
ual properties of x. In [8] the function Level of Detail was used to estab-
lish a measure of this distance. The level of detail of an object x reflect
where in a hierarchical structure it belongs; objects belonging to higher
levels (i.e. more abstract) are said to have a lower level of detail, and
hence they are more important when providing a general context. Let us
use:
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W ( . , x)

Where W is the weighted distance between ‘.’ and x, or in other words
the importance of x given ‘.’ (where ‘.’ and x � [IV] ).

However, there are other ways of controlling how closely related two
objects are as well. We might for instance let the user link objects to
each other, ensuring that whenever one of them is in focus, the other one
will be brought forward as well. We might also allow for other ways of
weighting the objects besides using their position in a hierarchy, making
it possible for individual objects to have an independent “importance
factor” associated with them. Furthermore, we might want to use a tool
similar to the focal length on a camera, controlling how big the differ-
ence between the focus and context should be. At one extreme the use of
such a tool would imply that nothing but ‘.’  is seen, and at the other that
there is no difference between ‘.’  and the rest, i.e. a maximal and a min-
imal difference between ‘.’  and the rest of [IV].

Visualization. Given that we know which object is in focus, and how
important the other objects in [IV]  are in relation to it, we can create a
visual presentation. As the available resources are limited, some con-
straints have to be met. This makes it useful to introduce a threshold
function, T. T depends on the size of the screen, s, its resolution, r, and
the computational resources, c, available (at least if real-time interactiv-
ity should be possible). Hence we have:

T (s, r, c)

The threshold function T gives a value of how close an object will have
to be to ‘.’  in order to be visualized. In order to determine whether a cer-
tain object x should be visualized or not, the weighted distance W ( . , x)
is compared with T:

W ( . , x) > T

However, in some focus+context techniques objects are never excluded,
meaning that T is not used to determine whether x should be visualized
or not (or, alternatively, that W ( . , x) > T for every ‘.’  and x � [IV] ).

W ( . , x) can also be used in order to determine which, if any, trans-
formations of x’s underlying visual presentation IV (which is presented
according to V in the underlying representation) should be made, e.g.
distortion or scaling. For example, x can be given an amount of space on
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the screen proportional to its distance to focus as defined by W( . , x) in
which case V’  can be a simple scaling of the image produced by V. W
can also be used to determine where to display x in relation to ‘.’ , repre-
senting W with actual distance between objects on the screen.

Besides functions depending on ‘.’  and W( . , x), transformations of
the underlying representations and rules for screen layout can also be
applied. For instance, structural aspects of [IV]  can be used to determine
where on the screen a certain object should be placed. If the objects in
[IV]  are ordered sequentially, say, as the pages in a book, we might want
them to be ordered in the same way on the screen, whereas if [IV]  is
presented hierarchically, we would want the focus+context presentation
to reflect this accordingly.

5 Applying the Framework

Having defined the formal framework, we can now use it to describe
some of the examples presented earlier. 

Considering the first example, the structured computer program, we
have one set of data that is the code being edited, which we can term
[C] . We can then choose to have some interactive representations of it: a
line-based representation, or one based on discrete uniformly-sized
pages of text, or one based on a hierarchically ordered set of compo-
nents. Let us call them CVL  (line-based code visualization), CVP (page-
based), and CVH (hierarchical), respectively. Examining the compo-
nents I  and V of each representation, we see that the visual component
V in the first case is a long sequence of lines of code, in the second it is
a number of sequentially ordered pages of equal size, and in the third V
is a number of differently sized chunks of code each representing a logi-
cal unit of some sort, presented in a tree structure. Similarly, in the first
case I  allows us to move up and down in the sequence of lines; in the
second, it will allow us to switch back and forth between discrete pages
of code; and in the third, it allows us to navigate the hierarchical struc-
ture of the program. If we term these components VL  (line), VP (page)
and VH (hierarchy), and I L, I P, and IH, respectively, we have the follow-
ing formulas:

CVL = IV ([C], V L, IL)   (line-based visualization)
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CVP = IV ([C], V P, IP)   (page-based)

CVH = IV ([C], V H, IH) (hierarchical)

We can now insert these representations into a focus+context visualiza-
tion. Common for all of these will be that the I  component will allow the
user to move the focal point, ‘.’ , in some way. In the Generalized Fish-
eye View, this will be through focusing on a single line; in the Docu-
ment Lens and The Zoom Browser we can focus on a single page; and
the in the Hyperbolic Tree and Cone Tree, we can move a certain point
in the hierarchy into focus. These interactions, which we can term I L’
(line-based interaction), I P’  (page-based) I H’  (hierarchical), respec-

tively, correspond directly to the interactive components of the first-
level representation.

The visual component V’  in the various cases has these properties: In
the Generalized Fisheye View, only certain lines of code will be shown
according to their degree-of-interest, with most detail being shown near-
est to the focus; this we will term VL’DoI (line-based degree-of-interest

view). In the Document Lens the pages surrounding the focus will be
distorted according to the combined perspective and optical metaphor
used, but will keep their relative position. This we can call VP’F (page-

based focus+context view with fixed position). With the Zoom Browser,
all surrounding pages will be shrunk to the same size, and re-arranged
sequentially according to the browser’s left-to-right, top-to-bottom con-
vention; this we call VP’S (page-based view with sequential position).

Finally, in the Hyperbolic Tree Browser and Cone Trees, the act of
focusing on one component will affect how the other components are
shown according to their place in the hierarchy, so that components far-
ther away in the hierarchy will be less visible, with close objects more
visible. This we will call VH’H (hierarchical view based on hyperbolic

geometry) and VH’ 3D (hierarchical view based on 3D-perspective),

respectively.

We can now describe any of the focus+context applications in this
example in a formal way. For instance, the Generalized Fisheye view
(let us call it GF) becomes:

GF = IV’ ([CV L], VL’DoI, IL’)
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In the same way, the Hyperbolic Tree (HT) used on our hierarchically
ordered program becomes:

HT = IV’ ([CV H], VH’H, IH’)

Using Cone Trees (CT) on the hierarchical ordering gives us a similar
formula:

CT = IV’ ([CV H], VH’3D, IH’)

The other focus+context examples can be constructed according to the
same principles.

We can also do some novel combinations. Say that we want to apply
the Hyperbolic Tree view to a set of uniformly-sized sequential pages.
Since the only structure we have access to is the discrete pages in
sequential order, I P, we will have to base the interaction on this, but the
visualization can still be done using hyperbolic geometry. Let us call
this new Hyperbolic Tree variant HTP:

HTP = IV’ ([CV P], VH’H, IP’)

Since the visualization is designed to reflect a hierarchical structure,
HTP might not be of much practical use, but the important point is that
such novel applications can be constructed in this framework.

Similarly, returning to the map example, we may term the underlying
geographical data [G] . If we choose to represent it as a static 2-dimen-
sional map, M, we may have a visual component VM2D (2-dimensional
map) but no interaction component (resulting in I  being empty). We can
then apply, say, a Rubbersheet View to this map, with the visual compo-
nent being that of rubbersheet deformation, VR, and the interactive com-
ponent being that of rubbersheet interaction, IR. The Rubbersheet View
(RV) visualization of a static map would then be:

RV = ([M], V R, IR)

Where M = ([G], V M, I), and I is empty. However, we might want to
have an interactive rather than a static map as first-level representation
of [G] . For instance, if we want to have a zoomable map, being able to
zoom in on certain parts for further visualization in the Rubbersheet
view, we may have MZ = ([G], VM, IZ), if IZ is the zooming interaction
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and M Z is the resulting zooming representation of the map. This can
then be inserted in the Rubbersheet view, resulting in a new variant:

RVZ = ([MZ], VR, IR)

An interesting scenario would be to add some more complex interaction
to the first-level representation, say a set of dynamic query sliders [24]
to facilitate advanced visual data retrieval. We would then insert the
interaction IDQ for the dynamic query searching, getting the resulting
dynamic query-based map visualization M DQ. By applying a Rubber-
sheet view we would then get a focus+context application which
included dynamic query searching of the map data:

RVDQ = ([MDQ], VR, ID)

This might in fact be quite a useful application, since it will combine an
advanced visual query method with the detail and overview supported
by the Rubbersheet. Thus, the formal system has been shown to handle
both existing focus+context applications, and novel combinations of
first- and second-level visualizations.

6 A Software Package Supporting the Model

As we have seen, it is possible to generate different focus+context visu-
alizations given the same underlying representation, or to apply the
same focus+context visualization to a number of different representa-
tions, by varying the parameters described in the theoretical framework.
This property of the formal description makes it suitable for implemen-
tation as a general software platform. We have constructed such a soft-
ware package, to support the creation of focus+context visualizations of
information visualizations consisting of sequentially ordered discrete
visual objects. The reason for this choice of underlying visualization is
that the package grew out of our work with flip zooming [11, 12], which
was developed specifically for this type of visualizations. However, the
implementation of a general software package has allowed us to imple-
ment some quite novel variations of the original flip zoom concepts.
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6.1 A Discrete Focus + Context Software Package

The package was constructed using the Java Abstract Window Toolkit
[1]. It is based on two types of Java classes: f+c (focus+context) compo-
nents and f+c containers, corresponding to IV and IV’  respectively. An
f+c component is based on a standard Java window component, with the
added functionality needed to interface with a focus+context visualiza-
tion. In terms of the formal description presented above, components
must provide ways to facilitate event handling related to the interaction
I’  given by a higher-level visualization IV’ . The V and I  portions of the
components provide the painting of the component on the screen, and
the handling of input from keyboard and mouse, for instance to facilitate
manipulation of the underlying data set [D] .

The f+c components are stored within f+c containers, in the same
way as [IV]  is used in IV’ . An f+c container is a Java subclass of the f+c
component class, meaning that it inherits the properties of the compo-
nent and must facilitate the same functionality. An advantage of this is
that it is possible to insert an f+c container into another f+c container,
making higher-order visualizations possible. Further functionality is
needed in order to support the focus+context visualization; most nota-
bly, the containers interaction portion I’  has to allow for sequential
transversal and the random access of focus objects.

The visualization V’  consists of two parts: The f+c layout manager
and the f+c visualizer. The layout manager, which handles how the com-
ponents are placed on the screen area, can be implemented according to
a number of different strategies, giving rise to a number of different pre-
sentation styles. It determines the size and position of the components
and provides methods for how to change the layout when setting, chang-
ing and losing focus, or when objects in [IV]  are inserted or removed
during execution. The actual drawing of the components is done by the
f+c visualizer, which has access to the different visualization functions
V in the underlying visualizations in [IV] .

6.2 Examples of different implementations

We have used the software framework to implement a number of sample
applications. In the following, we will briefly describe some of these,
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focusing on how IV  and IV’  are related to each other. (More details on
the applications can be found in the references.)

The Hierarchical Image Browser. The Hierarchical Image Browser
[13] was designed to explore the possibilities of using hierarchies to
present large image sets in a structured way (see Figure 1). The hierar-
chies might for instance reflect the way art is exhibited in a museum, i.e.
being placed in different rooms, sections and floors according to the
types of paintings. The images in the set [IV] were ordered into contain-
ers IV’ according to their placement in the hierarchy. Further, these con-
tainers were ordered in higher level containers IV’’ , IV’’’,  etc.,
according to the hierarchical structure. This application shows how the
general software framework allowed us to insert focus+context visual-
izations into higher-level focus+context visualizations, thus reflecting
the general nature of the theoretical framework.

The Digital Variants Browser. Developed as an aid to l i terature
researchers, the Digital Variants application [4] presented several ver-
sions of one text to facilitate comparative studies (see Figure 2). The
application accommodated a number of document variants IV, each of

Fig. 1. The Hierarchical Image Browser.
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which was presented in a focus+context display IV’ . This set of
focus+context visualizations [IV’]  was then visualized in a third-level
focus+context visualization IV’’  of slightly different sort, namely one
that allowed for two simultaneous foci, facilitating the comparison of
two texts. This application shows how we could use the software frame-
work to create second- and third-level focus+context visualizations with
slightly different interactive and visual properties.

The WEST Browser. The WEST browser, a WEb browser for Small
Terminals [5], was developed for use on small mobile devices, such as
Personal Digital Assistants (see Figure 3). Due to the limitations in dis-
play area (160 x 160 pixels) and computational power, both the space
factor s and the computational factor c, put constraints on the visualiza-
tion. To solve these problems, webpages were pre-processed in a num-
ber of steps to create a suitable structure [IV] . First, a web page was
stripped of banners and divided into a number of small chunks, cards,
each which would fit into the allowed screen space. The cards were then
ordered in a hierarchical structure with no more than seven children to
any node. All images in the original web page were scaled to the appro-
priate size and saved in the representation [IV] . Further, each of the
cards was analyzed in order to find links and keywords. These were

Fig. 2. The Digital Variants Browser; a total of
six documents are shown, two are in focus.
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used as complementary structures of the webpage in [IV] . Thus, the pre-
processing delivered three sets of [IV] : one based on the graphical look
of the cards, one based on the extracted keywords and one based on the
links.

The interface I’  of the WEST browser facilitated navigation between
the different levels of cards representing one webpage, but also the tra-
ditional functionality I  associated with a web browser, such as the abil-
ity to follow links and use a history list. The user could also switch
between three views: normal webpage, keyword view and link view,
thus visualizing different components of [IV]  in the same higher-order
visualization IV’ . This application shows how the framework allowed
us to construct a complex interactive visualization of several different
underlying visualizations.

7 Discussion and Future Work

In this paper, we first presented arguments for separating focus+context
visualizations into first- and second-level visualizations, supported by
some intuitive examples. We then presented a formal framework for
describing properties of such aggregated visualizations and the relations
between them. This enabled us to describe our initial examples in a for-
mal way, thus validating the formal framework. We showed that the

Fig. 3. The WEST Browser allows for several
different views of the same web-page source.
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framework allowed us to construct some novel combinations of first-
and second-level information visualizations. We also described some
work with a general software package based on the formal framework,
including example applications that uses hierarchies of focus+context
visualizations and multiple underlying visualizations.

We can now see that according to our formal description, any IV that
fulfils the constraints posed by IV’  can be incorporated into [IV] . This
means that we can incorporate any information visualization IV  into any
higher-level visualization IV’ . This opens a lot of interesting possibili-
ties: there is for instance nothing to stop us from applying several
focus+context visualizations IV, IV’, IV’’,  etc. to each other. As we saw
with the hierarchical image browser and the Digital Variants browser,
this can in fact be a very useful technique for combining different types
of views or building a hierarchical visualization.

In the software package, we also have the possibility of using differ-
ent types of applications within a f+c container as long as they fulfil the
specified criteria for being a f+c component. One example of such an
application is the Focus+Context Desktop (see Figure 4), which incor-
porates any application displayed in a Java window, including web
browsers, web-cameras, file directory browsers and telnet clients, into a
common workspace based on focus+context visualization (similar sys-

Fig. 4. The Focus + Context Desktop, incor-
porating several different applications.
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tems include [3, 15]). Future work should include evaluating such sys-
tems, as well as further experiments with nested focus+context
visualizations, and applications that have heterogeneous types of under-
lying visualizations

The framework given in this article is not limited to focus+context
visualizations, and it should be possible to use it to describe and con-
struct many other types of interesting higher-level visualizations. Simi-
larly, it should be possible to construct a software framework that
supports other types of visualizations apart from focus+context tech-
niques. (As we have seen, the Java language is quite suitable for the
construction of such software.) However, we need to better understand
the properties of the visualization components, (V, V’, etc.) and the
interaction components (I, I’, etc.). In particular, if we could isolate the
necessary properties required for a certain higher-level visual compo-
nent V’  and interactive component I’  to be compatible with the lower-
order V and I , we will be able to state more clearly whether a certain
combination of visualizations is likely to be practically useful or not.
For instance, in the example section, we gave only an intuitive motiva-
tion for why Hyperbolic Trees might not be well suited to visualizing
sequential data; if such relations could be expressed more formally, the
usefulness of the framework should be increased quite significantly.

If extended in such a way, the framework might allow us to better
explore the properties of novel visualizations even before they are
implemented. It might provide answers to questions such as: What
focus+context visualizations are best suited to a specific underlying
visualization? How can different visualizations be combined in a
focus+context visualization? How does the interactivity of a underlying
visualization affect a focus+context visualization and vice versa? Our
hope is that by making the distinction between different levels of visual-
ization explicit, and by introducing a formal system that supports this
notion, new possibilities within the design space of both focus+context
techniques and information visualization in general will become avail-
able.
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Abstract. We describe WEST, a WEb browser for Small Terminals,
that aims to solve some of the problems associated with accessing web
pages on hand-held devices. Through a novel combination of text
reduction and focus+context visualization, users can access web pages
from a very limited display environment, since the system will provide
an overview of the contents of a web page even when it is too large to be
displayed in its entirety. To make maximum use of the limited resources
available on a typical hand-held terminal, much of the most demanding
work is done by a proxy server, allowing the terminal to concentrate on
the task of providing responsive user interaction. The system makes use
of some interaction concepts reminiscent of those defined in the
Wireless Application Protocol (WAP), making it possible to utilize the
techniques described here for WAP-compliant devices and services that
may become available in the near future.

Keywords. Hand-held devices, web browser,  proxy systems,
focus+context visualization, text reduction, flip zooming, WAP (wire-
less application protocol)

1 Introduction

The World Wide Web (WWW) currently consists of about half a billion
pages, offering users a vast range of informational resources. However,
these pages are almost exclusively designed for use with desktop com-
puters, i.e. computers with large high resolution screens, powerful pro-
cessors, and an abundance of primary and secondary storage. 
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Parallel to exponential growth of the web during the last few years,
digital mobile telephony has evolved to become a basic commodity in
the United States and many parts of Europe. Particularly in the Nordic
countries, penetration can be as high as 60% (Finland). The world’s
largest manufacturers of mobile phones predict that there will be 1 bil-
lion mobile telephones in use in five years time. Currently, mobile com-
munication is still mostly synonymous with voice telephony, but this is
almost certain to change pending new mobile data communication tech-
nologies being deployed, increasing data speeds and improving usabil-
ity. In particular, this development should be viewed in the context of
network technologies such as GPRS (General Packet Radio Service),
allowing for data speeds in the range of 115 kbps and service technolo-
gies such as WAP (Wireless Application Protocol) which sets an indus-
try standard for web-like, interactive applications for use with mobile
telephones.

The work presented here focuses on this encounter between the
WWW and mobile telephony, and more specifically on the need to pro-
vide gateways between mobile technologies and existing web resources.
Although mobile terminals require specially designed formats for opti-
mal usability due to the constraints of the user environment, it is not
likely that all information available on the web will be translated into
these format in advance. Thus, there is need for some kind of automatic
on-the-fly transformation of existing web content to mobile formats, in
order not to shut mobile users out from the bulk of web resources.

In dealing with this issue, the crucial problem is not as much a lack of
bandwidth (which the new network technologies are dealing with) or the
conversion from one mark-up language to another, but rather develop-
ing techniques for the adaptation of information to the usability require-
ments of mobile terminals. Innovative use of techniques for information
filtering and information visualization seem to be a fruitful approach in
dealing with this problem, as such techniques deal with issues that are
part of the problem of providing information on small mobile devices.

New ways are needed to present web resources and to navigate
among and within web pages, which is the target domain of the work
described here. The constraints on information presentation posed by
small terminals made it necessary to combine several different strategies
in order to achieve a sufficiently compact presentation. In different
fields of research, several techniques for creating compact representa-
tions have been developed. In WEST, techniques from computational
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linguistics and information visualization were combined. The original
web-pages were compressed both in terms of their linguistic content by
means of text reduction, and in terms of their visual presentation, and
were then presented to the user by means of focus+context visualiza-
tion. 

The rest of the paper is organized as follows: First we give a brief
overview of the WEST system and its components. We then give a
background in related work, required for implementation of the system.
A detailed example, where we see how a user may interact with the sys-
tem follows. We then describe each of the components of the system in
further detail, and give an account of an early user test of the system.
Finally, conclusions and future work are discussed.

2 The WEST Browser

WEST (WEb browser for Small Terminals) is a web browser specifi-
cally designed for use on hand-held devices with limited resources (see
Figure 1). Although most of the actual implementation was done in

Fig. 1. The WEST browser on a simulatedFig. 1. The WEST browser on a simulated
Palm OS™ display.
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Java running on a standard PC, in order to achieve a realistic simulation
of the conditions of mobile computing we based the design of WEST on
the capabilities and limitations of popular PDAs, such as the 3Com
Palm™ line of hand-held computers. Such a device would typically
have a small touch-sensitive black-and-white or grey-scale screen with a
resolution of about 160x160 pixels, a memory of about 0.5-4 MB, a pro-
cessor running at about 10-20 MHz, and no provision for traditional
keyboard input. These capabilities have proven to be quite adequate for
the tasks which such devices are currently required to perform, but are
of course far below the specifications of any current desktop computer.
The challenge was to work within these limitations but still provide the
user with a workable browsing experience, and in the process attempt to
overcome the navigation problems that would typically occur on a small
terminal.

Our solution consisted of two parts:

• A proxy server (running on the user’s ISP server), that would take a
standard HTML page and transform it in real-time into a format suit-
able for browsing on small screens

• A client application (running on the hand-held terminal), that would
allow the user to view and interact with the web pages as provided by
the proxy server

The reason for letting the bulk of the processing of the HTML pages be
done on the proxy server rather than by the terminal was to relieve the
comparatively under-equipped terminal of resource-intensive tasks, thus
allowing it to concentrate its resources towards providing responsive
user interaction. Furthermore, by stripping away unwanted information
on the server rather than on the client, a saving on bandwidth might also
be made.

The proxy processing was comprised of several stages:

• A chunking stage, where an HTML page was divided into a number
of smaller pages, or cards, which were then collected into groupings,
or decks

• A text reduction stage, where a set of keywords summarizing each
card were extracted from the text

• A link extraction stage, where all the hyper-links on each card were
extracted
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The resulting cards, with supporting keywords and links, were then
passed to the client. The client application would then provide the fol-
lowing display modes:

• Thumbnail view: Here, a focus+context visualization comprising
miniature views of the cards (or top-most card of each deck) was pro-
vided

• Keyword view: Here, rather than presenting thumbnails, the key-
words extracted from each card were presented

• Link view: Similar to the keyword view, but rather than displaying
keywords, this view showed the links available on each card

(A pure text view, showing only the text with no images or formatting,
was not included in this prototype but could be useful in some situations
and might be added later.)

Each view allowed the user to zoom in completely on a card, provid-
ing a fully readable view of the content. The user interacted with the
views using the flip zooming focus+context visualization technique [16],
through which the system provided an overview of the material with
simultaneous access to the individual cards. 

3 Related Work

In designing the system used in the WEST prototype, previous work
from several different research areas were applied: Proxy systems to
provide intermediate formats of the web pages; text reduction algo-
rithms to find suitable keywords in the pages; and information visualiza-
tion techniques to display information on the limited screen space
available. Some properties of WAP, the Wireless Application Protocol,
were also considered.

3.1 Wireless Application Protocol (WAP)

WAP [32] is a de facto standard for providing Internet-based content and
services to wireless devices such as cellular telephones, and requires
resources to be coded in a dedicated mark-up language called WML
(Wireless Mark-up Language) adapted to the limitations of such
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devices. Although the WEST architecture is not specifically designed to
work in conjunction with WAP, there is potential for interesting syner-
gies when it comes to user interaction.

Firstly, the concept of deck (approximately corresponding to a page
in WWW, i.e. a single resource transfer) and card (sub-unit of deck, i.e.
a single display object) in WAP lends itself very well to visualization
using flip zooming. The overview mode captures the collection of cards,
i.e., the deck, whereas the zoomed view corresponds to viewing an indi-
vidual card. Because of this nice correspondence, we have adopted the
WAP terminology of cards and decks in the WEST system, although
WAP protocols are not currently used in WEST.

Secondly, given a PDA type of device with WAP capabilities, a
WEST browser could readily be converted into a WAP browser, i.e. pro-
cessing WML instead of HTML. However, when it comes to mobile
phones with small text-only displays, this is of course a completely dif-
ferent issue. In this setting, the simplest way of using a WEST browser
would be to navigate in zoomed-only mode (i.e. without the context
overview). A more advanced solution would involve creating overviews
through keyword or link-extraction. 

3.2 Proxy Systems

The notion of using a proxy server to mediate between the Internet and
thin clients is well established [9, 23]. A proxy of this kind can have
many functions: coding and conversion of protocols; filtering, compres-
sion and conversion of information, etc. The WEST proxy could be tai-
lored to include protocol functions, but the work presented here focuses
on the information handling aspects of a web proxy for mobile devices.
By removing unwanted or unnecessary information, and by compress-
ing and restructuring (chunking) the information, it can be made to bet-
ter suit the usability demands of mobile terminals. When it comes to
information compression, we can distinguish between lossy and non-
lossy compression. This distinction is normally applied to images [9,
23], but in the context of WEST we will be dealing with lossy text
reduction in the shape of text summarization techniques.

WEST has in common with the Top Gun Wingman browser for the
3Com Palm™ PDA [10] the basic principle of hiding complexity (such
as HTML parsing and analysis) in the proxy server to off-load the hand-
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held device. The idea of saving screen real estate by using text compres-
sion has been put to use in another proxy-based system known as the
Digestor [2]. Proxy systems can also be used as support systems in “sur-
gical” extraction of information from WWW and other sources, provid-
ing semi-automatic conversion of such pre-determined content into
format suitable for thin clients, such as WML or Web Clippings in the
Palm VII™ PDA. Panama from Oracle [26] is an example of such a
system, which converts HTML and other formats into XML, from
which selected WML fragments can be generated by means of
stylesheets.

It should be noted that the work presented here does not take a stand
as to whether pre-authored content (e.g., a WML source) or automati-
cally converted and filtered content (e.g., HTML–>WML or HTML to
simplified HTML) is the strategically correct way to produce services
for the user of wireless handheld devices. We content ourselves with the
observation that there will be a demand from mobile users for accessing
arbitrary web-based resources, particularly in the initial deployment
period where dedicated mobile services, WAP-based or not, will emerge
slowly. Initially, the range of services and content for mobile use will be
limited, since information providers will be reluctant to invest in parallel
coding of content. Gradually, this will change (particularly if systems
such as Panama are used, which allow for re-use of existing web
resources), but there will always arise situations where users want to
access material not pre-adapted to dedicated mobile formats. The WEST
approach tries to address the needs of such users.

3.3 Text Reduction

For the keyword view, a text had to be summarized into a few words.
We call this technique text reduction, to distinguish it from traditional
text summarization. The major challenge for traditional text summariza-
tion techniques is two-fold: understanding which regions of a text bear
the most pertinent information, and cobbling those bits of information
together into a coherent summary. In the case of small screens, the space
requirements are more demanding, which actually makes the task some-
what easier. Coherence will not be an issue, since the aim will be to
extract a small number of information-bearing terms from the text, mak-
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ing the task closer to the field of index term selection than that of text
summarization.

Index terms are typically selected based on term frequency as origi-
nally proposed by Luhn [24], selecting suitably frequent terms to repre-
sent a document. However, the most frequent words in a text are usually
form words, which bear little or no topical information (“is”, “and” and
the like). These words must be filtered out either through the application
of a judiciously composed stop list or through the application of esti-
mates of term specificity [30]. These are terms that occur in all docu-
ments in a document base and have no indexing power; terms that occur
in few documents are more useful to that end. Typically, the two mea-
sures are combined, in a standard “tf.idf” formula (e.g. [29]). This was
the basis for the keyword extraction algorithm used in our application.

3.4 Viewing Web Pages on Small Screens

Although personal digital assistants and other hand-held devices have
been available for a number of years, the problems associated with user
interface design for small terminals have only recently started to attract
attention from the human-computer interaction research community [18,
25]. While many general principles for human-computer interaction also
apply to small terminals, they can not always be taken for granted, and
to simply transfer interaction components from desktop computers will
often lead to unexpected problems [15].

Earlier research in information visualization techniques have focused
mainly on maximizing the use of screen space on ordinary computer
screens. A number of focus+context techniques have been developed to
give users access to simultaneous overview and detail. General
focus+context visualizations techniques such as the Generalized Fish-
eye View [11] or techniques developed for text documents, such as See-
Soft [7] or the Document Lens [27], might be adapted to the WWW.
General zooming or multi-scale interaction techniques which have also
been used for visualizing web pages include PAD++ [1], Cone Trees
[28], Hyperbolic Trees [22] and Elastic Windows [19], and techniques
developed specifically with the web in mind include the WebBook and
the Web Forager [6], Zippers [5] and CZ Web [8]. 

Although most of the techniques above have been developed for use
on traditionally-sized screens, some of them might feasibly be adapted
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for use on small screens. However, many of these techniques have
advanced requirements in the form of computational resources for per-
forming smooth graphical transformation and providing responsive
interaction, and while they may often have proved useful on desktop
machines, hand-held devices such as those on which the WEST system
are intended to be used, are currently for the most part not capable of
any advanced visual calculations. The focus+context technique flip
zooming that was used in this project was also originally developed for
ordinary screens, but because it is not very resource-intensive it has
proven possible to transform it to smaller devices. For ordinary screens,
it has previously been used for visualizing web sites [14], and has been
generalized to handle hierarchical material such as hierarchically
ordered image collections [17]. As part of the WEST project, we have
evaluated flip zooming as an alternative to scroll bars on small screens
[3].

4 Interaction in WEST

To give a better idea of how the WEST browser works, we will now
give a detailed account for how a user may interact with the system.
This will take the form of a complete interaction scenario, with an illus-
tration for each screen the user will see.

The example page viewed in a traditional browser
on a 160x160 pixel display

As our example, we have used a page reporting baseball news at the
Yahoo Sports site. The page was comprised mostly of text – 319 words,
or about 1500 characters. There were 15 links to other pages, plus a ban-
ner advertisement and a search function. As the figure above will attest,
viewing this page on a traditional browser on a 160x160 pixel screen
presents serious problems. Only a very small part of the page would
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then be available at any time, giving almost no clues to the size or con-
text of the material.

4.1 Flip Zooming in WEST

The interaction in WEST is based on flip zooming, a tile-based
focus+context visualization technique. Flip zooming allows users to
navigate a data set consisting of sequentially ordered discrete objects,
e.g. images or pages of text. One object is in focus, the other objects
provide the context. Users can move the focus backwards or forwards in
the data set, or select any visible object as focus object by pointing at it.
Users can also zoom in further on an object, allowing it to occupy the
whole screen. Objects are ordered in a left-to-right, top-to-bottom fash-
ion, so that any object that is after another object in sequence will be
placed to the right and/or below the preceding object.

Earlier user studies of flip zooming applications [4] have indicated
that users may become confused if thumbnails and focus objects are
allowed to change their positions on the screen, or if the display is too
packed with information. For this reason, we limited the maximum
number of objects on the display at any one time to seven, which
allowed us to keep the focus object at the center of the display with suf-
ficient room to display the context objects at a reasonable size. It may
seem that in some cases we are not using the available screen estate to
the maximum, but this is a conscious trade-off to provide a clearer and
more easily-understood display.

In WEST, some objects on the display are in fact representations of
several objects, since they represent the top-most card of a deck. In this
case, when zooming in on such a card, a user would be presented with a
view of all the cards in the deck, which could then be navigated as usual.
In this way, the user is in fact navigating a hierarchy comprised of decks
and cards. In the example this hierarchy is only one deck deep, but there
is no reason why it could not be more complex.

4.2 Interaction Example

We will now follow a user interacting with the sample page using the
WEST browser. The user wants primarily to read about her favorite Chi-
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cago Cubs player, Sammy Sosa, and possibly chat about his exploits

with other supporters.1

 

1. Thumbnail view, whole page, with first card in
focus

1. Initially in WEST, the viewer is presented with the thumbnail view,
which gives an overview of the whole web page in flip zoom format.
Here, each card is presented as a thumbnail image, not large enough to
be readable, but still giving a sense of the overall nature of the page –
e.g. image-heavy, text-heavy, many or few links, etc. The first card or
deck is in focus, with the others presented as context. (Unfortunately,
there is currently no clear visual indication of if a thumbnail represents a
single card or a deck, something which might be addressed in future ver-
sions of the browser.)

 

2. Keyword view, whole page, with first card in
focus

2. The user now chooses to switch to the keyword view, to see if she can
locate some information about Sammy Sosa.

1.  The authors know very little about the game of baseball, and apologize in 
advance for any errors in this account that may be spotted by more 
knowledgeable readers!
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3. Keyword view, whole page, fourth card in focus

3. The keywords on the fourth card in the sequence indicate that Sosa is
mentioned. The user focuses on that card. This can be done either by
explicitly pointing at the card, or by moving the focus sequentially until
the desired card is reached. (Since what here looks like a single card
may in fact be the top card in a deck, user will actually often be navigat-
ing among decks in this manner.)

 

4. Keyword view, a deck open, first card in focus

4. The card in question is in fact a deck, consisting of two sub-cards in
total. By zooming in on the visible card, the first card in the deck, the
deck is opened and displayed. The keywords indicate that some kind of
ceremony has taken place, involving Sosa and home-runs.

5. Thumbnail view, a deck open, first card in focus

5. The user now switches back to a thumbnail view of the deck, showing
the original HTML formatting of the cards.
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6. Thumbnail view, zoomed in completely on a
card

6. The user zooms in completely on the first card in the deck and reads
the text on the card. It is indeed interesting news about Sammy Sosa.
Staying in this view, the user can now advance to the next or previous
card in the deck (e.g. by pressing a specified button on the PDA or tap-
ping on a portion of the card with the pen), to read the full story. (If the
card on view happens to be the last in a deck, when advancing, the first
card in the following deck will be shown.)

7. Thumbnail view, a deck open, first card in focus

7. The user now wants to chat with other supporters about this develop-
ment. She zooms out again, returning to the overview of the deck.

8. Link view, a deck open, first card in focus

8. The user now switches to the link view, since she is looking for a link
to the chat page.
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9. Link view, whole page, with fourth card in focus

9. Not finding the link she is looking for in this deck, she zooms out to
reveal link view for the whole page.

10. Link view, whole page, with seventh (last) card
in focus

10. She sees a link to the chat room on the very last card in the page, and
focuses on that card. By clicking on the link while the page is in focus
she will be transported to the chat-room page, meaning that the current
web page/deck will be removed from the screen and the chat-room
page/deck will be displayed.

5 Description of the Components

The components of the WEST system were designed as a number of
modules that could be individually improved and expanded as the sys-
tem was developed. In the following, we will describe each of these
pieces separately.

5.1 Pre-processing, Including Card Chunking

Proxy servers for real-time pre-processing of web information to be
accessed using a mobile terminal is a proven technique used for instance
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in current web services for palm-sized PDAs. In WEST, we made use of
a proxy server to: 

• Filter and reduce the contents of web pages in order to adapt them to
the capabilities of the mobile browser (this would mean among other
things to get rid of JavaScript, image maps, frames etc.)

• Convert the reduced web page into n sub-pages (cards), each of
which can be readily presented on a mobile-sized display (e.g.
160x160 pixels). Cards are inter-linked to form a deck by arranging
them into a suitable reading-order

• Produce alternative renderings of these cards corresponding to differ-
ent levels of detail. Typically a card can be displayed in its full size,
in reduced size and minimized. These alternative renderings are not
necessarily derived from graphical reduction – in WEST, one alterna-
tive when reducing card size is to use automatic text summarization

Key element such as headings, paragraphs, pictures, tables etc. provide
hints on how the original page is structured. These hints are used in the
“chunking” of the page into cards, i.e. determining break-points for card
creation. The maximum allowed size of a card is of course a limiting
factor, which sometimes means that the information contained within a
card’s minimal natural page-chunk cannot be presented without some
modifications (for instance image or font size adjustments), or by split-
ting up the information into two cards. (For more information on the
chunking algorithm see the appendix.)

The cards produced by the proxy are arranged into several decks
linked together in the original reading order. Because of the limitations
of the display, each deck was limited to seven cards, the maximum that
could comfortably be displayed using the flip zooming variant we had
chosen. If a page consisted of more than 49 cards (seven decks with
seven cards each) some of the decks would in turn have to contain sub-
decks of cards, creating a deeper hierarchy.

5.2 Extraction of Keywords

To extract the keywords that were to represent each card, the method
chosen had to be suitably general to handle any kind of material. Since
there is no way in advance to tell what type of web page a user will be
browsing, the system should be equally at home at whatever topic it was
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subjected to, including general news, sports, entertainment, and so on. It
would be feasible to allow the creator of a page to specify which key-
words are most relevant, but this would require that pages were spe-
cially constructed for the purpose of this system, and as mentioned, the
intention was to give users access to all pages of the web without any
prerequisites.

Our text reduction algorithm relies on the fact that typically several
texts or text chunks will be compressed and displayed simultaneously.
The text chunks are all short, approximately thirty words. The word
tokens in the text chunks are tabulated for frequency, after the applica-
tion of a stop list filter of form words. Each chunk is represented by a
list of words sorted by frequency. These raw frequency counts are then
modified by inverse document frequency [30] – each word will have its
raw frequency count divided by a factor depending on the number of
texts it has been found in. Thus, if a text has two words with equal fre-
quency, where one occurs in three texts and the other only in the text at
hand, the latter term will be weighted higher.

The text reduction procedure thus disfavors words that are evenly
spread out over the chunks at hand, and aims at representing each chunk
by as unique words as possible, in that given context of chunks. Words
that occur disproportionately often in a given chunk, compared to other
visible chunks, are favored above the more generally frequent words.
But words with high frequencies that occur in many texts are not dis-
carded. They are set aside and used to generate a header for the group of
text chunks under consideration, and can be used for hierarchical reduc-
tion of the entire group, although this is not done in the current version
of WEST. A group of chunks can be reduced to words such as “base-
ball”, “scores”, “season”; individual chunks can be more finely reduced
to “sosa”, “homered”, etc. As mentioned previously, taking advantage
of these headers could be particularly fruitful when using small text-
only displays where the contextual overview does not fit.

As it stands today, the algorithm does not make use of morphological
analysis, thesauri or lexical categories, all of which would increase the
reliability of the results. Adding surface level linguistic processing is a
modular issue and can be done without a system redesign: there are sev-
eral efficient general-purpose linguistic analysis components suitable
for this purpose. 
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5.3 Link Extraction

To facilitate a view of which links were available on a given web page a
simple link extraction procedure was created. This went through each of
the cards constructed in the chunking processing and created a similar
deck structure, but where the content of each card would only be the
hyper-links. 

5.4 Web Page Rendering

For the graphical presentation of the different cards, each individual
card had to be rendered as if it were a web page. However, we were
unable to write a full-scale web rendering engine within the constraints
of this project. Instead, we used the rendering engine provided by the
HotJava Web Browser [31] to produce an image of each card as dis-
played on a screen of the required size (160x160 pixels). The same
images where also graphically compressed to intermediate and thumb-
nail size. These pre-rendered images were then used by the system for
the graphical presentation.

5.5 Presentation and Interaction

Based on the flip zooming technique, the WEST browser presents each
web page as a number of discrete objects, representing individual cards
or decks of cards. The user navigates between different objects by using
directional buttons or by directly choosing the object to focus upon with
a pen or other pointing device. For sequential reading of a whole page, a
user would generally switch to a full-screen view and then advance
through the cards by pressing a designated “forward” button.

Each view in WEST only presents one level of the hierarchical struc-
ture of decks and cards that represent the web page. To move between
levels, the user zooms in on the object in focus (usually by clicking or
tapping with the pen on it) and will thus go one level deeper into the
structure. To go up one level, the user clicks or taps on the “white space”
between the objects. This navigation might also be facilitated by the use
of “up” and “down” buttons, for moving up and down in the hierarchy,
analogous to zooming out and zooming in. 
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When the user goes down one level in the hierarchy, the focus object
takes over the whole screen space to show its content. If the current
focus represents a single card, this card will be allowed to fill the screen
completely to facilitate reading. In the case of the focus representing a
deck, however, a view of all the objects in the deck is presented.

The system provides three different modes in which the material can
be viewed: thumbnail, summary and link view. When switching from
one view mode to another, the position of the focus in the hierarchical
structure is maintained, enabling the user to navigate in a suitable view
mode to locate a card, and then change to another mode (typically the
thumbnail view) to actually view the card. In the prototype, the user
switched between the different views by accessing a pop-up menu.

6 User Experience

To gain some insight in how the WEST prototype performed with inex-
perienced users, we performed a qualitative evaluation in which the pro-
totype was compared with the HotJava browser [31]. It is important to
note that the test was in no way intended as a “fair” comparison between
two browsers, since the HotJava browser was not developed with the
intention of being used on very small screens. Rather, the intention was
to gauge novice users initial reaction to the WEST browser, and the
other browser was provided as a reference point only.

A test group consisting of ten subjects, all expert computer users but
with no experience of browsing the web on a PDA, were set a number of
tasks to perform both in the WEST system and the traditional browser.
The tasks consisted of finding specific items in the material, and in
some cases required returning to a part of a page which had previously
been visited. The tests were performed on a traditional computer screen,
but both browsers were given the same screen size as a typical PDA to
operate in, i.e. a window of 160x160 pixels.

A questionnaire given to users after the test indicated that they
thought that the prototype provided a better overview than the HotJava
browser, ranking it on average 3.40 points higher in this respect (5.30
vs. 1.90, standard deviation being 0.68 and 0.99 respectively) on a scale
of 1 to 7 with 7 being the best. It also showed that users thought search-
ing was easier with WEST than with HotJava, ranking it on average



95

2.25 points higher on the same scale (5.55 vs. 3.30 with standard devia-
tion 0.90 and 0.95 respectively). However, it was also noted that the flip
zooming interaction technique took some time to get familiarized with,
providing some initial difficulties.

Although we did not collect any quantitative measures during this
preliminary experiment, the positive reactions of the users did provide
us with an indication that the ideas behind the system should be worth
pursuing further. 

7 Future Work

At the moment, the system can be improved primarily in the following
areas: improving the chunking of pages; improving the techniques used
for text reduction; and improving the means of interaction with the sys-
tem to make it useful in various realistic situations. We might also con-
sider the division of tasks between the proxy and the client. At the
moment, most of the work is performed on the proxy to off-load the cli-
ent machine as much as possible. With faster hand-held machines, there
is no reason to believe that not more or maybe most of the information
processing such as keyword- and link extraction could take place on the
client rather than on the server.

The chunking process still leaves much room for improvement, since
often the provided cards are not of the optimum size for the available
screen space. Improving the chunking is difficult, however, since there
will have to be a balance between producing chunks that are logically
coherent to the user, and chunks that are of maximum size. To achieve
maximum chunk size it is sometimes necessary to break the pages at
inconvenient places, even breaking text in mid-sentence, but this should
be avoided for the sake of the user. A more thorough analysis both of
page structure and user behavior will be needed to improve this process.
Also, integrating the chunker more closely with the actual rendering of
the HTML pages would make the judging of available space much eas-
ier.

The text reduction algorithm as it now stands is very simple. It is
based on well established and understood techniques from text indexing,
which guarantees a predictable, stable, and somewhat mediocre result.
There are two well known bottlenecks in this type of information access
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techniques: 1) we have too little knowledge of texts as texts to be able to
answer the question of what a certain text is about, and 2) we have too
little knowledge of what the text will be used for and why the user wants
it. The second problem is somewhat less pressing for this specific appli-
cation: we know that the text needs to be compressed, and we know
what the context is, namely what else is being displayed at the same
time. This knowledge we already utilize to some extent, since we are
able to generate a header for the texts in view at any given time. The
first problem is harder. Knowledge of texts is limited if we view texts as
simple bags of words. In future work, we plan to utilize stylistic infor-
mation [20] to reduce different types of text differently: a legal text
might be reduced to a paragraph header, while a long-winded error mes-
sage might be reduced to a generic icon. We intend to experiment with
using text structure to tailor the chunking algorithm so that it will feed
homogenous bits of text to the reduction algorithm (e.g. [13]). We might
use language technology such as surface syntactic analysis [21] and text
extraction techniques [12] to extract topical terms and other topical
items such as names, links, or dates from the text segments. We are cur-
rently running a pilot project for multi-document summarization, to be
able to impose a middle level of analysis: the idea is to collapse several
texts into one short summary, whereupon that summary in turn can be
reduced.

Finally, it might be possible to improve the interaction with the
WEST system in certain usage situations. Using a pen to interact with a
hand-held device is sometimes undesirable, since it requires the user to
hold the device with one hand (or place it on a flat surface) and use the
pen with the other. Essentially, flip zooming only requires four naviga-
tional actions to navigate a hierarchical data set (move the focus back,
move the focus forward, zoom in and zoom out), and while the WEST
browser requires additional input for switching among the different
views, it is in many cases possible to use perform the majority of the
navigation using only four buttons without relying on a pen. This might
allow users to navigate with more precision and efficiency in some situ-
ations, and ideally it might even be possible to construct the system so
that all navigational buttons were accessible using just one hand, thus
freeing up the other hand for other tasks. This would make the human-
computer interaction far more flexible, as there might be many situa-
tions when having one hand free would be beneficial: while talking in a
phone, taking notes, etc.
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8 Conclusions

Truly mobile web access will evolve along several paths. One path is the
development of the “stripped-down” web, reminiscent of browsing with
text-only browsers such as Lynx. The other extreme will result from
miniaturizing standard computers into hand-held devices capable of
handling the same resources as stationary machines. These paths will of
course cross, and we will see combinations of dedicated mobile
resources and advanced hand-held computers. No matter what, the
restrictions of mobile terminals will always hold with respect to the
usage environment. We believe work like WEST is important because it
focuses on ways to enable advanced interaction on small devices, ways
that are largely independent of the capabilities of both the network and
the terminal.

By constructing the WEST system, we have shown how material on
the World Wide Web can be made available for mobile users and others
who are restricted to accessing the web from small terminals. By placing
the major work-load on the proxy server, and by providing a novel com-
bination of visualization and text summarization, existing web pages
can already be made much more suitable for such devices. In the future,
with the continued acceptance of hand-held devices and high-speed
wireless network, browsing the web from a PDA or a mobile phone will
be a common occurrence. In these cases, systems such as WEST may
aid in making this a much more pleasurable and productive experience.
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11 Appendix: The Page Chunker

To divide a page of HTML code into a number of pieces or chunks, each
suitable for displaying as a single full-screen card on a small display, a
page chunking program was developed. It was based on an existing
HTML parser (or more accurately, an SGML parser with a description
of HTML’s elements) written in Java by Richard M. Tobin and available
at the following address:

http://www.cogsci.ed.ac.uk/~richard/ftp-area/
html-parser

First, the page chunker establishes a number of constants, such as the
size of a card (e.g. 160x160 pixels), the typical width of a character, the
height of a line, maximum number of lines that can fit on a card, and so
on. It then reads a piece of HTML code from an URL and performs a
number of operations depending on the HTML elements encountered.
Operations include:

• Setting flags for elements that can not be split and/or that are suitable
as break-points (e.g. H1-H6, HR, A, IMG)

• Reducing the value for the total remaining space on the card (e.g.
IMG)

• Adapting the width of the HTML element to the maximum available
(e.g. PRE, HR, TABLE)

• Adapting the total size of the HTML element (width and height) to
the maximum available (e.g. IMG, APPLET, OBJECT)

Additionally, some tags are replaced with tag combinations that will be
handled in a more predictable way during page rendering; for instance,
t he p arag raph  tag  <P>  was rep laced  wi th
<BR>&NBSP;&NBSP;&NBSP;

The chunker also makes sure that no tags are left “open” on a card,
e.g. an opening <H1> with no corresponding closing </H1>. HTML ele-
ments are then added to the card until it is full, or as close to full as the
algorithm can manage, at which time a new card is started.

After creating the cards, a number of decks are created. The current
design of the flip zooming display in WEST limits the number of cards
simultaneously visible at any time to 7. For simplicity’s sake the deck
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creation algorithm simply tries to create a maximum of 7 decks with as
equal a number of cards as possible. The resulting HTML files are saved
in a file structure corresponding to the decks (i.e. one directory for every
deck) which can then be read by the WEST browsing component.

Pseudocode for the page chunker is as follows:

chunkPage  (parameter: URL for HTML page)

parse HTML page
save away header (<head> ... </head>)
chunkBody ; (divides page into cards)
collect cards into decks and create corre-

sponding file structure

chunkBody  (parameter: HTML element)
   if not  (tag=skiptag)
   then

modify tag if needed, and add the (starting) 
tag (e.g. <IMG>), including attributes 
(e.g. an image) to body 

   else
if  (tag=<p>) then  reduce available space on 

this card with no. of characters on a line
   for  (all sub-elements)

if  (element=text)
then

addText ; (add this text to the new card)
else  (i.e. element=tag)

addTag ; (add this tag to the new card)
if  not  (tag skipped) then  add finishing tag 

(e.g. </IMG>)

addText
   (divide until it fits)

while  (number of characters added so far + 
length of new string >= maxlength) 
if  (tag can not be split)
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then
add string to current body
add finishing tags to all open start tags 

and finish this body
add corresponding start tags to new body

else
check where it is suitable to break (at end 

of paragraph/sentence etc.)
add what we can fit in to the current body
add finishing tags to all open start tags 

and finish this body
add corresponding start tags to new body

if  (text left) 
then  add remaining text to current body

addTag
if  (break condition) (i.e. is this a tag that 

can cause the creation of a new card?)
   then

if  (available space on current card is less 
than 10% of maximum size)
then

add finishing tags to all open starting 
tags and finish this body

add corresponding start tags to new body 
chunkBody ; (continue chunking body until done)
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Supporting Group Collaboration with 
Inter-Personal Awareness Devices 

Lars Erik Holmquist, Jennica Falk and Joakim Wigström

Abstract. An Inter-Personal Awareness Device, or IPAD, is a hand-held
or wearable device designed to support awareness and collaboration
between people who are in the physical vicinity of each other. An IPAD
is designed to supply constant awareness information to users in any
location without relying on an underlying infrastructure. We have
constructed one such device, the Hummingbird, which gives members of
a group continuous aural and visual indication when other group
members are close. We have used the Hummingbirds in several different
situations to explore how they affect group awareness. These
experiences indicated that the Hummingbird increased awareness
between group members, and that it could complement other forms of
communication such as phone and e-mail. In particular, we found the
Hummingbird to be useful when a group of people were in an unfamiliar
location, for instance during a trip, where no other communication
support was available. We argue that IPADs such as the Hummingbird
may provide important functions in modern work situations.

Keywords. Handheld CSCW, awareness, mobile computing, wearable
computing, ubiquitous computing, augmented reality

1 Introduction

The work situation in a modern office can be very different from the set-
ting of only a few decades ago. Many workers are not obliged to come
to work at specified hours and spend their whole time working at the
same desk; instead, they are often much more flexible in working hours
and location. Employees may keep variable hours and much time can be
spent in meetings, visiting customers, performing field work, or work-
ing from home (telecommuting). Some may also have several work-
places that they move between, e.g. an office and a lab. At the same
time, spontaneous meeting and group discussions continue to be an
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important factor in work, especially in creative professions. While much
communication can now be carried out remotely, via telephone or e-
mail, informal face-to-face communication is still very important [13].

A problem with initiating face-to-face communication is the matter
of simply knowing where people are. Much time can be spent looking
for people in order to initiate communication or call a group meeting.
This also makes it important to fully utilize the situations when people
really are present. Many desktop-based groupware systems support
informal communication by conveying awareness of other people’s
activities, through constantly streaming video images or other means.
An illustrative example is the Portholes application [6], where video-
images of members of a working group were transmitted to the partici-
pants’ desktop workstations at 5-minute intervals, thus providing a con-
tinuous awareness of the activities of others. The recent success of a
commercial awareness-promoting product, ICQ (http://www.icq.com),
is an indication of the desire of people to be aware of the (online) pres-
ence of colleagues and friends. ICQ users can be notified whenever cer-
tain other users are online, and the system, which also supports the
sending of short messages, is said to have more than 20 million regis-
tered users.

However, solutions such as ICQ and Portholes assume that people
spend most of their time at a desktop workstation. If people start moving
around, or working from several places, perhaps using laptop computers
or Personal Digital Assistants (PDAs), such workstation-based solutions
will not work for initiating face-to-face communication or group meet-
ings. Beepers and mobile phones are tools that work regardless of where
the user is situated, but these do not provide continuous awareness infor-
mation. Using a beeper or a mobile phone requires an explicit action by
the user, making their effect quite different from a continuously running
application such as Portholes, and furthermore they usually only support
communication between two persons, not larger groups. A call via
mobile phone or beeper can also be disruptive, since there is no way of
knowing what activity the person at the other end is engaged in, and for
this reason many people are wary of using them when not absolutely
necessary. 

Based on these observations, we argue that there is a need for an
awareness solution that combines the advantages of desktop-based
awareness applications - constant, non-disruptive awareness - with the
freedom provided with mobile devices such as beepers and mobile
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phones. We propose that a new class of IT devices, Inter-Personal
Awareness Devices, or IPADs, be introduced as a solution to the prob-
lems outlined above. In the following, we will define the IPAD concept
and describe our first experimental implementation of such a device, the
Hummingbird. We will then describe some experiences of using the
Hummingbird prototypes. Finally, we will summarize the findings and
outline some future work in this area.

2 Inter-personal Awareness Devices

An IPAD works as a contact facilitator rather than a mediator. This
means that the IPAD is used to help initiate a contact, but not for sus-
taining the actual communication. IPADs extend the range of awareness
provided by our ordinary senses, so that for instance a user may know
that a colleague is nearby even though he or she is not close enough to
be directly heard or seen. Many groupware applications already perform
the same function, but as mentioned they are tied to the location of a
user's desktop workstation rather than to the user herself. 

From the name, an IPAD can be defined as having the following
properties:

• Inter: It utilizes the relationship between itself and other IPADs (such
as the distance), thus taking advantage of the user’s inherent mobility

• Personal: It is personal, i.e. an IPAD is identified with its user, and
carried or worn at all times when in use

• Awareness: An IPAD is used to convey awareness of others. It is not
used for mediation of the actual communication that may result from
this awareness

• Device: An IPAD is a self-sufficient device, not reliant on any infra-
structure except that provided by the presence of other IPADs.

An important basis for the IPAD concept comes from the observation
that informal communication may occur whenever people are in the
same place, but that it does not necessarily matter which place they hap-
pens to be in. For instance, noticing and talking to a co-worker at a café
may be as important as meeting her at the office. Therefore, any solution
constructed with the intention of promoting informal communication
should, if possible, be usable independently of the physical location. 
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IPADs do not depend on any installed infrastructure and thus the
communication between IPADs will be inherently bi-directional. For
such a system to work effectively, every IPAD must send and receive the
same type of information, and devices should be able to enter and leave
the system as users come and go. Thus, there can not be any single
device that has a crucial function, because if the users move out of range
the system would stop working if it depended on any one of the compo-
nents to function. It would of course be possible to construct a special
IPAD that only sends, or only receives, certain information, but this
would be closer to a traditional tracking or surveillance system and
would not fit our current definition of IPADs.

Note that the IPAD definition is quite open-ended when it comes to
functionality; for instance, it does not specify what kind of awareness
should be conveyed. Typical examples of awareness to convey might be
that of a person’s level of activity, her mood, if she is available for con-
tact or does not want to be disturbed, what her current task is, etc. Such
information may be either set by the user or inferred automatically
through some method. Also, the definition does not specify how the
awareness information should be presented; it may for instance be
through subtle audio, lights, tactile displays, etc.

Apart from the practical function of facilitating communication, the
use of IPADs can be comforting. They can be used to convey the sense
that a user is not alone or cut off from the group, even when the other
members can not be directly heard or seen. This might for instance be
when the user is situated alone in her room or in a crowded public place
with many unfamiliar people around. Our usage experiences have
shown that this is an important function of our current prototype.

3 Related Work

There is increasing evidence that important workplace collaboration
takes place at many other places than at the users’ desks [2]. Despite
this, applications designed to promote informal communication by
increasing awareness have so far been primarily tied to a desktop com-
puter or some other stationary display, although badges that tell a cen-
tralized system about the user’s location have been developed (e.g.
Active Badges, below). In the desktop-based Portholes system video
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images of the members of a group were transmitted at five-minute inter-
vals to increase awareness of the others’ activities [6]. @Work provided
a combination of video snapshots and other awareness information,
some of which was made available via the web [10]. Systems with the
purpose of supporting informal communication and awareness but
which are not based on video communication include Peepholes [8] and
commercial services such as ICQ (http://www.icq.com). 

Several devices have been developed that use similar working princi-
ples to our IPAD prototype, the Hummingbird, but we are not aware of
any that can perform the same function. The Lovegety [9] is a commer-
cial “ice-breaking device”, intended to match users of the opposite sex,
currently mainly available in Japan. The devices come in two different
varieties, “male” and “female”, and when two devices of different kind
are close (ca. 5 meters apart) they emit a piercing sound. Additionally,
users can chose the preferred type of interaction, e.g. “talk” or
“karaoke”, and a visual signal indicates when there is a match. The
Lovegetys have become a commercial success, but since they only work
in “pairs” and support a very short range, they are not very suitable for
use as inter-personal awareness devices. A similar system in the
research community, GroupWear [3] matched users’ interest (as defined
by their answers to a questionnaire) and gave a visual indication of how
well two users’ profiles matched. Meme Tags [4], another application
evolved from the GroupWear concept, was used to spread “memes” -
short ideas in the form of text, input by the users – in a social setting.
GroupWear and Meme Tags do not rely on any infrastructure, but since
they communicate using infrared light, they require users to be in direct
view of each other, thus not extending the physical range of awareness. 

The Active Badge system [11] located users in a building, relying on
an infrastructure of sensors. The badges themselves do not communicate
directly with each other, making it impossible to use them outside of
buildings which have the required infrastructure, thus losing much of
the flexibility of the IPAD concept. Another system with computation-
ally augmented badges, SmartBadges [1], has been proposed for use as a
matching system similar to the GroupWear, with user profiles stored on
servers. Although these badges are able to communicate via the Internet,
a (nearly) ubiquitous infrastructure, wireless gateways to the network
still need to be in place, making the system in practice only useful in
areas where these gateways exist. 
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4 IPADs in Practice: The Hummingbird

To explore the concept of IPADs we have developed a prototype called
the Hummingbird. The Hummingbird is an inter-personal awareness
device that supports the awareness of presence between individuals in a
group. It does this by providing users with an aural and visual indication
of which other Hummingbird users are in the vicinity. The Humming-
bird functions according to the following simple principles:

• A Hummingbird does not do anything on its own
• If two or more Hummingbirds belonging to users in the same group

are close (currently less than roughly 100 meters apart) they will pro-
duce a sound – they “hum”

• In addition to the sound, a display supplies the identity of the other
Hummingbird users in the vicinity (since there may be more than one
user nearby at the same time)

In this way, the Hummingbirds can extend the awareness of presence
between users even through physical obstacles like walls and closed
doors. With Hummingbirds, it would for instance be possible for a
group of users at the same workplace to be aware of each other’s com-
ing and going, even if their individual workplaces are not located in
such a way that they can always see or hear each other. This might be
very useful in modern work situations, where people keep flexible hours
and are not tied to a specific location, but where there can still be a need

Fig. 1. The Hummingbird prototype
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for both formal and informal meetings when the opportunity arises.
Hummingbirds might also promote informal communication outside the
workplace, since they do not rely on any infrastructure and can thus be
used at all times.

After determining the desired functionality of the Hummingbird, we
needed a way of releasing the concept through a prototype. Direct short-
range radio communication between the devices seemed to be the best
option. As a proof-of-concept, we built a first generation of prototypes.
These were large, unwieldy circuit boards that did just one thing: when
they got within a certain distance of each other, they produced a sound.
These prototypes were too large to be comfortably carried but they did
demonstrate the viability of the concept. The prototypes also gave us the
opportunity to experiment with operating ranges, which would be very
important for a successful realization of the Hummingbird concept. We
soon found that standard radio components have such a high operating
range that we had to artificially lower it, by measuring the strength of
the signal and introducing a cut-off point. In this way, we could adjust
the range of the prototype so that it was anything from a couple of
meters to several hundred meters. After some experimentation, we set-
tled on a range of about 100 meters suitable for triggering the Hum-
mingbirds.

Fig. 2. The Hummingbird in carrying case.
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We now had sufficient knowledge to build a second generation of
prototypes, of which four were constructed for evaluations purposes.
This device was now much smaller (see Figure 1); even with the addi-
tion of a power source it was no larger than a modern mobile phone. The
prototype consisted of a circuit board with a micro-controller, a 2-by-8-
character LCD screen, a miniature speaker, and a radio transceiver oper-
ating on the 433,92 MHz-band. It was powered by a set of rechargeable
batteries, and would operate for about 10-15 hours on each charge. For
convenience, we used a type of “holster” designed for mobile phones as
carrying cases (Figure 2). Two switches were provided: one for turning
off the sound without affecting other functionality; and one for turning
the device on and off completely. Each Hummingbird was programmed
to continuously transmit an identification code, while simultaneously
listening for the codes of other Hummingbirds in the vicinity. It would
have been possible to program the devices to transmit different codes to
form several separate groups, but with only four prototypes we saw little
reason to do it at this stage. 

Since the size of the display forced us to keep the names of the
devices short, we named them a, b, c and d. Figure 3 shows a close-up
of the Hummingbird display, in this case indicating that two other Hum-
mingbird users can currently been found in the vicinity. (Some numeri-
cal information on signal strength and an arrow pointing to the letter of
the latest detected device, that was made available for debugging pur-
poses, can also be seen in the figure.) Users would be given a specific

Fig. 3. The Hummingbird display. This device, a, has detected
devices b and d. The arrow indicates that device d was the lat-
est one to be detected; the numbers are an indication of signal
strength, used for debugging purposes.
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Hummingbird, so that when the devices were active, each user was
associated with the name of the corresponding Hummingbird. We found
that when properly briefed, users very quickly started to associate the
letters with the person carrying the corresponding Hummingbird. The
display proved especially useful when the surroundings were too noisy
for the Hummingbird sound to be heard, or when users were in a situa-
tion where they had to turn off the sound so to not disturb other people. 

5 Usage Experience

With four working prototypes, we were able to use the system in a num-
ber of different settings. Our aim was to attempt to incorporate the Hum-
mingbirds into every-day situations, to find initial indications of how
well they performed their intended purpose. It should be pointed out that
the experiences described below were not intended as strict evaluations
of the Hummingbirds. But although these results can at most be viewed
as anecdotal evidence, they are examples of the system in real use, and
we think they give some interesting indications of the effect IPADs may
have on group communication.

In all situations described below, the user groups consisted of both
people familiar with the Hummingbirds and novice subjects with no
prior experience with the prototypes. We have grouped the experiences
in two frameworks, which we call familiar and unfamiliar settings,
respectively. We are aware that these definitions are not exhaustive and
that there are many borderline cases, but they work reasonably well for
the experiences that we will describe in the following.

Familiar setting. We define a familiar setting as an environment in
which a person spends a significant amount of time, together with
mainly the same group of people. In a familiar setting users will know
most of the people around them, and keep in casual contact with them
throughout the day. Typical examples are in the home – together with
family and friends, and at an office or school – with colleagues or class-
mates. 

Unfamiliar setting. We characterize an unfamiliar setting as a place or
situation in which a person has rarely or never been. In an unfamiliar
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setting it is easy to get lost, physically or mentally, and for this reason it
may sometimes require a great deal of effort to maintain contact with
accompanying friends. Examples of this may include travelling abroad,
visiting someone else’s workplace, or at a large gathering of people such
as a conference. 

5.1 Familiar Setting

The office. In the building where the authors work, the offices are scat-
tered across several floors. This makes it difficult to know when others
are present, and people are often reluctant to make a trip through several
floors or to the other end of a long corridor just to find out if someone is
present. E-mailing or using the telephone can often help, but further
complications are added by the fact that people may be at work but not
in their rooms – they might be in meetings, tinkering in the lab, having
coffee in the kitchen, etc. For these reasons, we thought that our own
offices would provide an interesting opportunity for using the Hum-
mingbirds in a familiar setting.

Four test participants carried Hummingbirds for a full working day,
bringing them with them when they arrived at work in the morning and
using them as they saw fit throughout the day. The only requirement was

Fig. 4. In the office, the Hummingbird was
mostly in the background of the user’s
attention.



115

to keep the Hummingbirds powered-on at all times. Despite working on
the same project, the participants had offices located on three different
floors in the building, a condition which we already knew decreased
their awareness of each other. The strength of the Hummingbird signal
was sufficient for users to know of the others’ presence in the building,
even when they were separated by several floors.

At the beginning of the day, users tended to actively monitor their
Hummingbirds. There was a novelty value just in looking at the display
to see who was present, and to take little walks around the house to see
the effects. Soon, however, the first surge of interest waned and the
Hummingbird would drift to the background of the user’s attention.
When in their offices working and concentrating on other things, the
participants did not actively watch their Hummingbirds (see Figure 4).
Only when there were distinct changes in activity would the Humming-
bird be moved into the foreground of attention, for instance during hours
of the day when people moved in and out of the building more fre-
quently.

We found that in a familiar setting, the awareness information from
the Hummingbirds was useful but not crucial. Users do not necessarily
expect to meet the person they have established “Hummingbird contact”
with. However, when they do need to find out if another user is present
the Hummingbird allows them to instantly do so. Even if the other user
is not in his or her office, just the ability to know if someone is in the
building makes it easier to initiate contact, since there are only so many
places in which to look. We did see some tendency for the four users to
increase their informal interaction during the day, which we credit partly
to the Hummingbird functionality and partly to the novelty of the exper-
iment itself. Further long-term studies would be needed to confirm this
effect.

From this study, we saw evidence that in a familiar setting Humming-
birds can work as a form of “calm technology” [11], which does not
demand the user’s undivided attention, but can be acted upon when
needed. However, although we saw some effects on the interaction
between users, these were nowhere near as strong as those found in the
unfamiliar settings.
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5.2 Unfamiliar Settings

We used the Hummingbirds in two settings that we classify as unfamil-
iar: At a large rock music festival, and at a major academic conference.

The rock festival. The annual rock festival in Roskilde, Denmark
attracts around 80,000 visitors from all over the world. The event lasts
for 4 days and offers a great variety of live music and other attractions.
The festival is set in a very large and at times extremely crowded out-
door area, where it can be hard to maintain contact with companions.
Here, we wanted to test the range and rate of contact of the Humming-
birds in a realistic outdoor environment and under realistic but semi-
controlled conditions.

We considered it necessary to introduce some limitations in both time
and space. The time limit was partly due to battery performance and the
fact that once the batteries were discharged, we had no possibilities to
re-charge them on-site. We also released we could not let users carry the
Hummingbirds with them at all times, since the devices would probably
break or disappear as soon as a user decided to watch a crowded perfor-
mance or engage in some other typical festival activity. We limited the
test to a pre-defined sub-section of the festival area, to increase the
chances of establishing contact during the experiment. A roughly
defined space, about 1,5 kilometres (one English mile) in diameter, was
designated as our test area. The area was quite crowded in places and
contained a variety of different attractions. The test was carried out dur-
ing one afternoon, for a total time of four hours. Participants were told
to wander around the test area and take notes of the time and place when
a Hummingbird contact was established. Apart from this, the partici-
pants were free to use the information provided by the Hummingbirds in
any way they wanted to.

After the test, some users said that the Hummingbird seemed to pro-
mote a feeling of “connection” that was quite unusual and not easy to
explain or describe. The participants reported a clear sensation of con-
nection with other users whenever their Hummingbirds established con-
tact. When the Hummingbird contact was interrupted, and the other
person disappeared out of range, the sensation of disconnection was just
as evident. The participants often attempted to establish visual contact
with other users that they knew were nearby, but soon found that a Hum-
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mingbird in itself does not always give enough information to locate a
person. The users expressed occasional frustration when a person who
was visible on the Hummingbird display could not easily be found.
However, the Hummingbirds did give an indication whether it was
worth looking for a person or not, which in most cases seemed to be
enough, especially when contact was established in a fairly open space.
Despite the occasional frustration, however, users were not certain that
they wanted the Hummingbirds to give away any more information
about distance and location, since they felt that this might be a breach in
privacy.

Importantly, it was very evident that all of the participants enjoyed
using the Hummingbirds! All participants talked positively about the
experience, confirming that using the system has entertaining as well as
practical benefits. Our conclusion from this experience was that
Hummingbirds can work quite well in an outdoor setting where a group
of people want to act independently, yet keep some contact with each
other. We will avoid any attempts to explain the feeling of “connection”
between users, and only note that it was quite evident that the Hum-
mingbirds affected the communication in the group in a positive way.
These findings were further substantiated by our final experience with
the prototypes.

The conference. The annual ACM SIGGRAPH conference on com-
puter graphics and interactive techniques is a combined academic con-
ference and commercial exhibition, which attracts 30-50,000 visitors. In
many ways it is surprisingly similar to a rock festival, since it too is a
huge, sprawling environment with many things happening simulta-
neously. We brought three Hummingbirds to SIGGRAPH ’98 in
Orlando, Florida (the fourth device being in a state of early retirement
after the Roskilde experience). The test subjects were staying at three
different hotels, but met regularly during the conference. They used the
Hummingbirds extensively during the first few days of the conference,
until the prototypes started to falter from the Florida heat and humidity. 

As with the rock festival experience, the users found the Humming-
birds very fun to use, and started to rely on them to a surprising extent.
When carrying a Hummingbird in the conference area, users would
often check the display to see if someone else was close. When coming
to a pre-determined meeting point, users would check their Humming-
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birds to see if anyone else was there already. Although obviously a nov-
elty even after several days of constant use, users soon allowed the
Hummingbirds to complement other activities in a quite natural way.

The most interesting situation turned out to be when all three users
attended a conference reception without having made any decision on
which time to arrive. The first user who arrived at the reception could
instantly determine that the others were not there yet, and rather than
wasting time looking for his friends in the crowd, could concentrate on
eating good food and chatting with other acquaintances. When the sec-
ond user arrived, he immediately knew whom to look for, and found the
first user almost immediately. When the third user arrived, she could see
that both of the others were already there, and described the feeling as
very comforting – “Oh good, I’m not alone!” – even though she had not
yet seen any of her friends. We found that in this setting the Humming-
birds added noticeably to the enjoyment of the evening.

This test strengthened our impressions from the festival experience,
in that it showed that Hummingbirds were both enjoyable and practical
to use in an unfamiliar setting. Although the devices eventually broke
down and we had to cut the experiment short, we felt that this experi-
ence indicated that long-term use of the Hummingbirds is viable. When
the Hummingbirds started to malfunction and the experiment had to be
abandoned, we found that the users genuinely missed the little “birds”!

5.3 Conclusions from the usage experiences

The most obvious conclusion from using the Hummingbirds was that
although they seemed to have the potential to be useful in the office
environment, users did not find them as immediately compelling to use
in the familiar setting as in the unfamiliar settings. A reason for this
could be that in the unfamiliar settings there was little other support for
communication, even though such situations may be exactly those were
users feel the need to communicate the most. With Hummingbirds, a
comforting “link” to other people was created, which made the devices
have a much higher short-term impact in this setting than when there
was more communication support available and where the users felt
more at home.

There was less initial enthusiasm for using the Hummingbirds in the
office setting, but this test was very limited and we believe there is much
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potential for using IPADs in a variety of work situations. It is possible
that if IPADs were to be used over a longer period of time, thus provid-
ing users with the opportunity to more fully rely on them in their day-to-
day activities, they could prove a useful supplement to stationary aware-
ness applications such as ICQ.

6 Future Work

We have already constructed a new generation of Hummingbirds, which
is more robust and flexible. These are based around a pre-existing hand-
held computing device, the Nintendo GameBoy, which has been
equipped with a radio transceiver and custom software. This construc-
tion, which is easier to produce and modify, will allow for some long-
term and large-scale evaluations of the IPAD concept. We also intend to
integrate the IPADs with traditional data networks, including the Inter-
net, so that services such as ICQ may be complemented with IPAD
functionality and vice-versa. Increased functionality will also allow for
more advanced uses of the devices, including the specification of sev-
eral different groups which can use the IPADs independently, allowing
for much larger groups of users without conflict.

Formal evaluations will be needed to establish the potential useful-
ness of the Hummingbird and other IPADs, and to fully understand the
effect that such devices can have on the communication in a group.
These evaluations should include both close studies of groups of people

Fig. 5. Concepts for future IPADs (design by Jona J. Bjur)
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using IPADs in unfamiliar settings, such as during travels, and long-
term studies of the use of IPADs in familiar settings, such as an office or
other workplace. Some kind of ethnographical method might be suitable
for observing users in these settings, complemented with interviews to
gauge their subjective reactions to the experience.

For a device that is to be carried and used at all times, the form factor
is very important. We are currently working with an industrial designer
and a jewelry designer to find new forms that would allow IPADs to be
seamlessly integrated with personal clothing and accessories. Figure 5
shows some proposed shapes. It is worth noting that these designs are
noticeably smaller than any form of currently available mobile commu-
nication technology, something made possible by the fact that an IPAD
should require very little user interaction apart from an on/off switch. In
relation to the design aspect it might be interesting to work with other
modalities than sound and vision, in particular haptics. Novel concepts
for haptic communication such as HandJive [7] and inTOUCH [5]
might provide inspiration for new forms of IPAD interfaces.

In a broader perspective, it will be important to examine how the use
of IPADs might change the way we work and communicate. Will con-
stant awareness information lead to “techno-stress”, or will people learn
to turn their IPADs off? If IPADs become popular, the development of
their usage will most probably mirror that of the mobile phone, which is
still in the stage of becoming naturally integrated in the daily life. A
convergence of PDAs, mobile phones and IPADs may be a likely future
for mobile work.

7 Conclusion

We think that it is important to open up our thinking about awareness in
collaborative work, and move from traditional desktop-based applica-
tions to the mobile solutions provided by IPADs and other handheld
CSCW devices. Since people will work in different places and the line
between work and social life will probably blur even more in the future,
the solutions that are provided should be flexible and not just tied to a
specific workplace. We believe that the IPAD concept represents an ave-
nue worth pursuing when continuous awareness of others is needed,
both in traditional settings such as an office and in mobile settings.
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IPADs also provide solutions to some of the privacy and security issues
that arise from other similar solutions, such as Active Badge, since they
are not reliant on any centralized information processing and there is no
persistency of the location information they provide.

Our experience with the Hummingbird prototype shows that IPADs
can be useful in a variety of situations. In our preliminary experiences,
Hummingbirds were more appreciated when used in unfamiliar situa-
tions such as trips and conferences than in traditional office situations.
This may be in line with the changing nature of work and the increased
mobility that technology is making possible, and we think that it is quite
natural that our experiences indicated that the devices fit well into such
situations. However, we also think that IPADs also have the potential to
become useful in many current workplaces, especially since these often
permit a high degree of local “micro-mobility” that means that alterna-
tives to desktop-based solutions will be needed. We believe that Hum-
mingbirds and other IPADs may prove to be a useful tool for supporting
group collaboration in the future.
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Token-Based Access to Digital Information

Lars Erik Holmquist, Johan Redström and Peter Ljungstrand

Abstract. Several systems have been designed where a physical object
is used to access digital information that is stored outside the object, but
as yet no common vocabulary exists to describe such systems. We
introduce a schema with three types of physical objects that can be
linked to digital information: Containers are generic objects used to
move information between different devices or platforms; tokens are
used to access stored information, the nature of which is physically
reflected in the token in some way; and tools are used to manipulate
digital information. This paper gives special notice to token-based
access system, and design implications for such systems are discussed.
As an example of token-based access we have implemented
WebStickers, where physical objects can be coupled with WWW pages.
We present some examples of how tokens are used to access digital
information in this system, and discuss future work in this area.

1 Introduction

In recent years, one of the most compelling visions of the future of com-
puters has been that of ubiquitous computing, where computers would
leave the desktop and move into the world that surrounds us [14]. By
shifting the emphasis from the universal functionality of desktop work-
stations to small, dedicated computational tools, proposed ubiquitous
computing environments hope to make computers as readily available
and easy to use as notepads and whiteboards. In some ways, this vision
is starting to make its way to reality, and with the continued miniaturisa-
tion and decreasing prices of PDAs and embedded processors, much of
the technology required to make these visions a reality now exists.

However, with the increased power and complexity of portable com-
puters, there is also the risk of simply replacing one problem with
another. By moving all computing functions from one platform to
another, perhaps we will not always gain as much as we would hope.
Even worse, advantages taken for granted with stationary computers
(large screens, high computational power, access to high-speed net-
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works, etc.) are often missing on mobile devices. There is a risk that
rather than simplifying the use of computers, the proliferation of a mul-
titude of computational devices will instead make for higher complexity
– thus achieving the opposite of the goal of ubiquitous computing.

An alternative approach to accessing and manipulating digital infor-
mation is to use physical objects that are not in themselves computers,
but nevertheless are used for representing information. Most types of
information today exists in digital form, including text, images, music,
films, and so on. With a suitable infrastructure, it should be feasible to
have access to any book ever written, every piece of music ever
recorded, any piece of art ever painted, anytime, anywhere, without the
need for a physical carrier. However, this might also lead to serious
problems in designing the human interface; experiences with the World
Wide Web have already shown us that designing the interface to a prac-
tically limitless information space is extremely difficult.

But humans are inherently good at managing physical space, by
ordering and sorting artifacts in their environment. Our senses give us
many clues to the properties of physical objects, so that we are able to
draw many useful conclusions from the way objects look and feel and
how they are arranged in our environment [3]. We might take advantage
of some of these capabilities when designing systems for accessing dig-
ital information, by using physical representations that are in themselves
not carriers of information, but act as pointers to some online data.

In this paper, we will examine several such systems, concentrating on
approaches where digital information is distributed using physical
objects that represent some digital information or computational func-
tion. The process of accessing virtual data through a physical object we
will term token-based access to digital information. The purpose of this
paper is to systematise the properties of such systems, and to put them in
relation to systems using other approaches, thus forming the basis for a
discussion of how we can use properties in the physical world to help us
better interact with distributed digital information.

2 Physical Objects as Representations of Information

There is a long history of the use of physical items to represent informa-
tion, without the item actually containing the information that it repre-



127

sents (cf. [6, 16]). Souvenirs, photographs and keepsakes aid in the
remembrance of places, past events and persons, by acting as a trigger
for the user to remember certain information. The pieces used in board-
games act as representations of the players through which they can per-
form their actions (cf. [15]). Gambling tokens used in casinos represents
a value that is not inherent in the actual piece of plastic, much like the
value of paper money traditionally has been guaranteed by a govern-
ment’s gold reserve. Cards of various kinds (calling cards, debit cards,
etc.) are used to access assets – telephone call minutes, money stored in
a bank account, etc. – that are not stored in the physical cards them-
selves.

Similarly, tokens in human-computer interaction will trigger the dis-
play of information that is digitally stored outside the token in some
way. In the research community, several recent systems use physical
objects without any inherent computational properties as representations
of digital information in some way or another, but there is as yet a lack
of vocabulary for describing and analyzing such systems. To facilitate a
discussion, we will first introduce three different classes of physical
objects that represent digital information or computational functions:
tokens, tools and containers.

2.1 Tokens, Tools and Containers

We will call an object a container, if it is a generic object that can be
associated with any type of digital information. We will call it a token, if
the digital information associated with the object is reflected in the
physical properties of the token in some way, thus making the object
more closely tied to the information it represents. Finally, some physical
objects are to be considered as tools, since they are used to actively
manipulate digital information, usually by representing some kind of
computational function. Some accounts of related work should help
clarifying these distinctions.

Containers. Several systems have been proposed in which digital infor-
mation can be attached to physical objects, often to simplify the task of
moving information between various computers and/or display devices.
In the pick-and-drop approach [7], a pen was used as a container to
physically “pick-and-drop” digital information between computers,
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analogous to how icons are “dragged-and-dropped” on a single screen.
Informative Things [1] let ordinary floppy disks act as pointers to on-
line information by associating them with a digital ID. A disk could thus
be shared between users as usual, but would seem to have “endless”
storage, since no information apart from the ID was actually stored on
the disk. The authors also discuss some future scenarios where other
objects might be used as “Things”. mediaBlocks were small wooden
blocks which let digital information be stored and accessed through a
variety of different means [12]; for instance, after first associating a
block to a digital whiteboard, the block could be used to transfer the
scribbles on the whiteboard to a laser printer for printout. Finally, in the
Passage system [8] information of various kinds could be moved
between different computers by “attaching” it to small physical objects
called “passengers”.

Although all these systems in some sense could be said to use
“tokens” to represent digital information, we prefer to call these objects
containers. Unlike what we will term tokens, containers are generic, in
that the physical properties of a container do not reflect the nature of the
digital information it is associated with. Taking mediaBlocks as an
example, note that by merely examining the physical form it is impossi-
ble to know if a block is associated with say a video clip, a PowerPoint
presentation or a whiteboard scribble. This generic quality makes con-
tainers potentially very useful for the distribution and manipulation of a
variety of digital information, but it also means that containers do not
provide any additional cognitive cues for the user as to what their “con-
tents” are. Furthermore, containers are mostly used for short-term distri-
bution and access, making them inherently transient in nature.

Tokens. In our definition, tokens are objects that physically resemble
the information they represent in some way. Tokens are typically only
transient if the token itself is short-lived. In the metaDESK map-display
system [11], a set of objects were designed to physically resemble dif-
ferent buildings appearing on a digital map. By placing the models on a
horizontal display, users could bring up the relevant portion of the map,
and the physical form of the objects would serve as a cognitive aid for
the user in finding the right part of the map to display. In the ambient-
ROOM [4], objects were used to represent various types of information,
and by bringing an object to an information display, an “ambient” dis-
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play of that information could be accessed. For instance, by bringing a
toy car close to a speaker, ambient sounds reflecting the activities in a
toy project could be heard.

In the electronic tagging system described in [13], an object could be
augmented with a digital ID tag allowing it to be linked to some digital
information, thus letting the physical objects act as a pointer to the digi-
tal information. Some examples included a book that was associated
with appropriate electronic information, such as the author’s web page
or a relevant page at an on-line bookstore, and a watch that was associ-
ated with the user’s on-line calendar. Similarly, in the WebStickers sys-
tem [5], users could attach barcode stickers to objects, and then
associate a barcode to a web page that was somehow relevant to the
object. (This system will be described in more detail later.)

Tools. Finally, some physical objects are used as representations of
computational functions. We will call such objects tools. Some tools act
as “handles” to manipulate virtual objects. In the Bricks system [2], a
physical “brick” was attached to a graphical object on a horizontal dis-
play, and could then be used to move and rotate the on-screen object. By
employing two bricks, a graphical object could be scaled and distorted.
Some tools physically resemble the computational function they repre-
sent. In the metaDESK system, a physical representations of a magnify-
ing glass was used to invoke functions similar to those of the magic
lenses explored in graphical UIs [9]. By manipulating the physical mag-
nifying glass, the user could apply the lens functions to a part of the
map, thus seeing an alternative display “through” the lens represented
by the magnifying glass. Other physical representations such as a “flash-
light” were also used. In the electronic tagging system mentioned above
(cf. [13]), a French dictionary was associated with a language transla-
tion function, so that a text could be translated simply by bringing the
physical representation close to the screen where the text was displayed.

Sometimes the distinction between a tool and a token or a container
will blur, since when a physical object is attached to a virtual, direct
manipulation of virtual properties using the physical representation
might become possible. In the metaDESK, models of buildings (tokens)
were also used to scale and rotate a map, analogous to the Bricks sys-
tem. In mediaBlocks, several mediaBlocks (containers) could be used in
conjunctions with a workbench to sequence a presentation; the com-
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pleted presentation could then be associated with a new block. Such
“hybrid” systems, where a physical representation has several possible
uses depending on the context, are an area where we expect to see much
development, but we will consider them outside the scope of this paper.

2.2 A Note on Vocabulary

The definition of token in the online edition of the Merriam-Webster
Collegiate Dictionary includes:

1 : an outward sign or expression <his tears were tokens of his grief>
2 a : SYMBOL, EMBLEM <a white flag is a token of surrender> b :

an instance of a linguistic expression
3 : a distinguishing feature : CHARACTERISTIC
4 a : SOUVENIR, KEEPSAKE b : a small part representing the

whole : INDICATION <this is only a token of what we hope to
accomplish> c : something given or shown as a guarantee (as of
authority, right, or identity)

(Note: meanings 5 – resembling money – and 6 – tokenism – have
been excluded)

Our intention with this choice of word is to show that a token is a “small
part representing the whole”, in that properties of the digital information
are reflected in the token, and that the token should have some charac-
teristic of the information it is linked to. We considered using some
other term, in particular the word phicon, which has been used for phys-
ical counterparts to GUI icons, but decided against it. In the literature,
the term phicon has been used both for what we define as tokens (e.g.
the models of buildings in the metaDESK [11]) and for containers (e.g.
mediaBlocks [12]), creating some confusion, which we sought to avoid
with this choice of terms.

3 Token-Based Access to Digital Information

As we have seen, there are several different approaches to how we can
let a physical object represent some kind of digital data or computa-
tional function. We will in the following concentrate on what we term
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token-based access to digital information, because this is an area that
provides many design opportunities that should be further explored. We
will define token-based access to digital information as:

A system where a physical object (token) is used to access some digi-
tal information that is stored outside the object, and where the physi-
cal representation in some way reflects the nature of the digital 
information it is associated with 

A token is a representation of some digital information, but only by
association and resemblance – a token is not a computer or a display.
Instead, the user will have to bring the token to some kind of external
device to access the associated information.

3.1 Components

In a token-based interaction system, users will need to have access to
two types of components:

• A set of physical objects which are used as representation of some
digital information. These objects we will call tokens

• A set of access points for the digital information associated with
tokens. These access points we will call information faucets, or fau-
cets for short

We have chosen the term faucet rather than a term such as display, since
it can be any type of device capable of presenting information, not just a
graphical computer display – perhaps a speaker, a tactile device, etc.
Importantly, while a token is by definition not a computer (it typically
contains no computational power), neither should a faucet be considered
as a computer from the user’s point of view. Instead, tokens and faucets
together comprise a system that provides users access to digital informa-
tion – the fact that computer technology, networks, etc., might feature
heavily in the implementation of such a system should not need to be of
concern to the user.
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3.2 Interaction in token-based access systems

Interacting with tokens can be either to access the information associ-
ated with a certain token, or to create or modify such associations. These
two aspects of the human-computer interaction we will call access and
association respectively.

Access. Fundamental for any token-based system is that it allows a user
to access a certain piece of information by means of presenting a token
to an information faucet. By controlling the availability of tokens it is
possible to control the access to information. For instance, if we allow
for a number of copies of the same token to be made, several people will
be able to access the information, perhaps simultaneously. Conversely,
if we want to restrict access, we might only allow one instance of a
token to be produced, and through some measures make it impossible to
copy, thus letting the token act as the single “key” to the information in
question. 

We might also want to introduce some additional constraints on
information access. For instance, a combination of tokens might be used
to access the information associated with all the tokens simultaneously.
A more interesting option is to use the combinations as such to form cri-
teria for information access. For example, if two tokens represent work
in a joint project, certain aspects of that work might only be accessible
when both tokens are presented simultaneously, much like we might
require more than one key to open a door.

Depending on the present purpose, information access might be con-
strained by physical location as well. For example, some information
might only be applicable at a given location (e.g. a building) and by
using tokens that only work with local faucets any distribution beyond
that location can be limited. Correspondingly, public information that is
meant to be widely distributed will have to use tokens that do not pose
such a limitation, but instead are applicable to variety of faucets. 

Association. If the association of digital information with a physical
token is unconstrained and at any time allows the user to re-associate the
token with any other piece of information, we are close to the properties
of containers. However, when using tokens it is more interesting to
investigate different ways of constraining the set of possible associa-
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tions. For example, we might want to restrict the associations of a cer-
tain kind of tokens to a certain kind of information, thus avoiding some
confusions between the how the properties of the token are reflected in
the information it represents. We might also make the associations fixed
once and for all, making the connection between the token and a certain
piece of information as static as possible. This would typically be the
case in a public display system, say an interactive museum exhibit,
where one would not want the users to be able to change the way infor-
mation is associated with the physical objects on display.

Further, we might allow a user to associate more than one piece of
information to a certain token. This we may call overloading. Overload-
ing a token with information might have various effects. For instance,
the token might represent different pieces of information at different
locations or in different contexts, as is often the case with everyday
objects. Alternatively, the user might be able to access several different
pieces of information at the same time when applying the token to a fau-
cet. In the latter case, the information might be displayed with a choice
of which information to present.

4 A Sample System for Token-Based Access: 
WebStickers

As an example of token-based interaction, we have developed the Web-
Stickers system [5]. This system is quite flexible, in that it uses the
Internet for distribution of data, and thus we can use any computer with
the appropriate (off-the-shelf) hardware as a faucet. The system allows
users to couple identifiers in the form of barcodes to locations on the
World Wide Web. Users are given a set of stickers with pre-printed
unique barcodes, and can then attach the stickers to any object they want
to use as bookmark. Users then use a barcode scanner to associate a bar-
code with one or more web pages, and are able to return to a page by
again scanning the corresponding barcode. The idea is to allow users to
take advantage of the properties of any object in their surroundings and
use these properties as cognitive cues to the finding a certain web loca-
tion.

The system is implemented as a database accessible via HTTP. In the
database, identifiers in the form of unique character strings are coupled
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with URLs. An off-the-shelf barcode reader is used to scan barcode
stickers, which are printed on sheets of adhesive stickers using a stan-
dard laser printer. A small client application on the user’s computer
monitors incoming characters from the barcode reader, matching identi-
fiers with URLs by calling the on-line database, and displaying the cor-
responding web page in the user’s browser. To create new associations,
the user simply change the mode of the client program from Goto to
Learn, and the currently displayed web page is associated with the
scanned barcode in the server database. Using codes coupled with URLs
in a database, rather than coding URLs directly into barcodes, makes it
possible to create new associations or change old associations easily.

4.1 Modes of Interaction

The WebStickers system provides a basic form of access to web pages
through tokens. There is currently no provision for more advanced
access forms, such as those provided by combinations of tokens or
based on specific locations. As for association, WebStickers currently
allows totally free association between web pages and tokens, placing
the responsibility of finding the correct token on the user making the
association. This is reasonable considering the experimental nature of
the current system, but in future versions it might be useful to introduce
some restrictions. Introducing ready-made tokens for specific tasks
might also be considered. (We already have one such ready-made token
in the form of Post-It notes – see below.) WebStickers does allow for a
form of overloading, by letting the user associate more than one web
page with a single token. When such a token is accessed, the user is pre-
sented with an intermediate web page where she can choose from a list
of URLs.

4.2 Types of Tokens

With WebStickers, we have been able to experiment with a variety of
different tokens as representations of web-based information. Here are
some examples.
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Transient tokens. For web page bookmarks that are only meant to be
kept for a short time, say no more than a few weeks, we have been using
books of Post-It notes with pre-printed barcodes. After associating a
note with a web page users can then scribble a comment on the note that
helps them remember what web page the note refers to, and attach it to
their screen, their notice board, someone else’s door, etc. Post-Its are
explicitly designed for short-term information, making them ideal
tokens to represent transient web bookmarks. After a while the glue in
the note will cease functioning and the note will fall off whatever sur-
face it is attached to, at which time the user can select to transfer the
bookmark to a more permanent location, or discard it completely. 

Tokens with a direct digital analogy. Some WWW bookmarks have a
direct counterpart in the real world. For instance, when referring to the
proceedings from a conference, it is often more comfortable to use the
physical book than to read from an on-line proceedings page. However,
when a paper is to be e-mailed to someone else, when it is to be
searched for specific terms, when we need to quote some sections, etc.,
having easy access to the electronic version is useful. We have been
using the pre-existing barcodes on conference proceedings for coupling
them to their on-line counterpart. Since a book of proceedings is an
archival object, it will mostly be stored away on a bookshelf. When
working with a book, the user will take it down and bring it to her desk,
and now through the WebStickers association she can have immediate
access to the corresponding on-line documents as well.

Tokens tied to a certain activity. We have experimented with using
objects that are tied to a specific activity as bookmarks to related web
pages. A Swedish-English dictionary has been associated with the web
page of the Encyclopaedia Britannica, the thought being that when users
are searching for a word this web page will come in handy if the physi-
cal dictionary is not sufficient. Similarly, a user has tied the cup used for
drinking the morning coffee to the URL of the morning news (made
available on the Internet by the national radio station), thus tying the
activity of drinking coffee to listening to news updates.
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4.3 Conclusions from the WebStickers system

By constructing a system for token-based access that allows a wide vari-
ety of tokens to be associated with a very large information space (the
World Wide Web), we have been able gain experience in how virtual
properties can be reflected in physical objects. We have found some
very obvious correspondences, such as that between Post-It-notes and
transient bookmarks, but feel that it would be useful to generalize the
discussion of how to design tokens. In the following, some initial design
ideas for future token-based systems will be given.

5 Fitting the Token to the Task

Since a token typically will need to have little or no inherent computa-
tional resources, many of the constraints posed on the design of ordinary
computers will not have much effect. For example, a token will not need
any display; it will not need to have a processor or a power supply; it
will be much less sensitive to wear and tear, and so on. This leaves us
with far more freedom to design and build the tokens according to other
criteria.

The most important criterion will be to design the tokens in a way
that clearly displays what they represent and what can be done with
them, i.e. their affordances [3]. Matching the affordances of the token
with the task it is designed to be used in, can be done in a number of dif-
ferent ways including the use of different materials, sizes and shapes.
Since tokens are not self-contained but tied to information faucets, the
interaction can also be designed to take other factors into consideration,
such as the physical position or usage context.

Just like when designing graphical interfaces, care must be taken
when designing tokens. For instance, often certain shapes or colors con-
vey values or meaning specific to a culture, like the symbol of the cross
does in Christian religions. Whether such cultural values should be used
or avoided, will depend on the kind of information to represent and who
are going to use it in what context. However, token-based interaction
systems will be less loaded with predefined meaning if strongly estab-
lished symbols are avoided. Below we will sketch some of the possibili-
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ties for how the properties of digital information can be reflected in the
design of token-based interaction.

5.1 Materials

Tokens can be made in a variety of materials depending on what they
should represent. Tokens that represent information that is only meant to
last for a short while might be made of material that wears out easily.
Consider for example the difference in paper quality between books and
newspapers, and in the glue used on Post-It notes and postage stamps.
Here, the lack of durability of the newspaper and the glue on the Post-It
note are not faulty but intended, since they represent information which
is only intended to be used for a short time. A book, on the other hand, is
intended to be kept for some time, and a stamp should stay stuck on the
envelope that it was attached to.

Similarly, tokens made in fragile materials can be used to represent
information that should be handled with care. Tokens made in very
heavy materials can be used to represent information that is not sup-
posed to be transported very far from its current location. Tokens repre-
senting information that is to be used frequently by a certain user might
take the form of jewelry or perhaps a belt made in some comfortable
material.

5.2 Sizes and Shapes

Tokens can come in many different sizes and shapes depending on the
purpose. For example: tokens that are meant to be passed between users
should be graspable. Tokens that are private should afford hiding and
must thus be small enough to fit into a pocket or perhaps into the palm
of a closed hand. Very large tokens will be harder to move without
attracting attention and thus suitable to represent information that is of
public interest. If we have a large number of tokens that we need to store
in the same place we might want to make them easy to stack or pile.
They will then have to have a size and shape that afford this, meaning
that tokens similar to cards or discs might be more suitable than tokens
similar to marbles.
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Further, the size and shape of the tokens can help restricting their use
to avoid mistakes. Consider puzzles: besides the color of a piece, its
shape determines where in the puzzle the piece can be applied. This is
especially obvious in puzzles made for small children where each of the
very few pieces fit into a certain slot. In the case of token-based interac-
tion, using shapes that only fit in certain slots can be used to determine
which information faucets are applicable. If the information the token
represents is of a kind that only can be accessed in certain information
faucets, the shape of the token can be made in a way that only will fit
into proper kind of faucets.

5.3 Usage Context

Everyday objects are often used within a special context, and when
moved out of that context their “meaning” tend to change. As an exam-
ple, take the many knives used in a kitchen for different purposes, e.g.
cutting bread, meat, fish etc. Sometimes they are stored in drawers in the
kitchen. Now imagine what happens if we instead store them in another
drawer in the apartment, say, where you usually store your socks or
underwear. If someone found your kitchen knifes in your bedroom
drawer, he or she would definitely react differently compared to if he or
she had found them in the kitchen. Thus, the very location of tools and
objects can convey meaning. This should be acknowledged when using
tokens for interacting with computers, by means of for example how to
constrain access to (e.g. location and combinations of tokens) and asso-
ciations (overloading tokens) with information.

Thus, we have seen how a wide variety of virtual or digital properties
can be reflected in the design of the components of a token-based access
system. We have in this paper only been able to sketch the outlines of
these possibilities, and many practical design experiments and evalua-
tions will be needed before any firm conclusions can be drawn or any
solid design specifications can be given.

6 Conclusions and Future Work

We have attempted to show that token-based access to digital informa-
tion is a valid interaction paradigm that can be used to support access to
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information in a distributed computing environment. Token-based
access systems differ from container-based systems in that they imply a
stronger coupling between physical and virtual data, i.e. the properties
of a token should reflect the properties of the data it is associated with.
This makes it possible to design tokens that provide users with a strong
cognitive support for accessing information in distributed systems. It
also opens many possibilities for building in aspects of the user interac-
tion into the token itself, rather than having these solely confined to the
virtual domain. For instance, by designing tokens with certain physical
properties, say tokens that are easy or difficult to share between users, it
is possible to have some desired affordances physically reflected in the
token. 

For future commercial applications, we can see many situations
where it would be more convenient to use token-based access than a
physical carrier of information. The music business is currently a good
example. With forays already being made into distributing music on the
Internet using the MP3 format, in the future it might be feasible that
rather than buying a music carrier such as a CD or DVD, consumers will
purchase a small token representing a recording. By bringing such a
token to a suitable player (faucet), the user can then listen to the music
associated with the token. Unlike a CD, the token would never run the
risk of being scratched, and through encryption of unique IDs on each
token, music companies can make sure that their music is protected.
Technical realization of such a system is already possible [10].

As we have seen, several systems for token-based access to digital
information have already been realized in research labs, and several sys-
tems have also been constructed where physical containers and tools are
used to distribute and manipulate data. This serves to prove the technical
validity of such systems, and technology for tagging and sensing objects
is already good enough to construct useful applications. However, nei-
ther this paper nor most previous work has been able to more than touch
on some of the most important aspects of token-based access.

In particular, matters concerning security, privacy and rights concern-
ing information associated with tokens need to be considered. Can valu-
able information be safely made available on public networks without
the risk for unauthorized access? Should tokens be possible to copy, and
what will then happen to the information and associated access rights?
Who should have the right to modify materials associated with a token,
and who should be allowed to modify the associations themselves? In
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the experimental applications, the impact of such decisions has been
limited, since the systems have been used only to a limited extent and by
a limited audience of mainly expert users, but in the future these ques-
tions may come to have a serious impact. The validity of token-based
access to digital information is probably more dependent on the resolu-
tion of such issues than any technological hurdles.

Before general token-based systems break into the mainstream, we
will have to take these matters into consideration, and will also have to
refine the way such systems are designed, improving their properties
from a user perspective. In this paper we have sketched some initial pos-
sibilities for tokens-based access to digital information, but much more
work needs to be done in this area. This work must be guided by experi-
ences in disciplines such as user-interface design, industrial design and
ergonomics, making for a truly cross-disciplinary challenge. We believe
that with the correct approach, systems offering token-based access to
digital information can prove very useful in the development of future
distributed computing environments.
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