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ABSTRACT 

The pervasive integration of Artificial Intelligence (AI) in society presents 

both opportunities and challenges, with the black-box issue emerging as a 

significant obstacle in realizing the full potential of AI. The opaque nature of 

AI decision-making processes impedes user understanding, particularly 

among non-technical individuals, raising concerns about the reliability of AI 

recommendations. Therefore, how to help users understand AI decision-

making has become an urgent task. This thesis aims to assist developers in 

contemplating how to construct AI that users can understand. To build 

understandable AI, researchers have proposed many theories, methods, and 

frameworks in existing research. However, there are still limitations and 

challenges in current research. To address these challenges and finish the 

research aim, starting with a discussion on transparency and interpretability, 

the thesis elaborates on how to strategically explain to users within three 

dimensions: simplifying algorithm, appropriate information disclosure, and 

high-level collaboration. Furthermore, the thesis conducts surveys on users in 

four high-stakes areas, establishing AI explainability principles based on 

three stages, conceptualization, construction, and measurement. In addition to 

these primary contributions, the thesis also covers some supportive work, 

including challenges faced by explainable AI, user-centered development, 

and automation trust. These works lay a solid foundation for addressing 

research questions and achieving research objectives, while also providing 

room for contemplation in future research. 

Keywords: understandable AI, transparency, interpretability, explainability 

strategy, high-stakes areas, user-based AI, XAI, automation-trust
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1. INTRODUCTION 

AI (Artificial Intelligence) is everywhere. Indeed, AI has become integrated 

into all facets of our society. Almost any industry that can utilize information 

technology has deployed and applied various AI products and models. AI 

systems provide decision-makers with plenty of predictions to assist their 

daily decision-making. However, AI's known black-box issue brings critical 

thinking to stakeholders about how to use these predictions correctly and to 

what extent to trust them. Blindly using these decisions may lead to potential 

hazards, especially in high-stakes areas such as healthcare and the judiciary. 

It can be said that ubiquitous opaque AI systems pose significant risks to 

privacy, responsibility, and justice to individuals and society at large 

(Pasquale, 2015). The black-box issue of AI has become a socio-technical 

challenge. Therefore, AI needs to assume more responsibility for its products 

and societal impacts and should have the ability to help people build an 

understanding of decisions. 

Why does the black-box issue arise? Technology-centered AI has always 

been the main driving force for its development (Shneiderman, 2020). The 

pursuit of algorithm performance has become the main goal of AI developers. 

Every year, tens of thousands of developers are enthusiastic about designing 

and developing more advanced algorithms to improve their accuracy. 

However, the enhancement of algorithm performance will inevitably lead to 

an increase in its complexity. When complexity increases to a certain extent, 

even developers find it difficult to explain the reasons why AI makes 

decisions. All decision-making occurs in an opaque process, and we neither 

know how nor why. When these AI with opaque processes are integrated into 

people's work and lives, it will inevitably lead to decision risk. Try to 

imagine, when doctors diagnose patients based on decisions made by AI 

systems, if they do not know the reasons for the decision, should they adopt 

AI decisions and to what extent should they trust diagnostic 

recommendations? When the credit department of a bank uses AI to evaluate 

credit ratings, should bank staff determine whether loans should be issued 

based on the evaluation of AI if they are unaware of the decision-making 

process? Therefore, when decisions are crucial, people need to understand the 

process and reasons behind the decision-making, i.e., by understanding how 

and why AI should be used to what extent and decisions should be adopted. 

It is difficult for people to understand the mechanism of black-box AI and the 

reasons for making decisions. To address this challenge, researchers from 

various fields have been discussing effective solutions or standardized 
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methods. Some researchers try to solve the black-box issue by technically 

enhancing algorithm transparency and interpretability. For example, 

developers can provide access to code, algorithms, and data to enhance their 

transparency and troubleshoot problems when they occur (Selbst et al., 2019). 

Developers can also annotate the code to enhance its interpretability. 

However, this does not fundamentally solve the black-box issue. These 

methods may be effective for developers. As users, many of them, such as 

doctors and judges, may not have the technical background, and therefore 

cannot rely on publicly available and annotated code to understand decisions. 

Therefore, considering users and specific scenarios, increasing transparency 

and interpretability should be endowed with deeper logic and thinking, rather 

than simply relying on technology solutions. Some researchers advocate 

solving the black-box issue based on XAI (eXplainable AI). XAI is a notion 

whose purpose is to help developers and users understand AI model behavior 

by many of the concepts and techniques (Gunning et al., 2019). XAI-based 

approaches, such as explainability framework (Sanneman and Shah, 2020), 

dimensions of explanations (Sperrle et al., 2020), and techniques (Singh et al., 

2020), can help people understand the decision-making process of an AI 

system by constructing self-explanations of algorithms or providing 

additional explanation modules. However, these approaches have limitations 

in solving the black-box issue. Many of these approaches still stay at the 

theoretical stage due to the lack of testing in real environments (Dazeley et al., 

2021), so "open the black box" may only be a "pay lip service" from AI 

researchers. Moreover, XAI-based approaches can achieve satisfactory 

results in certain specific scenarios while performing mediocrely in other 

environments. How to use these approaches requires consideration of specific 

data sources, algorithms, and user needs. Therefore, when designing 

understandable AI, AI developers should consider the applicability of 

methods and the combination of different frameworks, dimensions, and 

technologies to provide strategic explanations for decision-making. Some 

researchers argue a human-centered perspective is crucial. A human-centered 

perspective in AI development emphasizes prioritizing the needs and 

preferences of end-users throughout the design process. This involves 

understanding user requirements, incorporating user feedback, and creating 

AI systems that are intuitive and user-friendly. Some scholars also emphasize 

the participation of users in the AI development process (Kim et al., 2023) 

and the understanding of AI based on user perspectives (Jin et al., 2021). 

However, current methods and relevant literature indicate a lack of user-

based research (Naiseh et al., 2020), including the collection of data on user 

perception, preferences, roles, experiences, and other aspects when using AI 

systems. Therefore, academia and industry should consider conducting more 
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extensive investigations to help AI developers design AI products that are 

understandable to users. 

Based on the above discussion, AI developers should consider the following 

questions when designing AI that users can understand: How to understand 

transparency, interpretability, and their relationship? How to design 

strategical explanations based on XAI, including the integration of different 

frameworks, dimensions, technologies, and concepts? How to consider 

specific scenarios and user needs to provide personalized settings? How to 

consider using needs, experience, perception, and perspectives to design AI? 

How to verify these methods and principles in a real environment? These 

questions help us broaden our perspective on the main goal, how to design AI 

that users can understand. With reflections on these questions, we will initiate 

a series of discussions to implement our research. 
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2. RESEARCH SCOPE AND QUESTIONS 

In this research, we aim to help AI developers think about how to design and 

develop AI that users can understand. The inspiration for this research comes 

from reflections on a series of issues related to transparency, interpretability, 

explainability, and user needs. When we think about these issues, we will 

face the following three challenges. 

Challenge 1 (C1): When developers think about building understandable AI, 

increasing transparency (Kumar et al., 2020; Salahuddin et al., 2022), and 

improving interpretability (Markus et al., 2021; Kaur et al., 2021; Lyu et al., 

2021; Li et al., 2022) can be seen as crucial approaches to help people 

understand AI decisions. However, there is still insufficient research on how 

to build understandable and even trustworthy AI for users through 

transparency and interpretability, as well as the relationship between the two. 

Challenge 2 (C2): Based on the previous discussion, building understandable 

AI for users needs to think about how to design and implement strategic 

explanations. The concepts and technologies related to XAI have been widely 

discussed in various fields. However, research on how to conduct strategic 

explanations is still limited. More importantly, existing explainability 

approaches focus on AI developers rather than users (Bhatt et al., 2020). 

Therefore, it is necessary to study how to develop strategies to help users 

better understand the decisions of AI. This also involves verifying and 

implementing these strategies in real scenarios. 

Challenge 3 (C3): Although there is a vast amount of research on the 

existing explainability, there is still a lack of extensive user investigations 

(Naiseh et al., 2020). Methods on explainability lack validation in real-life 

environments (Bruij et al., 2022; Jin et al., 2021; Khan et al., 2022), 

evaluation (Sperle et al., 2020; Markus et al., 2021), comparison (Kim et al., 

2023; Dazeley et al., 2021), and trust calibration based on long-term 

observation (Naiseh et al., 2023). "Producing explanations that fully consider 

user contexts and tasks remains an understudied area" (Sanneman and Shah, 

2020, p.107). 

Based on the above description of challenges, this licentiate thesis will focus 

on three research questions: 

• Q1: How do we build AI that users can understand based on 

transparency and interpretability? 
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• Q2: How do we strategically explain AI decisions and help 

users better understand them? 

• Q3: How do we design and develop AI that users can 

understand based on their perspectives, experiences, 

preferences, and satisfaction? 

To address Q1, this thesis will conduct a series of discussions. These 

discussions involve the importance of transparency and interpretability and 

the essence of them. Furthermore, this thesis will argue how to build 

understandable AI through transparency and interpretability. To address Q2, 

this thesis will carry out a comprehensive investigation of existing XAI-based 

explainability methods, technologies, and frameworks. In this survey (Paper 

A), we will first elaborate on the challenges that explaining AI decisions 

faces; Secondly, we will discuss how to build strategic explaination to users 

in three dimensions: simplifying algorithm, appropriate information 

disclosure, and high-level collaboration. Finally, our discussion on how to 

conduct explainability validation in real-world environments and how to 

consider user-centered AI will guide our future work. To address Q3, in 

paper B, we will first define three stages of explainability for users. Then, we 

will conduct interviews with users in four high-stakes areas: banking, 

education, healthcare, and justice. Compared to other fields, users in high-

stakes areas need to know more about the reasons behind AI decisions, as 

decisions can be fatal. The purpose of the study in Paper B is to elucidate 

how to build understandable AI for users by analyzing their needs, 

satisfaction, and perspectives. Finally, we will conceptualize use-based AI 

design principles, that will navigate developers in designing and developing 

understandable and even trustworthy AI products for users. Additionally, we 

will also emphasize the necessity of validation in real environments. 

To carry out this research, the rest of the thesis is structured as follows: 

Firstly, Section 3 argues the essence of transparency and interpretability and 

how to build an understandable AI based on them. Section 4 elaborates on 

how to construct strategic explanations, including the goals and technologies 

of XA, and how to strategically explain them to users. In Section 5, we can 

understand the importance of users' needs and the three stages of 

understanding users' needs. Section 6 describes the methodology of the thesis. 

The contributions, future work, and conclusion are showcased in Sections 7, 

8, and 9 separately. 
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3. TRANSPARENCY AND 

INTERPRETABILITY 

Based on the above discussion and reflection on Q1, the following content 

will respond to how to build understandable AI for users through discussions 

on transparency and interpretability. The following content includes 

arguments on the essence of transparency and interpretability and the 

construction of understandable AI. These contents will serve as guidance for 

addressing C1. 

3.1 Two important characteristics of black-

box systems 

The black-box AI has been widely described and defined by academia and 

industry. In some intuitive descriptions, the black box is associated with "not 

understanding" (Lipton, 2018) and "not observation" (Bucher, 2016), that is, 

people cannot know and see the internal logic and mechanism of the black 

box. The earliest statements about the black box issue probably derived from 

Zadeh and Ashby. 

Zadeh (1954) elaborated on the black box issue in his System Theory. He 

argued that any social organization, group, or complex computational 

structure is a system. Some elements without a specific physical identity in 

these systems form a black box. A black box in a system is similar to 

subordination processes in circuit theory. Although there is a functional 

relationship between inputs and outputs, such relationships are agnostic or 

not observable in a system with the black box. In An Introduction to 

Cybernetics, Ashby (1956) systematically introduced the black-box issue in 

engineering. An electrical worker is only able to deduce the internal structure 

of the operation box by observing its input and output voltages. In one 

experiment, the values of inputs (α, β) and outputs (x, y), as well as the 

parameters of the system, are determined. However, how α, β affect x, y 

within a black box, and how x and y are interrelated can involve an infinite 

number of possibilities. For people, it is impossible to see the mechanism 

inside the black box. 

Therefore, a black box can be such a system, "an opaque technical device of 

which only the inputs and outputs are known" (Bucher, 2016, p.83). As a 

black box user, people do not see what happens (no transparency) inside the 

black box to cause a specific output, nor does he/she understand how the 
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input affects the output (no interpretation). The two important characteristics 

of a black box system are no transparency or/and no interpretation. 

3.2 The essence of transparency and 

interpretability 

Although transparency and interpretability are two key factors in opening the 

black box, improvements of them without aims cannot be directly used to 

build understandable and trustworthy AI. 

Transparency refers to the possibility that an AI system can be investigated 

(Durán & Jongsma, 2021). According to Durán & Jongsma, if an AI model 

"A" is transparent, it can show users its structure and the relationships among 

variables and outputs, which gives users reason to think that "A" will provide 

reliable output. Transparency should, therefore, be linked to an objective 

representation of what is inside model "A", because "transparency is meant to 

refer to an inherent property of a model" (Mencar & Fanelli, 2008, p.4586). 

For any AI model, higher transparency means that the inner logic and the 

relationships between variables and outputs are more easily seen by users and 

vice versa. Although Durán and Jongsma define transparency as an 

"epistemic manoeuvre" (p.330), such "manoeuvre" should be embodied by 

the AI models themselves, not based on a user's cognition and comprehension.  

Interpretation involves describing the interior of a system in ways that the 

user understands (Gilpin et al., 2018). Some simple structural AI models can 

achieve ante-hoc interpretation, such as Naive Bayes, linear regression, and 

decision trees, which are easy to understand because of their high 

transparency (Antoniadi et al., 2021; Lisboa et al., 2021). Whilst other 

models with complex structures, such as deep neural networks, need to use 

post-hoc interpretation techniques to achieve users' comprehensibility 

(Lisboa et al., 2021). The purpose of these techniques is to generate an 

approximation of the original model (Antoniadi et al., 2021) and to make an 

understandable explanation for users about how an AI decision was made 

(Moradi & Samwald, 2021). To an AI model, ante-hoc interpretation can be 

regarded as interpretability and post-hoc as explainability (Lisboa et al., 

2021). Whether the interpretation is ante-hoc or post-hoc, however, how 

much a user can understand an AI decision depends on the user's cognition, 

expertise, knowledge, and comprehension, not the AI model’s complexity. 

Therefore, interpretation is "an inherently subjective matter" (Nguyen & 

Martínez, 2020, p.1) and is based on "contextual" (Miller, 2019, p.3). 

Interpretation should be different for those who are not at the same 
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knowledge level (Arya et al., 2019) because explainees have different 

understandings on an AI model's interpretation. 

Transparency is an objective concept and closely related to the complexity of 

the model. Complex models have lower transparency, and vice versa. And 

interpretability is based on the user's cognition, experience, and background, 

and is influenced by the user's subjective factors (Verhagen et al., 2021). A 

completely transparent model means that it presents all the complex links and 

relationships between parameters within the model to the user. However, if 

the user lacks the ability (knowledge, experience, and background) to 

interpret these links and relationships, this completely transparent model still 

has very low interpretability. Compared to ordinary users, AI developers or 

researchers can make models highly interpretable. If we want the model to 

have high interpretability for ordinary users or even those who do not have 

professional AI knowledge, we can either improve their understanding of AI 

through certain strategies or design AI decision-making mechanisms that 

conform to their cognition and usage behavior. That's why researchers should 

focus on strategically explaining (when, how, which, etc.) and conduct user 

investigations in real-world environments when developing AI that users can 

understand. Therefore, if AI developers can improve the transparency of AI 

while also ensuring its design aligns with users' experiences, knowledge, and 

cognition, the black-box issue of AI is likely to be resolved to some extent. 

3.3 Building an understandable AI 

"Transparency can make incomprehensible systems interpretable, and 

explainability can make interpretable systems understandable" (Verhagen et 

al., 2021, p.9). Transparency can contribute to explanation (Bellucci et al., 

2021) because people can see the internal connection and the relationship of 

parameters. This can help a black-box system become an interpretable one. 

At this time, the system cannot be understood by non-professional AI users, 

so it is still a black-box system for these users. Similarly, the system can 

become a system with interpretability if the user is a person with AI 

professional knowledge such as an AI developer or researcher. At this point, 

such a system with interpretability is an understandable one for these specific 

users. As we discussed in the previous section, understanding depends on 

subjective factors such as users' knowledge, experience, and cognition. If we 

want to make an interpretable system understandable to non-professional AI 

users, AI developers can consider two options: using explainability 

approaches strategically to explain the system. By telling users specific 

information such as when, how, and which indicators affect the decision, 
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users may understand the reasons for the decisions. Currently, users have 

reason to judge whether to use the decisions. At this point, such a system has 

explainability; Improving the system by analyzing the actual needs, 

satisfaction, experience, and even work practices of users. If the decision-

making mechanism of the system tends to be consistent with the behavior and 

thinking logic of users, the system also has interpretability. Regardless of the 

options adopted by AI developers, the system will become an understandable 

one for these non-professional AI users. In addition, AI systems are more 

trustworthy if they have "understandable operations and outputs" 

(Emaminejad & Akhavian, 2022, p.11). Figure 1 depicts the process 

discussed above. 

 

 

 

 

 

 

 

Figure 1. Building an understandable system. The flowchart in the figure shows that 

when a black box system has transparency, it becomes an interpretability one to 

professional users and still has a black box to non-professional users. When we 

provide strategic explanations to non-professional users, this interpretable system 

will be explainability to them; Also, when we improve this interpretable system based 

on users, it will also have interpretability. Finally, the interpretability and 

explainability system will become an understandable one. 
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4. CONSTRUCT STRATEGIC 

EXPLANATIONS 

In the previous section, we discussed the essence of transparency and 

interpretability and the relationship between some related concepts. These 

discussions emphasize that one effective way for AI developers to establish 

understandable AI for ordinary users is to strategically explain AI systems. In 

order to face C2 and answer Q2, we first introduce the relevant goals and 

technologies of XAI in this section; Then we will introduce how to 

strategically explain to users based on XAI. 

The XAI is put forward based on some significant concepts, such as 

explanations, interpretability, and intelligibility (Gunning et al., 2019). XAI 

refers to many goals and technologies. They can help users understand the 

behavior of AI models (Gunning et al., 2019). XAI aims to ensure users can 

understand, appropriately trust, and effectively manage intelligent systems 

(Gunning, 2017; Gunning et al., 2021; Adadi & Berrada, 2018; Lim et al., 

2019; Meske & Bunde, 2020).  

4.1 The goals of XAI 

Based on the existing literature, Arrieta et al. (2020) synthesized and 

enumerated that the goal of XAI includes the following elements: 

trustworthiness, causality, transferability, informativeness, confidence, 

fairness, accessibility, interactivity, and privacy awareness.  

• Trustworthiness refers to that when the AI makes a decision, it has 

good robustness (Floridi, 2019) and can produce “the confidence of 

whether a model will act as intended” (Arrieta et al., 2020, p.86).  

• Causality describes that AI models reveal the correlation between 

data rather than causality (Marcus, 2018). XAI could "validate the 

results provided by causality inference techniques or provide a first 

intuition of possible causal relationships within the available data" 

(Arrieta et al., 2020, p.86). 

• Transferability defines the ability to help users understand how to 

reuse the knowledge of an AI model for other scenarios (Lötsch et al., 

2021). 

• Informativeness shows that XAI should provide information about 

the problems being solved by the model, and its purpose is to "be 
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able to relate the user's decision to the solution given by the model, 

and to avoid falling into misconception pitfalls" (Arrieta et al., 2020, 

p.86). 

• Confidence is about "an explainable model should contain 

information about the confidence of its working regime" (Arrieta et 

al., 2020, p.86). 

• Fairness is the idea that, from a societal perspective, models can 

provide explanations that can guarantee fair decision-making, and 

models enable ethical analysis that identifies and reduces bias 

(Arrieta et al., 2020).  

• Accessibility involves when constructing a model, users can be more 

involved in the process of model construction “without going through 

AI engineer’s interface” (Chander et al., 2018).  

• Interactivity means that the end user can exert their influence on the 

model, and AI developers can use users' feedback to correct errors 

and make AI decisions consistent with users'. (Guo et al., 2022).  

• Privacy awareness refers to XAI should avoid disclosure of private 

information inside the model by unauthorized explanations (Arrieta 

et al., 2020). 

4.2 The technologies of XAI 

The existing XAI technologies have many taxonomic definitions. Generally 

speaking, the classification of these technologies is not fixed and absolute. It 

can be divided into many overlapping or non-overlapping classes according 

to the characteristics of these technologies (Singh et al., 2020). Singh et al. 

summarized different types of classifications in Figure 2. According to Singh 

et al., model-agnostic, and model-specific refer to whether an explanatory 

technology is related to a specific model architecture. Global and local means 

whether an explanation is for the overall behavior of a model or a single 

result. Pre-model, in-model, and post-model are when an explanation occurs. 

The pre-model methods are independent and do not depend on the specific 

model architecture; The explanatory methods integrated into the model are 

in-model methods; The explanations implemented after the model 

establishment are post-model methods. The surrogate methods use the 

approximation of the explained model to achieve an explanation, while 

visualization methods explain some parts of the model through visual 

understanding such as activation maps. 
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Figure 2. Taxonomy of XAI technologies (Singh et al., 2020, p.3) 

According to the complexity of AI models and "when does it occur?", the 

technologies of XAI can be generally divided into two classes: ante-hoc and 

post-hoc. Ante-hoc methods refer to an AI model with a simple training 

structure and good interpretability, while post-hoc methods explain an AI 

model through explanatory methods. 

Ante-hoc 

The ante-hoc refers to the interpretability built into a model itself. To a 

trained AI model, the model's decision-making process or causality between 

input and output can be understood without additional information. The 

interpretability of the model occurred prior to model training. The ante-hoc 

has three categories: self-explanatory models, generalized additive models, 

and attention mechanisms. 

• Self-explanatory models should be transparent. The decomposability 

of self-explanatory models requires that every part of the model, 

including model structure, model parameters, every input, and every 

feature in different dimensions, allow intuitive understanding without 

additional tools (Arrieta et al., 2020). However, the simple structure 

of self-explanatory models has no advantage in performing overly 

complex tasks. If the complexity is increased to improve the accuracy 
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and fitting ability, self-explanatory models might lose their 

interpretability. For example, a deep decision tree would make it 

unintelligible to users. Therefore, self-explanatory models require a 

trade-off between performance and interpretability (Rudin, 2019). 

• Generalized additive models, as a compromise (the trade-off between 

performance and interpretability), can not only improve the accuracy 

of simple linear models but also retain their built-in interpretability of 

them. 

• The attention mechanism is a way to help neural networks achieve 

self-explanation. The attention mechanism comes from cognitive 

neuroscience (Corbetta & Shulman, 2002). The human brain's 

attention focuses on salient features and ignores unimportant noises 

(Xu et al., 2015). An example is introduced in Xu et al.'s research on 

the attention mechanism. They used a convolutional neural network 

to extract the features of pictures and a recurrent neural network with 

the attention mechanism to generate descriptions of these pictures. In 

this process, attention realized the matching between words in these 

descriptions and pictures. People can see the corresponding word 

according to the interest area in these pictures. 

Post-hoc 

Post hoc takes place after model training. It aims to explain the working 

mechanism and decision-making behavior of the model by using explanatory 

methods. According to the summary from Arrieta et al., three types of post-

hoc will be introduced. 

• Focus on rules extraction of models. Ribeiro et al. (2016) proposed a 

model Local Interpretable Model-Agnostic Explanations (LIME). 

Specifically, for an input, LIME uses a linear regression model to fit 

the local boundary of this input in a model. Based on the linear 

model, LIME gives the reason why the decision of this input was 

made. The different coefficient of the linear model is used to reflect 

the importance of different features of this input. Figure 3 is LIME's 

explanation of a classification model for breast cancer, and it clearly 

shows why the model makes the decision, 'malignant,' for an input 

case. Moreover, Guidotti et al. (2019) and Ribeiro et al. (2018) 

respectively proposed Local Rule-based Explanations (LORE) and 

the 'Anchors' explanation technique, which are based on rules 

extraction to a model. However, LIME, LORE, and Anchors assume 
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that the features of input are independent of each other. They cannot 

accurately explain the model that has dependency between features, 

such as recurrent neural networks (RNN). Therefore, Guo et al. (2018) 

introduced Local Explanation Method using Nonlinear 

Approximation (LEMNA), which can be well applied to the 

explanation of RNN models. 

 

 

 

 

 

 

Figure 3. For an input case, the left part shows that the decision made by the model 

is 'malignant.' The middle part shows the importance of different features of the input 

to the decision. Compared with other features, 'Bare Nuclei,' 'Marginal Adhesion,' 

and 'Clump Thickness' make more contributions to decision-making because the 

weights of their coefficients are 0.52, 0.13, and 0.08 separately. The right part is the 

prediction value of different features of this input. 

(https://zhuanlan.zhihu.com/p/273754347) 

• Focus on the Shapley value of features in a model. According to 

Molnar (2020), the Shapley value is a method from coalitional game 

theory that tells us how to fairly distribute the "total payout" among 

features. Shapley value assumes that each feature of the instance is a 

"player" in the game, where the prediction is "total payout". "The 

concept which is key here is to be able to form 'coalitions' (or subsets) 

of players in order to measure the performance of each player in 

every possible team situation" (Heuillet et al., 2022, p.62). The 

example of Figure 4 shows the basic logic of the Shapley value. 

Based on a bicycle rental dataset, the model predicted that 2409 

bicycles would be leased on the 285th day. The actual prediction 

value of 2409 of the model is 2108 less than the average prediction 

value of 4518. The most negative affections are from the weather 

conditions and humidity, and the temperature of this day has the most 

positive contribution. The sum of Shapley values of all features 

yielded the difference between the actual and average prediction, - 

2108. Because the Shapley value is based on game theory and has 
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fair distribution effects under different feature coalitions, it might be 

more in line with legal requirements (Molnar, 2020). 

 

 

 

 

 

 

 

 

Figure 4. Shapley values of all features for a model based on a bicycle rental dataset 

(Molnar, 2020, Chapter 9.5.2, https://christophm.github.io/interpretable-ml-

book/shapley.html) 

• Focus on the visualization and heat map. Visualization is mainly 

applied to the interpretation of image classification models, such as 

medical image analysis (Rim et al., 2021; Nazari et al., 2021). The 

purpose of visualization is to show the importance of different image 

features in the decision-making of classification models. Many 

visualization methods are based on the backpropagation of neural 

networks, such as Integrated Gradients (Sundararajan et al., 2016). 

Although these methods can locate the important features used for 

decision-making to an input sample, they cannot quantify the 

contribution of each feature. Thus, Bach et al. (2015) proposed 

Layer-wise Relevance Propagation (LRP) that can quantify the 

contribution of a single pixel to decision-making. According to Singh 

et al. (2020), generally, pixels that contribute positively to a decision 

are marked red, while those that contribute negatively are blue. Other 

similar methods are based on Class Activation Mapping (CAM) 

(Zhou et al., 2016), such as Gradient-weighted Class Activation 

Mapping (Grad-CAM) (Selvaraju et al., 2017), which can well locate 

the important areas that affect decision-making. However, as Grad-

CAM does not show the importance of fine-grained features, 

Selvaraju et al. (2017) proposed Guided Gradient-weighted Class 

Activation Mapping (Guided Grad-CAM). 

https://christophm.github.io/interpretable-ml-book/shapley.html
https://christophm.github.io/interpretable-ml-book/shapley.html
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To sum up, XAI provides many concepts and goals that can be used as 

guidance for building understandable AI systems. At the same time, XAI also 

establishes a relatively complete technical system to provide explanations for 

AI models, whether it is ante-hoc or post-hoc. 

4.3 Strategically explain to users 

Explainable AI (XAI) aims to provide approaches to make AI systems more 

understandable for users. However, current practices often focus on 

developers and engineers rather than end-users (Bhatt et al., 2020). To take 

understandability to users, the thesis proposes three key dimensions and 

corresponding strategies for constructing effective explainability strategies 

(Table 1).  

Table 1. Explainability strategies on three dimensions 

Three dimensions Explainability strategy 

Simplifying algorithm 

Semantic explanation 

 
 

Architecture explanation 

 

 

Global explanation and local explanation 

 

 
 

 

Causal explanation and interactive 

explanation 

 

 

 

Appropriate information disclosure 

Professional explanation  

Legal explanation 

 

 

AI supplier explanation  

High-level collaboration Human-machine collaboration 
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Human-human collaboration 

 

 

 

 
 

The first dimension advocates for simplifying algorithms without 

compromising decision criteria. Complex algorithms, while effective, may be 

nearly impossible for non-technical users to comprehend fully. Simplifying 

these algorithms without diminishing decision criteria can enhance user 

understanding. The second dimension involves appropriate information 

disclosure. Recognizing the need to balance business secrecy and 

transparency, we suggest disclosing key information such as summary results 

and benchmarks. This disclosure can address information asymmetry issues 

between AI companies and users, promoting better algorithm understanding. 

The third dimension emphasizes high-level collaboration between humans 

and AI through interactive machine learning. Engaging users in the learning 

process fosters understanding and collaboration. Explanation should be 

viewed as a social process, highlighting the importance of effective 

communication and collaboration among different stakeholders in the AI 

environment to enhance the overall understanding of AI systems.  

Based on our study (Paper A), explainability strategies for simplifying 

algorithms encompass six approaches: Semantic, Architectural, Global, Local, 

Causal, and Interactive explanations. Causal, interactive, and semantic 

explanations aim to make AI mechanisms understandable for users, while 

local and global explanations are geared toward system developers. The 

efficacy of architectural explanation for user understanding, especially for 

non-technical individuals, requires further validation. In terms of information 

disclosure, three strategies include Professional, Legal, and AI Supplier 

explanations. Professional explanations evaluate and supervise content from 

legal and AI supplier explanations. Legal explanations offer judicial 

supervision schemes, and AI supplier explanations disclose algorithm 

information. High-level collaboration in explainability strategies involves 

human-machine and human-human interactions. Human-machine interaction 

focuses on information exchange within an AI system, while human-human 

interaction centers on collaboration among stakeholders across diverse 

domains and disciplines in AI-centered systems. However, it should be noted 
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that these strategies need to be further validated in real environments, which 

can be seen as a future research direction. 

These three dimensions provide a comprehensive perspective for developers 

and scholars to construct explainability strategies, ultimately facilitating 

better user comprehension of AI decisions. 
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5. UNDERSTANDING ON USERS NEEDS 

AND WORK PRACTICES 

Reviewing the discussion in section 1.1.2 and Figure 1, if AI developers want 

to design AI that users can understand, it is necessary for them to conduct 

user surveys. The purpose of doing so is to design the system based on their 

needs, satisfaction, preferences, and work practices. Moreover, user feedback 

after using the system will further assist AI developers in improving the 

system. This process can lead to iterations of multiple improvement systems, 

with the main goal of enabling users to understand the AI decision-making 

process and determine whether to use some or all of the AI features. 

5.1 The importance of user needs 

As discussed repeatedly in previous sections, the development of XAI 

represents a crucial aspect of advancing AI technologies, with a primary 

focus on ensuring not only accuracy but also trustworthiness in AI systems. 

Despite the strides made in XAI development, a prevailing challenge lies in 

its predominantly algorithmic orientation, often tailored for technical users, 

neglecting the broader audience of end-users without a technical background 

(Jin et al., 2021). Recognizing the potential for harmful unintended 

consequences, it is imperative for XAI to inherently consider its end-users, 

highlighting a fundamental issue: the substantial gap between the highly 

technical nature of XAI development and the diverse range of end-users who 

will engage with AI systems. 

A pivotal perspective emphasizes that AI systems should encompass end-user 

values throughout the entire AI development lifecycle, demanding a nuanced 

understanding of the needs, preferences, and expectations of end-users (Bond 

et al., 2019). In particular, those users who lack technical expertise should be 

paid more attention. Achieving this understanding is essential to foster trust 

and reliance on AI systems. The presentation of explainability should be 

intuitive and easily comprehensible, enabling users to comprehend and trust 

the functioning of AI systems. Understanding user needs goes beyond merely 

addressing technical proficiency; it involves delving into their cognitive 

processes and the diverse contexts in which they engage with AI. This 

multifaceted understanding is essential for tailoring XAI systems to meet the 

specific requirements of different user groups. Research efforts should 

explore the intricacies of user needs, considering factors such as decision-
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making processes, information assimilation, and contextual variables 

influencing user interactions with AI systems.  

To enable non-technical users to effectively engage with XAI, there is an 

inherent need for comprehensive education and training initiatives. These 

initiatives should focus on imparting fundamental concepts of XAI, including 

model transparency, explainability techniques, and the benefits and 

limitations of AI systems. By enhancing users' understanding of these 

concepts, initiatives can empower users to make informed decisions when 

interacting with AI tools. This, in turn, promotes and ensures that users can 

navigate the evolving landscape of AI technologies with confidence. 

Furthermore, it contributes to the democratization of the discourse 

surrounding AI, allowing a wider audience to participate in discussions about 

the societal impacts and ethical considerations associated with AI (Garvey, 

2018). Even, by fostering a user-centric approach, XAI can become a tool 

that is not only technically proficient but also aligns with the diverse 

expectations and preferences of the end-users it serves. 

5.2 Three stages for understanding users’ 

needs 

Understanding user needs is important and necessary. However, user needs 

should not be a broad concept but should be described in detail and 

accurately throughout the entire process of AI operation. By defining the 

three stages involved in explainability, conceptualization, construction, and 

measurement (Paper B), we attempt to illustrate the three stages in which user 

needs occur in AI systems, which can also match the working practices of 

users. 

• Conceptualization: The integration of AI into various workflows 

necessitates a thorough understanding among users before 

operational deployment. Users' perceived ease of use and usefulness 

significantly influence their acceptance of AI technologies (Eze et al., 

2021). Ensuring users possess accurate information about AI system 

development, potential pitfalls, and limitations is crucial. Educating 

users preemptively helps in reducing overgeneralization and 

unintended use. Furthermore, transparency in sharing technical 

knowledge by AI developers fosters trust and reduces ethical risks 

associated with AI systems （ACM，2018）. 
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• Construction: Explainability construction in AI systems extends 

beyond technical methods, emphasizing the importance of 

stakeholder participation and co-creation for user understanding. 

Explainability methods must align with specific application domains, 

recognizing unique operational requirements and interpretability 

needs. For instance, in healthcare, IF-THEN rules may be suitable for 

diagnosis explanations (El-Sappagh et al., 2018). The choice of 

explainability methods should adhere to domain-specific legal and 

ethical guidelines  (Arrieta et al., 2020), considering the diversity of 

users' technical expertise (Mohseni et al., 2021). Personalized 

explainability methods, based on users' knowledge structure and 

level, contribute to better user understanding, surpassing the 

limitations of unified standards. 

• Measurement: User involvement in evaluating AI system 

explainability in high-stakes areas is crucial for continuous 

enhancement. Users play a pivotal role in regularly evaluating AI 

model outputs to ensure comprehensible, relevant, and coherent 

explanations. Their domain-specific knowledge is valuable in 

gauging the adequacy of explanations in practical scenarios. User 

feedback is indispensable for addressing deficiencies in AI 

explainability, improving the intelligibility and precision of 

explanations. Active user participation is necessary to document and 

report observed disparities or biases in AI explanations, facilitating 

adjustments (Chu & Shen, 2022). The involvement of domain experts 

and ethicists is recommended to enhance user interpretation of AI 

explanations, contributing to a thorough assessment of AI 

explainability. Additionally, users also need to define their role in the 

measurement stage. 
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6. METHODOLOGY 

In section 1.1 of this thesis, we responded to the Q1 and discussed how AI 

developers should design AI that users can understand based on transparency 

and interpretability. For addressing Q2 and Q3, this thesis adopted the 

following two methods: literature review and semi-structured interview. 

6.1 Literature review and a concept-centric 

approach 

Based on Figure 1 and related discussions, it is necessary for researchers to 

discuss how to carry out strategic explanations to bridge the cognitive gap 

between professional AI technology knowledge and users, especially those 

without technical background. Extensive discussions have been conducted on 

XAI-based technologies and concepts in an attempt to uncover the veil of the 

black box. However, research on explainability strategies for users' 

understanding is still limited. Therefore, in Paper A, we classified existing 

literature by three dimensions and ultimately discussed how to strategically 

explain and construct AI that users can understand. 

Conducting the literature review for Paper A will adhere to the 

comprehensive eight-step systematic review guidance (Okoli & Schabram, 

2010). Furthermore, this study will incorporate the concept-centric 

methodology proposed by Webster and Watson (2002). The rationale behind 

adopting the eight-step review guide lies in its efficacy in offering a 

structured and methodological approach to the compilation of literature, 

enabling a precise and objective expression of the underlying connotations 

within a literature review. The utilization of the concept-centric approach 

from Webster and Watson adds a layer of refinement to the review process. 

This approach is instrumental in facilitating a more streamlined and coherent 

presentation of the literature. By emphasizing key concepts and their 

interrelations, it enables the construction of a concise and logically structured 

narrative. Moreover, the amalgamation of the eight-step systematic review 

guidance and the concept-centric approach not only ensures a 

methodologically rigorous literature review but also enhances the clarity, 

conciseness, and logical coherence of the presentation, thereby fortifying the 

groundwork for subsequent analyses. The details of how the literature review 

was conducted are reported in Paper A. 
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6.2 Semi-structured interview with voice 

recording 

Based on Figure 1, designing AI that users can understand should consider 

user needs. In order to collect user needs, we conducted semi-structured 

interviews and recorded the interviews. Next, we converted the recording into 

text. Finally, we proposed nine user-based AI design principles (Table 1) by 

extracting key information from textual data. 

An interview is a data collection method used in research to obtain 

information from individuals or groups through face-to-face or online 

interaction. According to Kvale (1996), an interview is "an interactional, 

communicative event where at least two persons are engaged in a mutual 

attempt to communicate with each other, for a particular purpose" (p. 2). The 

purpose of the interview is to discuss the interviewees' personal experiences 

and opinions or to collect information about specific topics. In this research, 

the interview is semi-structured because it allows more flexibility and allows 

the interviewer to follow up on the interesting questions raised by the 

interviewees. The accuracy of the data can be guaranteed by using the 

recording in the interview because the researcher can replay the recording to 

check the details or clarify the answer. The disadvantage is that data storage 

may cause the interviewees to worry about privacy disclosure. The design of 

the questions in the interviews was guided by the principles of human-

centered explainable system designing by Mueller et al. (2021). The details of 

how the semi-structured interview was conducted are reported in Paper B. 
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7. CONTRIBUTIONS 

This thesis has made substantial contributions to AI, explainable AI, and 

human-computer interaction through the discussions about how to answer Q1, 

Q2, and Q3. Especially, some significant research findings can guide AI 

developers in designing AI that users can understand. Additionally, 

discussions on research limitations and shortcomings, as well as prospects for 

future research, can also navigate further research on explainable and human-

centered AI. Both the author of this thesis and other researchers in the field 

can benefit from it. 

Paper A: Towards Trustworthy and Understandable AI: Unraveling 

Explainability Strategies on Simplifying Algorithms, Appropriate 

Information Disclosure, and High-level Collaboration 

This literature review aims to explore how to overcome the challenges of 

strategic explainability through simplifying algorithms, appropriate 

information disclosure, and high-level collaboration, thereby offering future 

research direction for building AI systems that are trustworthy and 

understandable to users. The main contributions are the following: 

Three dimensions on explainability: The construction of three dimensions is a 

conceptually thematic interpretation of strategic explanations, guiding AI 

developers and researchers in thinking about how to build understandable and 

trustworthy AI. The construction of three dimensions is primarily based on 

the discussion of three types of opacity by Burrell (2016), Pasquale's (2015) 

exploration of the reasons for the black box issue from the perspective of 

protecting business secrets, as well as discussions by Ansgar et al. (2017) and 

Prahalad and Ramaswamy (2004) on user participation and value co-creation. 

The work of these predecessors has illuminated the path for this study, and in 

turn, this study also complements their work, more importantly, providing a 

theoretical framework that can be drawn upon for future research. The 

dimension of simplifying algorithm can help AI developers think about the 

gap between human understanding and the impossibility of understanding 

complex algorithms such as neural networks. At the same time, simplifying 

algorithm also effectively addresses Burrell's (2016) concerns about the 

opacity of algorithms. Pasquale (2015) argued that businesses will prevent 

information disclosure of algorithms due to the protection of their secrets. 

The introduction of the dimension of appropriate information disclosure can 

prompt AI developers to consider how to balance informing the public and 

protecting business interests from multiple perspectives. High-level 
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collaboration can lead stakeholders in the AI environment to delve into how 

to build an understandable AI environment through collaboration, 

participation, and interaction. Importantly, the combined different 

explainability strategies based on these three dimensions can be seen as an 

effective implementation of explainable approaches in future real-world 

environments. 

Face the challenges of explainability: Explanatory approaches in AI face 

challenges in terms of reliability, comprehensibility, trust calibration, and 

BDI (Belief, Desire, and Intention). Some approaches, while effective, can 

yield different and even contradictory explanations across datasets. For 

instance, visualization methods may be fragile, producing diverse 

explanations with slight data perturbations (Ghorbani et al., 2019). Unreliable 

explanations pose a risk of user trust erosion. Comprehensibility challenges 

stem from cognitive limitations (Durán & Jongsma, 2021) or epistemic 

absence (Zednik, 2021). Opacity arises when an AI system fails to provide all 

epistemically relevant elements for understanding the input-output 

transformation (Humphreys, 2009), leaving users, especially non-technical 

ones, with a superficial grasp of AI processes. Existing explanatory methods 

may not adequately address cognitive and epistemic opacity for all 

stakeholders. Trust calibration, vital for appropriate AI utilization, concerns 

the alignment of trust with automation capability (Lee & See, 2004). Over-

trust occurs when trust exceeds AI capability, while distrust arises when trust 

falls short. Despite studies indicating that explanations can enhance trust, 

there's a lack of clarity on how they contribute to trust calibration (Naiseh et 

al., 2021). Research in this area is scarce, leaving questions about the 

nuanced relationship between trust, explanations, and AI capability 

unanswered. BDI forms the foundation of trust construction. Explanations 

provide information, but their role in shaping beliefs and advancing trust 

generation is understudied. Most current explanatory methods focus on 

reactive, non-intentional systems, explaining single decisions based on 

features and parameters rather than delving into the agent's beliefs and 

desires (Dazeley et al., 2021). Achieving "social explanation" (p.11), which 

encompasses higher-level interpretations involving beliefs and consciousness, 

remains a challenge unaddressed by current methods. 

The existing emphasis on debugging parameters and visualizing model 

outputs, while crucial, neglects socio-technical challenges. Explainability 

strategies should extend beyond addressing black-box issues to encompass 

user-centric elements such as reliability, trust, comprehensibility, and belief. 

The current literature lacks sufficient research on constructing explainability 

strategies tailored to user understanding. Proposing three dimensions—
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simplifying algorithms, appropriate information disclosure, and high-level 

collaboration (Table 1)—can enhance user comprehension of AI decisions. 

While the efficacy of simplifying algorithms for reliability is yet to be fully 

confirmed, a promising research direction involves providing verifiable 

explanations through semantic, local, and global explanations. This approach 

empowers users to assess system decisions' reliability. Appropriate 

information disclosure enhances transparency, aiding users in understanding 

AI's internal mechanisms and decision criteria, and fostering trust calibration. 

High-level collaboration facilitates interactions, allowing stakeholders to 

collectively explore and validate the decision-making process, addressing 

reliability and comprehensibility challenges. Additionally, collaborative 

efforts help unveil the system's beliefs, desires, and intentions, promoting 

shared understanding and calibration of system behavior, particularly in the 

context of the BDI challenge 

Paper B: An Empirical Investigation in High-stakes Areas: User-based AI 

Explainability Development Principles  

This study emphasizes the importance of users comprehending AI decision-

making and cultivating appropriate trust, particularly in high-stakes domains. 

To achieve this, the research adopts a focused approach, conducting semi-

structured interviews with AI users across four critical sectors: banking, 

education, healthcare, and justice. The objective is to gain insights into users' 

requirements, satisfaction levels, and perspectives regarding the 

explainability of AI within their workflow. The findings from this 

investigation are intended to offer valuable guidance to AI developers, aiding 

them in designing systems that are both trustworthy and understandable for 

users, especially in high-stakes contexts. The main contributions are the 

following: 

Three stages of explainability: To address C3 and answer Q3, user needs 

from the above three stages (see section 1.3.2) can help AI developers build 

user-based explainability principles. According to these principles, AI 

developers can try to think about how to build AI that users can understand. 

These principles are shown in Table 2 (Paper B). 

Table 2. The explainability of AI design principles based on user needs, 
satisfaction, and perspectives 

Three stages of 

explainability 
Principles 

Users' needs, satisfaction, and 

perspectives 
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Conceptualization 

Pre-explanations  

Pre-explanations should be provided by 

AI developers or suppliers before AI is 

embedded in the workflow 

Users’ practices and 

behaviors 

Before designing AI, developers should 

have a deep understanding of users' work 

practices and behavior using digital tools 

Construction 

Comparison, validation, 

and auxiliary tools 

Users tend to use the repeated 

verification and comparison of historical 

data and results to verify the accuracy of 

AI. Developers should consider AI 

decision-making as an auxiliary tool 

rather than a fully automated final 

decision that instead users. 

Direct or indirect 

participation 

For better understanding, developers 

should consider allowing users to directly 

or indirectly participate in the 

development process of AI 

Explain training data 

and results in effective 

ways 

Developers should be responsible for 

explaining the composition of training 

data and the results of the model. Such 

explanations should be based on the 

actual work situation and process of 

users. 

Provide personalized 

explainability 

approaches for different 

scenarios 

Developers should design AI based on 

user needs, workflows, and best practices 

for understanding AI decisions 

Measurement 

Long-term verification 

in practice 

Whether explanations of AI decision-

making can increase trust requires long-

term verification in practice.  

Meeting users’ roles 

Allowing users to play various roles in 

evaluating explainability and continuous 

improvement, such as feedback provider, 

beneficiary, bridge, leader, and co-

creator, can increase users' trust in the AI 

systems. 

Factors of trust or 

distrust 

It is crucial to determine the trust and 

distrust factors of AI systems based on 

user-specific work practices for 

designing trustworthy AI. 

 

In the conceptualization stage, AI developers should make the AI system 

clear and understandable, facilitating its use by non-experts. This can 

enhance the perceived ease of use and usefulness (Eze et al., 2021). As 
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shown in Table 2, this involves providing instructions about AI before 

integrating AI and understanding users' work practices and behaviors in key 

domains. Informing users about the benefits of AI in their work (Bölen, 2020) 

and making them feel an enjoyable perception of using the system (Ashfaq et 

al., 2020) will increase their willingness and positive attitude toward using 

the system. In the construction stage, based on Table 2, AI should be a tool 

for users during development rather than a fully auto-decision-maker. Users 

need functionality to validate AI results based on data, allowing the system to 

comply with legal and ethical constraints discussed by Arrieta et al. (2020). 

Transparency in training data is crucial, and explanations should be relevant 

to real-world situations. Additionally, developers should encourage user 

participation (Ansgar et al., 2017) and customize AI systems to meet the 

diverse needs of different users, as the knowledge structures of different users 

vary (Mohseni et al., 2021). In the measurement stage, evaluation involves 

testing the interpretability of AI systems in real-world scenarios for non-

experts. Users can use their domain-specific knowledge and background to 

assess the adequacy of these explanations in practical situations (Szymanski 

et al., 2021). This assessment requires continuous long-term monitoring. 

Users need to understand their roles so that they can provide feedback at 

different levels and categories to address unexpected, adverse, and biased 

effects of decisions (Barocas et al., 2017). AI developers should refine the 

system based on user feedback and practical experience. Additionally, AI 

developers need to understand factors influencing trust during the system's 

operation to ensure its sustainability. 

Automation-Trust Calibration, Resolution, and Specificity: Since there is 

always a gap between humans' understanding of automation and its actual 

capability, a deficiency in human's lack of objective assessment of 

automation capability can only be remedied with trust (Blomqvist, 1997). 

Thus, research on the relationship between user trust and automation 

capabilities is crucial. Research on the user trust and automation capabilities 

relationship, termed automation-trust calibration (Muir, 1987). The 

automation-trust resolution has been described as the correspondence 

between trust and automation capabilities (Cohen et al., 1998). About 

functional and temporal specificity (Lee & See, 2004), high functional 

specificity corresponds to trust in subfunctions, while low specificity extends 

to the entire system. High temporal specificity aligns trust with immediate 

fluctuations, while low specificity matches long-term changes. Optimal 

calibration, resolution, and specificity will mitigate underuse and overuse of 

automation (Lee & See, 2004). In this study, the explainability based on user 

needs, satisfaction, and perspectives (Table 2) can connect to automation 

trust calibration, resolution, and specificity (Table 3). This can provide 
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researchers with a broad perspective on how to conduct research in user-

based trust-automation. Although the applicability of these principles that 

contribute to improving trust-automation needs to be further validated in 

practice, at least they guide the direction of future research. 

Table 3. Design principles and automation-trust calibration, resolution, and 
specificity. The √ represents the three elements of automation-trust and their 
correlation with corresponding principles. 

Three stages of 

explainability 
Principles Calibration Resolution Specificity 

Conceptualization 

Pre-explanations √   

Users’ practices and 

behaviors 
√   

Construction 

Comparison, 

validation, and 

auxiliary tools 

√   

Direct or indirect 

participation 
√   

Explain training data 

and results in 

effective ways 

 √  

Provide personalized 

explainability 

approaches for 

different scenarios 

  √ 

Measurement 

Long-term 

verification in 

practice 

  √ 

Meeting users’ roles √  √ 

Factors of trust or 

distrust 
√ √  
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8. THE FUTURE WORK 

A brief review of this thesis shows that by analyzing the nature of 

transparency and interpretability, we have built strategic explainability in 

three dimensions, and investigated user needs in three stages. The purpose is 

to discuss how to build AI that users can understand. Although we discussed 

trustworthy AI in Paper B through user-based principles and the relationship 

between trust automation, this thesis did not delve too much into how to build 

trustworthy AI after building understandable AI. The main direction of future 

research should be based on the user-based explainability principles and trust 

automation discussed in this thesis, to elaborate on how to construct 

trustworthy AI. 

People will have inappropriate trust in and improper use of AI in various 

environments. The four terms often involve in the interaction between 

humans and automation, "use, misuse, disuse, and abuse" (Parasuraman & 

Riley, 1997). Disuse results from distrust (Grigsby, 2018) and under-trust 

(Parasuraman & Riley, 1997; Okamura & Yamada, 2020). People do not trust 

machines that they do not understand (Burrell, 2016), and such machine-

generated prediction (Azodi, et al., 2020). In other words, if AI users cannot 

explain AI’s results, they will abandon the use of it (Strohm et al., 2020). The 

risk of algorithms and their systematic bias may also lead to distrust (Green, 

2020), which may trigger people to re-evaluate the use of algorithms. 

Meanwhile, over-trust results in misuse (Madhavan & Wiegmann, 2007; 

Bahner et al., 2008; Wagner et al., 2018; Okamura & Yamada, 2020). Many 

users are insensitive to the reliability of automation. They may misuse a 

system by over-relying on it, which comes from over-trusting the system and 

causing users to accept the system's recommendations and ignore their 

correctness (Bussone et al., 2015). In this case, users may trust systems more 

than trust themselves (Madhavan & Wiegmann, 2007). 

Some examples show people's distrust and under-trust in AI. In the medical 

field, radiologists without an understanding of AI and related techniques 

become sceptical about the results produced by the algorithms (Strohm et al., 

2020). "If the result of an algorithm cannot be explained by the physician to 

the patient, the algorithm must not be used, not even as a second opinion" 

(Ursin et al., 2022, p.146), which may eventually lead radiologists to abandon 

the use of AI (Strohm et al., 2020). In judicial trials, AI's risk score of 

specific cases cannot be transmitted to the judge in a transparent way, which 

leads to the judge's not understanding of AI decisions (Stevenson & Slobogin, 

2018). For example, why AI shows that young people have a potentially 



Unraveling The Black Box 

34 

higher risk than others (Stevenson & Slobogin, 2018), and blacks are at 

higher risk of becoming recidivists (Barenstein, 2019; Larson, 2016). Judges 

may, therefore, generate less trust in the decisions of AI. Wagner et al. (2018) 

used two examples to explain over-trust. One example is that people follow 

the instructions of robots during an emergency evacuation without any 

questions because most people think robots know how to evacuate more than 

people do. Another example is that some people use autonomous driving 

instead of driving a car manually. These two examples reflect the possible 

risks caused by over-trust, that is, unsuccessful evacuation and car accidents. 

Wagner et al. thought that people might accept the risks they cannot usually 

tolerate (e.g., unsuccessful evacuation and car accidents) because they treat 

the intentions of robots or autopilots as developers' while ignoring possible 

mechanical failures. 

By reviewing the previous discussion once again, in paper A, we emphasize 

the construction strategy explanation around three dimensions. These 

solutions not only involve algorithms and business information but also 

involve interactions between other stakeholders in the same AI environment. 

The purpose of these strategies is to build understandable AI; In paper B, we 

discussed how user-based AI design principles affect trust-automation. Based 

on these discussions, we can try to imagine how to incorporate interpretive 

strategies into these user-based AI design principles, thereby advancing 

understandable AI (Figure 1) towards trustworthy AI. For example, referring 

to the "Pre-explanations" principle (Table 2), developers should consider how 

to implement "Professional explanation", "Legal explanation", and "AI 

supplier explanation" (Table 1) to calibrate trust before embedding AI 

systems into work practice (Table 3); Similarly, referring to "Meeting users' 

roles" (Table 2), how developers should strengthen "Human-human 

collaboration" or "Human-machine collaboration" (Table 1) to achieve 

regulation of calibration and specificity (Table 3). 

The above discussion can serve as the starting point for our next research. 

This starting point can guide the future work on "trustworthy AI" as an 

extension of "understandable AI." In addition to verifying our research 

findings of this thesis in real environments and conducting broader user 

surveys (see more details in Paper A and B), we will advance our research on 

trustworthy AI and make continuous contributions to this field. 
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9. CONCLUSION 

The ubiquity of AI in our society brings forth both opportunities and 

challenges, with the black-box issue standing as a significant hurdle in 

realizing the full potential of artificial intelligence. As AI becomes 

increasingly integrated into various facets of our lives, especially in critical 

domains like healthcare and the judiciary, the lack of transparency and 

interpretability poses risks to privacy, responsibility, and justice. The opaque 

nature of AI decision-making processes hinders users, particularly those 

without technical backgrounds, from understanding the reasons behind the 

recommendations or decisions made by AI systems. The black-box issue 

stems from the relentless pursuit of algorithmic performance, which, while 

enhancing accuracy, results in increased complexity. As algorithms become 

more sophisticated, explaining the intricacies of their decision-making 

processes becomes challenging even for developers. The consequences of 

blindly trusting these opaque decisions are particularly dire in fields where 

decisions hold high stakes. Researchers have proposed various solutions to 

address the black-box issue, ranging from technical enhancements in 

algorithm transparency and interpretability to Explainable AI (XAI) 

approaches. While these efforts contribute valuable insights, they fall short in 

providing comprehensive and universally applicable solutions. Technical 

solutions may be effective for developers but often lack practicality for end-

users, such as doctors and judges. XAI approaches, while promising, face 

limitations in specific scenarios and require careful consideration of diverse 

factors like data sources, algorithms, and user needs. 

This research embarked on a critical exploration of how to design AI systems 

that users can understand, navigating through three key challenges (C1, C2, 

and C3). The first challenge emphasizes the need to balance transparency and 

interpretability, shedding light on the relationship between the two and their 

collective role in building trustworthy AI. The second challenge delves into 

strategic explanations, emphasizing the importance of developing methods 

that cater to users rather than solely focusing on the convenience of 

developers. The third challenge underscores the paucity of user-based 

research, calling for a human-centered perspective in AI development that 

prioritizes understanding user requirements, experiences, and perspectives. 

To address these challenges, the research formulated three pivotal questions 

(Q1, Q2, and Q3). Through a series of discussions, investigations, and user 

interviews, this research seeks to provide insights into these questions and 

offer principled guidance for AI developers. 
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This thesis explored transparency and interpretability in-depth, elucidating 

the objectivity of transparency and the subjectivity of interpretability. Paper 

A extensively reviewed existing strategies for explainability, revealing a 

predominant focus on simplifying algorithms to provide explanations, while 

placing less emphasis on appropriate information disclosure and fostering 

high-level collaboration. This underscores the urgent necessity to enhance 

research efforts in these dimensions. While practical validation is crucial for 

addressing challenges like reliability, comprehensibility, calibration, and BDI, 

a judicious integration of simplifying algorithms, appropriate information 

disclosure, and high-level collaboration should guide the development of 

explainability strategies. Although strategic explanations have enormous 

potential for improving transparency in AI decision-making, their 

implementation faces numerous limitations, necessitating further exploration 

and validation in real-world settings. Nevertheless, these challenges serve as 

guideposts for researchers, outlining the next steps in advancing AI 

explainability strategies. Future research on user-centered explainability 

should prioritize user feedback on system understanding, explore how AI 

suppliers can offer relevant information, concentrate on interactive AI 

development involving professionals and users, and tailor explanations to 

diverse user needs. Paper B, based on interviews with nine non-technical 

professionals in high-stakes areas, formulated key principles for AI 

explainability development. These principles guide developers in creating 

reliable and comprehensible AI systems, especially in critical domains, with 

the potential to enhance automation-trust facets: calibration, resolution, and 

specificity. Effective calibration, high resolution, and specificity can address 

issues of underuse and overuse of AI. However, practical implementation 

presents challenges for AI developers, including heightened system 

complexity and resource optimization. Limitations in research methods and 

data volume in Paper B underscore the need for extensive future work, such 

as broader user surveys and domain extension. Despite being grounded in 

empirical evidence, validating these key principles in real-world contexts and 

assessing their efficacy in achieving understandable and trustworthy AI 

demand further exploration, marking a crucial direction for future studies. 

In essence, the research underscores the necessity of a multidimensional 

approach that combines technical advancements with human-centered 

perspectives. It advocates for AI systems that not only meet the demands of 

algorithmic performance but also prioritize user understanding, satisfaction, 

and trust. By addressing these challenges and questions, this research 

contributes to the ongoing dialogue on creating AI systems that align with the 

values and needs of the users they serve, fostering a future where AI is not 

just powerful but also transparent, interpretable, and accountable. 
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Abstract 

Human-centered artificial intelligence (AI) has garnered significant attention. 

Explainability strategies based on the concept of explainable AI (XAI) are 

comprehensive sets of techniques and principles that help users establish 

understandable and trustworthy AI systems. However, existing explainability 

strategies still face numerous challenges in enabling users to understand AI 

system decisions better. This literature review aims to explore how to 

overcome these challenges through simplified algorithms, appropriate 

information disclosure, and high-level collaboration, thereby offering future 

research direction for building AI systems that are trustworthy and 

understandable to users. 

Keywords: Explainability strategy, Simplifying algorithm, Appropriate 

information disclosure, High-level collaboration, XAI 
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1. Introduction 

AI systems are becoming increasingly opaque due to the complexity of 

modern machine learning algorithms, the use of large datasets, and the 

demands of high-stakes applications. One example is the increasing use of 

deep learning algorithms based on complex neural networks with many 

layers. These networks can be trained on massive datasets and have millions 

or even billions of parameters, making it difficult, if not impossible, to 

understand how the models make decisions or predictions. As a result, these 

models can become "black boxes" that are opaque to human understanding 

(Goodman & Flaxman, 2016). Moreover, as machine learning models are 

trained on more extensive and diverse datasets, it can become more difficult 

to trace the decisions made by the models back to the underlying data 

(Burrell, 2016). Finally, some AI systems are designed to learn and evolve, 

making them difficult to interpret or predict. As these systems continue to 

learn and adapt, they may become increasingly opaque, making it difficult to 

understand how they make decisions or why they behave in specific ways 

(Kleinberg et al., 2018). AI systems are increasingly used in high-stakes 

applications, such as healthcare and criminal justice, where the decisions 

made by AI systems can have significant consequences for individuals and 

society. Because the majority of users of artificial intelligence systems do not 

have a technical background (Liang et al., 2021), there is an increasing 

demand for transparency and accountability of artificial intelligence systems, 

as well as the ability to interpret decision-making methods (Selbst et al., 

2019). 

XAI (Explainable AI) is a widely discussed set of goals and techniques to 

establish AI that is easy for humans to understand (Arrieta et al., 2020; 

Gunning et al., 2019). Researchers have developed many explainability 

methods, approaches, and frameworks based on XAI (Dazeley et al., 2021; 

Markus et al., 2021; Naiseh et al., 2023; Sperrle et al., 2020), to help users 

better understand how systems operate and make decisions. However, in 

most practices, deploying these explainability strategies focuses on engineers 

and developers rather than end-users (Bhatt et al., 2020). Therefore, it is 

necessary to study how to establish strategies that enable users to understand 

AI system decisions better. 

This article examines and synthesizes existing literature on explainability 

strategies using three key dimensions for XAI as a lens. These three 

dimensions can provide developers and scholars with a comprehensive and 

broad perspective on how to construct explainability strategies, thereby 

helping users better understand AI decisions. The first dimension is 
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simplifying algorithms without reducing decision criteria (Mittelstadt et al., 

2019). "If the machine learning algorithm is based on a complicated neural 

network or a genetic algorithm produced by directed evolution, then it may 

prove nearly impossible to understand why" (Bostrom & Yudkowsky, 2018,  

p.1). The amount of information humans can understand, and the process is 

limited (Miller, 1956), so transforming complex algorithms into a simpler 

form may make them easier to understand. The second dimension involves 

appropriate information disclosure. Considering business secrets, complete 

disclosure of algorithm code may not be acceptable, but disclosing certain 

key information, such as summary results and benchmarks, will more 

effectively communicate algorithm performance to the public (Diakopoulos, 

2016). The information asymmetry between AI companies and ordinary users 

can lead to algorithm opacity and accountability issues (Lepri et al., 2018); 

Therefore, it is necessary to increase users' understanding of algorithms 

through appropriate information disclosure. The third dimension concerns 

high-level collaboration between humans and AI. Participation in interactive 

machine learning can increase users' understanding of AI algorithms and 

promote coupling between humans and machines (Amershi et al., 2014). 

Explanation can be understood as a social process that emphasizes the 

importance of dialogue (Weld & Bansal, 2019), which means that effective 

communication and collaboration among different stakeholders in the AI 

environment can increase their understanding of AI. 

By reviewing the relevant literature, this article aims to answer the following 

question: How can existing explainability strategies help users better 

understand artificial intelligence decisions through these three dimensions, 

simplifying algorithms, appropriate information disclosure, and high-level 

collaboration? 

In answering this question, this article will have made the following four 

contributions: Firstly, a valuable literature review will be provided for the 

study of explainability strategies. Secondly, by reviewing existing 

explainability strategies, this article can reveal what contributions existing 

strategies have made in these three dimensions. Thirdly, this article also 

discusses some limitations of implementing existing explainability strategies 

in real-world environments and emphasizes the importance of validating 

these strategies. Finally, this article provides AI designers and developers 

with research direction for constructing explainability strategies user-

centered in the future. 

2. Background 
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2.1 The challenges of explanation 

Although there are many techniques and methods to establish explainable AI, 

they may still not be able to provide users with an understandable and 

trustworthy AI system, as they still face challenges such as reliability, 

comprehensibility, calibration, and BDI (belief, desire, and intention) (Table 

1). 

Table 1. The challenges of explanations 

Challenge Explanation 

Reliability Explanations may not be trustworthy. 

 

Comprehensibility Cognitive limitation or epistemic absence.  
 

 

Calibration No calibration of trust and AI's capabilities. 
 

 

BDI (belief, desire, 

and intention) 

Explanations are based on features and 

parameters, not beliefs, desires, and 

intentions (BDI). 

 

 
 

Reliability. There are many alternative explanatory methods and techniques, 

but some of them have defects that may lead to a lack of trust. For example, 

although LIME (Local Interpretable Model-agnostic Explanations) is widely 

used in many scenarios, such an explanatory method based on local 

approximation can only capture the local characteristics of a model but 

cannot explain its global decision-making behavior (van der Linden et al., 

2019). Moreover, LIME is unable to explain the impact of the relationship 

between the features of specific instances on decision-making. Although 

Shapley is a good method, especially when it is applied to the development of 

the SHAP (SHapley Additive exPlanations) (Lundberg & Lee, 2017), in a 

comparative study of LIME and SHAP, their explanations differed in several 

defect prediction data sets (Roy et al., 2022). Different and even 

contradictory explanations might lead to potential risks. Visualization 

methods can be fragile. A study by Ghorbani et al. (2019) shows that adding 

perturbation to the original data can produce completely different 

explanations without changing the prediction of the model. To a user, such 

unreliable explanations may also lead to a loss of trust. 
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Comprehensibility. Compared to transparency, opacity is a cognitive 

limitation (Durán & Jongsma, 2021) or epistemic absence (Zednik, 2021), 

which may be caused either by features of AI algorithms and the scale 

required to successfully apply them (Burrell, 2016). Also, opacity may occur 

because of the inability to determine the reliability of artificial intelligence or 

the lack of reason to believe in the results of them (Durán & Jongsma, 2021). 

Cognitive limitation and epistemic absence may be based on epistemic 

situations (time, status, or process), because: 

Here a process is epistemically opaque relative to a cognitive agent X at time t just 

in case X does not know at t all of the epistemically relevant elements of the process. 

A process is essentially epistemically opaque to X if and only if it is impossible, 

given the nature of X, for X to know all of the epistemically relevant elements of the 

process (Humphreys, 2009, p.218). 

Epistemically relevant elements can be understood as "a step in the process of 

transforming inputs to outputs, or as a momentary state transition within the 

system’s overall evolution over time" (Zednik, 2021, p.269). Thus, the 

opacity is actually that an AI system does not provide enough epistemically 

relevant elements to agent X at time t so agent X is not fully aware of how 

input-output is transformed and how overall transition happens with the AI 

system. Existing explanatory methods may not provide the full range of 

epistemically relevant elements for all agents, rather they merely provide 

some approaches to understanding AI for a few stakeholders, such as AI 

developers and algorithm engineers. For most agents and stakeholders, such 

as the non-technical end-users (Jin et al., 2021), the explanations can only 

make AI less complex, while not fundamentally addressing cognitive and 

epistemic opacity. 

Calibration. Trust calibration is the relationship between trust and 

automation capability (Lee & See, 2004). Over-trust arises when trust is 

higher than the capability of AI, and distrust will happen when it is lower 

than the capability of AI. When trust matches the capability of AI, it appears 

on the diagonal (Lee & See, 2004, p.55). Therefore, calibrated trust can help 

users use AI’s capabilities properly. Although some studies have provided 

some evidence about how explanations can help improve trust in AI systems 

(Jacobs et al., 2021; Naiseh et al., 2021; Yin et al., 2019; Zhang et al., 2020), 

and other studies show that explanations will, in turn, promote users' over-

reliance on AI (Bussone et al., 2015; Jacobs et al., 2021; Naiseh et al., 2023), 

it is unclear how the explanations support trust calibration (Naiseh et al., 

2021). Research on how explanations help to calibrate the corresponding 

relationship between trust and AI capability is still very scarce. 
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BDI (belief, desire, and intention). According to the statements of Lee and 

See  (Lee & See, 2004), Ajzen and Fishbein (1980) developed a framework 

for the definition and construction of trust. In this framework, trust is an 

attitude, while reliance is a behavior. Available information and personal 

experience can affect the establishment of beliefs. Beliefs and perceptions 

also affect attitudes. Attitude determines the generation of intention, and 

behavior is based on intention. Explanations can provide recipients with 

information that can be leveraged (e.g., rule extraction by limes, Shapley 

values for different features, and visualization), and recipients of 

interpretations can also utilize different levels of personal experience (e.g., 

knowledge, expertise, and cognition) to process this information. However, 

how such information and human experience construct beliefs and further 

advance the generation of trust is seldom addressed by explanatory methods. 

According to Dazeley et al. (2021), at present, most of the widely used 

explanatory methods are at a low level - "purely reactive non-intentional 

systems" (p.8), and their focus is on explaining a single decision based on 

features and parameters, not "agent’s current internal disposition…such as 

belief and/or desires" (p.9). However, explanations based on decoding beliefs 

and consciousness need to achieve "social explanation" (p.11) - a higher level 

of explanation paradigm. The "social explanation" will provide 

understandable explanations, such as "Why change the meeting time?" and 

"If I want to raise, how do you plan to play?", which are the scope that the 

current existing explanatory methods cannot reach out. 

In the current research, most techniques and methods in explainability 

strategies aim to debug parameters, such as a heat map for the results of 

Convolutional Neural Networks (CNN), rather than consider the 

requirements of the users (Miller et al., 2017). The focus of explainability 

strategies should be extended to how to deal with socio-technical challenges. 

Such challenges should not only involve overcoming the no-transparency and 

un-interpretability of black-boxes, but also provide cognitive elements for 

users and other stakeholders, such as reliability, trust, comprehensibility, and 

belief. Compared to a large amount of literature on the development and 

discussion of artificial intelligence (AI) technology and explainable AI (XAI), 

there is still a significant lack of research aimed at building explainability 

strategies to help users better understand AI decisions. Therefore, we propose 

three dimensions for constructing explainability strategies to increase user 

understanding: simplifying algorithms, appropriate information disclosure, 

and high-level collaboration. 

2.2 Three dimensions for better understanding 
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Simplifying algorithms. Burrell (2016) thought the opacity of AI systems is 

due to the expertise in writing algorithms, which is generally not available to 

the public. She emphasized that the language of algorithm writing is very 

different from human language, so the algorithm needs to be explained before 

it can be understood by most people. A typical example of this opacity is the 

complexity of deep learning and the low causal inference. Models based on 

deep learning cannot be easily interpreted. Deep learning is built on relevance 

rather than causality because "deep learning learns complex correlations 

between input and output features, but with no inherent representation of 

causality." (Marcus, 2018, p.12). This can prevent people from understanding 

how input produces output. For example, "in the case of DNNs, it may not be 

possible to understand the determination of output." (Topol, 2019, p.51). This 

creates opacity. Besides, because deep learning uses a non-linear structure, 

deep learning is presented in the form of a black box, that is, deep learning 

does not explain what makes the model conclude (Samek et al., 2017). 

Likewise, the massive number of parameters of the deep learning system 

makes it difficult for even developers to annotate a complex neural network 

in an explainable way (Marcus, 2018). Therefore, AI designers and 

developers should provide some methods to simplify algorithms, so that users 

can interpret the mechanism and principle of complex algorithms simply. 

Appropriate information disclosure. For one thing, Pasquale (2015) discussed 

the black box problem in various algorithms. He divided the strategies to 

keep the black box closed into three categories: real secrecy, legal secrecy, 

and obfuscation. These strategies describe disclosure insufficiency of 

information from the perspective that firms protect their business secrets and 

competitive advantages (Burrell, 2016). Due to insufficient information 

disclosure, users may not be able to grasp the true information of the system, 

such as the source of data or the probability of errors. Additionally, Grether et 

al.  (1985) thought that the intention of corporations to increase competitive 

advantage and public trust through information disclosure often leads to 

information disclosure overload, namely, a type of behavior by which 

information is excessively disclosed. Due to disclosure overload, the public 

will fail to find information that benefits them because they cannot retrieve 

and extract the needed knowledge from a large amount of information 

(Nelson, 1994); The public will fall into boredom and anxiety because they 

spend more time than what is available to them, which can lead to a distance 

from their goal (Klapp, 1986). Therefore, AI development companies should 

provide appropriate information disclosure methods and legal regulatory 

solutions for black-box artificial intelligence systems, so that users have a 

sufficient and correct understanding of the system's mechanisms. 
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High-level collaboration. Legal scholars, social scientists, domain experts, 

and computer scientists should strengthen their partnerships and engage users 

and the public in discussions with experts on algorithms (Burrell, 2016). 

Companies must interact with consumers to reduce opacity when developing 

their products (Prahalad & Ramaswamy, 2004), and achieving responsible 

technology design, development, and use requires stakeholder involvement 

throughout the process (Ansgar et al., 2017). Low collaboration increases the 

opacity of products. This interaction can be understood as value co-creation 

because consumers trust the products that they create jointly with product 

developers (Prahalad & Ramaswamy, 2004). An example from the research 

of Prahalad and Ramaswamy is that patients were more willing to follow the 

treatment plan they had made with their doctors. In other words, as a product, 

if an AI system is produced in a low collaboration and co-creation 

environment, it may be a black-box product for users. Therefore, to generate 

appropriate understanding and trust in artificial intelligence systems, AI 

development should emphasize collaboration, including human-human and 

human-machine, and provide opportunities for stakeholders to participate in 

the development process, especially between non-professional users and 

professionals. 

3. Methodology 

3.1 Literature review and a concept-centric approach 

The method of literature review applied in this article draws on eight-step 

systematic review guidance (Okoli & Schabram, 2010). I have also 

incorporated the concept-centric approach of Webster and Watson (2002). 

The eight-step review guide is adopted because it can provide a 

methodological way to collate the literature and express the connotation of a 

literature review clearly and objectively. Meanwhile, a concept-centric 

approach can help me better present the literature in a concise, logical 

statement and support me with a data basis for subsequent analyses. The 

description of these eight steps is shown in Table 2. 

Table 2. Eight-step for the literature review 

Step Content 

Step 1 Describe the purpose of the review 

Step 2 Establish screening rules 
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Step 3 Preliminary literature screening 

Step 4 Further literature screening 

Step 5 Determine the final literature for review 

Step 6 Literature extraction and preservation 

Step 7 Data synthesis and topics determination 

Step 8 Write the review report 

 

3.2 Eight-step for the literature review 

Step 1: Review Purpose. The purpose of this literature review is to sort out 

explainability strategies for AI systems, and then discuss how existing 

explainability strategies can help users better understand artificial intelligence 

decisions through these three dimensions. 

Step 2: Protocol. I established a keyword-based search protocol to retrieve 

relevant literature (Appendix A.1). These keywords are searched in titles, 

abstracts, and keywords to expand coverage. These keywords include 

‘explainable strategy’ , ‘ interpretable strategy’ , ‘explainability’ , 

‘interpretability’, and so on. At the same time, to increase accuracy in the 

search results, I limited results to journals and conference papers. The 

purpose of screening journals and conference papers separately is to 

maximize the sample size and inclusion of retrieval. The literature search 

period is five years (2019-2023), and the language of the literature is English. 

After the preliminary search results, I will further determine the literature that 

needs to be reviewed based on the correlation between the literature and the 

topic through reading. 

Step 3: Search for literature. I queried the Scopus database. Scopus includes 

web tools for keyword retrieval. Through the initial search process, a total of 

1057 papers in journals and 1390 in conferences were retrieved. According to 

Rowe (2014), comprehensive coverage in the review is not reasonable. 

"Comprehensiveness can also mean sensemaking, which is also important, 

especially when a review aims at understanding and viewing a landscape of 

the accumulated knowledge more cohesively but without exploring all its 

details and thus does not require completeness in the paper's collection." 

(p.246). Therefore, I identified the top 100 most cited papers in journals and 
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50 in conferences as preliminary search results (see Appendix A.2). This 

selection was made to consider the contributions, breadth of application, and 

impact of the explainability strategies involved in the highly cited literature 

within this research field. Moreover, the analysis of these literature findings 

can provide valuable perspective for a broader range of research areas 

focusing on explainability strategies. 

Step 4: Practical Screening. By reading the title and abstract, some literature 

on specific topics have been excluded, such as literature reviews on XAI and 

literature unrelated to research topics. I selected 73 papers in journals and 18 

in conferences (Appendix A.3). The screening criteria are 1) Papers with a 

focus on concepts, ideas, and principles for constructing explainability 

strategies; 2) Papers focusing on the application of explainability strategies in 

different scenarios. 

Step 5: Quality Screening. After further reading the content of the papers, I 

ultimately excluded 48 out of 73 journal papers and 6 out of 18 conference 

papers. These papers were excluded because they either discussed a review of 

existing methods without strategy construction, the application of existing 

XAI technology in a specific field, or are unrelated to my focus and the 

research question. Therefore, I retained 25 journal papers and 12 conference 

papers (Appendix A.4) for further analysis and discussion. 

Step 6: Data Extraction. After carefully reading the paper and evaluating its 

relevance to my review purpose, I extracted data related to the review 

purpose and kept them in an Excel table. 

Step 7: Data Synthesis. Based on the content of the data I extracted in step 6, 

I divided these 37 papers into three categories based on three dimensions: 

simplifying algorithms, appropriate information disclosure, and high-level 

collaboration. Some papers may appear repeatedly as they involve multiple 

dimensions. Webster and Watson's (2002) concept-centric approach was used 

for further data synthesis. I examined the similarities and differences between 

each paper, resulting in several review topics. The topics I summarized may 

not fully cover all the content covered in the papers. They were selected and 

determined based on my purpose of conducting this review and my concern 

for the parts with the highest correlation to specific dimensions. 

Step 8: Write the review. The final step of the review is to write the review 

report, which mainly includes a ‘report of the review results.’ 

4. Findings 
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Because some papers involve multiple dimensions, out of these 37 papers, 26 

papers involve simplifying algorithms, 4 papers involve appropriate 

information disclosure, and 10 papers involve high-level collaboration. Most 

papers contain explainability strategies related to simplifying algorithms, 

while relatively few papers cover the other two dimensions (Table 3). 

Table 3. Existing explainability strategies on three dimensions and their 
topics 

Three dimensions Author Explainability strategy 

Simplifying algorithm 

Amann et al.  (2020) 

Semantic explanation 

Zerilli et al.  (2019) 

Angelov & Soares  (2020) 

Gao et al.  (2021) 

Garcez et al.  (2019) 

Vassiliades et al. (2021) 

Heinrichs & Eickhoff (2020) 

Ploug & Holm (2020) 

Clark et al. (2020) 

Lim et al. (2021) 

Architecture 

explanation 

Guo (2020) 

Yeom et al. (2021) 

Wang et al. (2019) 

Abdul et al. (2020) 

Kim et al. (2020) 

Lundberg et al. (2020)  
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Panigutti et al. (2020)  

Global explanation and 

local explanation 

Casalicchio et al. (2019) 

Giudici & Raffinetti (2021) 

Shankaranarayana & Runje (2019) 

Holzinger et al. (2019) 

Causal explanation and 

interactive explanation 

Shin (2021) 

Holzinger et al. (2021) 

Holzinger (2021) 

Frye et al. (2019) 

Weitz et al. (2019) 

Appropriate information 

disclosure 

Reyes et al. (2020) 

Professional 

explanation 

Amann et al. (2020) 

Legal explanation 

Buiten (2019) 

Arnold et al. (2019) AI supplier explanation 

High-level collaboration 

De Bruyn et al. (2020) 

Human-machine 

collaboration 

Sachan et al. (2020) 

Liao et al. (2020) 

Feng & Boyd-Graber (2019) 

Ehsan & Riedl (2020) 

Reyes et al. (2020) 



Unraveling The Black Box 

66 

Hong et al. (2020) 

Human-human 

collaboration 

Aizenberg & Van Den Hoven (2020) 

Ribera & Lapedriza García (2019) 

Amann et al. (2020) 

 

4.1 Regarding simplifying algorithm 

4.1.1 Semantic explanation. 

Semantic explanation is the process of understanding the meaning and 

context of language or data within a particular domain. It is an important 

aspect of black box algorithms because it allows us to gain insight into how 

these algorithms are making decisions and predictions. Semantic 

explanations provide a way to shed light on these opaque algorithms by 

analyzing the data inputs and outputs and interpreting results. To facilitate 

people's understanding of algorithm decision-making, focusing on the overall 

prediction of AI is more valuable than analyzing the importance of specific 

features in the algorithm (Angelov & Soares, 2020). This provides us with a 

paradigm for thinking about semantic explanation, thereby shifting our focus 

from traditional feature analysis. Semantic explanations can also be 

implemented by embedding attention maps in specific modules of algorithms 

(Gao et al., 2021), IF-THEN rules (Angelov & Soares, 2020), a more natural 

language rule basis (Clark et al., 2020), intentional stance explanations 

(Zerilli et al., 2019), or constructing logical structures similar to those used in 

neural symbol systems (Garcez et al., 2019). Regarding semantic explanation, 

Vassiliades et al. (2021) focused on using the process of argumentation to 

translate how AI systems make decisions step by step. Although to some 

extent, this approach is similar to embedding discourse elements into 

machine learning algorithms (Heinrichs & Eickhoff, 2020), they all require 

more development examples to answer how they are implemented in practice. 

The key to semantic explanation also lies in a comprehensive review of data, 

biases, performance, and decision-making (Ploug & Holm, 2020), which 

provides people with the opportunity to have a more comprehensive 

understanding of what algorithms do. 

4.1.2 Architecture explanation. 

An overall explainability architecture should encompass both the technical 

aspects of the algorithm and the many factors involved in understanding and 
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interpreting the results. It is important to define the goals of the explainability 

architecture. This may include improving the accuracy and fairness of the 

algorithm, increasing transparency and trust in the decision-making process, 

and providing insights into the algorithm's internal workings. The Temporary 

Fusion Transformer (TFT) model based on attention architecture developed 

by Lim et al. (2021) can analyze the importance of variables, visualize 

persistent temporal relationships, and define significant regime changes. 

Similarly, the framework developed by Kim et al. (2020) for text 

classification also provides a visual approach that is easy for humans to 

understand. Another explainability architecture involves pruning and 

compressing neural networks (Guo, 2020; Yeom et al., 2021) to obtain 

simpler interpretable models. The Cognitive-GAM (COGAM) proposed by 

Abdul et al. (2020) can provide explanations with the required cognitive load 

and accuracy by combining expressive nonlinear generalized additive models 

(GAM) with simpler sparse linear models. AlphaStock based on 

reinforcement learning can construct an interpretable business investment 

strategy and logic (Wang et al., 2019). 

4.1.3 Local and global explanation. 

Local and global explanations are two approaches to interpreting the 

decisions made by black-box AI algorithms. Local explanations focus on 

explaining the decisions made by the model for a specific input or instance. 

These explanations help users understand why a particular decision was made 

by the model for a specific input. Local explanations can be generated using a 

variety of techniques, such as LIME (Local Interpretable Model-Agnostic 

Explanations) or SHAP (SHapley Additive exPlanations), which create 

surrogate models or perturbations to identify the input features that are most 

important for the model's decision. Global explanations aim to provide an 

overview of the model's behavior across the entire dataset or population. 

These explanations help users understand how the model behaves overall and 

identify any patterns or biases in its decisions. By using an automatic encoder 

to modify LIME, stability, and local fidelity can be improved while 

generating explanations (Shankaranarayana & Runje, 2019). Doctor XAI can 

provide local explanations to explain the principles behind individual data 

point classification (Panigutti et al., 2020). The combination of tree and local 

explanation is more helpful for experts to understand model decisions 

(Lundberg et al., 2020). Moreover, two visualization tools that represent the 

importance of local features, Partial Importance (PI) and Individual 

Conditional Importance (ICI) graphs, can visualize how changes in features 

evenly affect model performance (Casalicchio et al., 2019). Compared to 

local explanations, global explanations can be generated using techniques 

such as Partial Dependence Plots (PDP) or Accumulated Local Effects (ALE) 
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plots, which visualize the relationship between a feature and the model's 

output across the entire dataset. On the other hand, regarding global 

explanations, models based on the application of the Shapley method in 

Lorenz Zonoid can provide a unified standard for evaluating the predictive 

accuracy and explainability of the explanatory variables included in machine 

learning models. Therefore, it is theoretically easier to explain, but it needs to 

be validated in more environments (Giudici & Raffinetti, 2021). 

4.1.4 Causal and interactive explanation. 

Causal explanations aim to identify the causal relationships between the input 

variables and the output of the model. If a model is predicting whether a loan 

application will be approved, a causal explanation could identify the factors 

that are causing the model to approve or reject certain applications, such as 

credit score or income. Interactive explanations provide users with a way to 

interact with the model and explore its behavior in real-time. This approach is 

particularly useful when understanding how a model might behave under 

different scenarios or inputs. Interactive explanations can take many forms, 

such as interactive visualizations or simulations. They can be designed to 

allow users to adjust the inputs to the model and observe how the model 

responds. Holzinger et al. (2019) suggest introducing causal relationships 

from human models into AI models to explain the reasons for decision-

making because causal relationships can reduce the high opacity of 

algorithms, improve model explanations (Frye et al., 2019), and improve user 

acceptance (Shin, 2021). Causality can also be improved by adding UX to AI 

to enhance human-machine interaction, thereby establishing transparent 

interaction and fair algorithms (Shin, 2021). This can become the foundation 

for establishing a human-AI interface in the future [38]. Visual output-based 

interaction can combine XAI methods with language information provided by 

virtual agents, helping to increase trust and achieve responsible artificial 

intelligence (Weitz et al., 2019). "We need interactive Human-AI interfaces 

that enable a domain expert to ask questions to understand why a machine 

came up with a result, and to ask what-if questions (counterfactuals) to gain 

insight into the underlying independent explanatory factors of a result" 

(Holzinger, 2021, p.175). 

4.2 Regarding appropriate information disclosure 

4.2.1 Professional explanation. 

As artificial intelligence (AI) becomes increasingly prevalent in various 

industries, especially black-box AI, professionals need to promote the correct 

use of AI to ensure that it is being used ethically, responsibly, and effectively. 

This could include establishing ethical guidelines and implementing 
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oversight mechanisms. Professionals in specific fields, such as doctors and 

judges, should participate in the audit and supervision of AI usage, and 

before AI application, they should comprehensively evaluate the internal 

functions and working principles of AI (Reyes et al., 2020), to ensure the 

comprehensibility and interpretability of AI results. 

4.2.2 Legal explanation. 

Legal intervention in correct usage of AI is crucial to ensure that AI is 

developed and used ethically, responsibly, and in compliance with legal 

principles. This includes laws that ensure that AI is used in compliance with 

ethical principles, such as fairness, accountability, transparency, and privacy. 

Legal intervention can also contribute to establishing standards for data 

protection and cybersecurity that AI systems must comply with. The law 

needs to be responsible for the regulation of AI, including the acquisition and 

analysis of relevant data (Amann et al., 2020). However, it must be clarified 

that legal regulations, such as GDPR, should not only assume responsibility 

for AI management but also provide clearer explanations for the development 

of AI systems, such as the extent to which algorithms should be transparent 

and how much development costs AI suppliers should pay to bear such 

transparency (Buiten, 2019). 

4.2.3 AI supplier explanation. 

AI supplier explanation can play a crucial role in ensuring the correct use of 

artificial intelligence (AI) by providing transparency and accountability to the 

development and use of AI systems. AI suppliers can provide transparency to 

AI systems by disclosing how the AI system works, including its data sources, 

algorithms, and decision-making processes. This information can help 

stakeholders, including users, regulators, and other interested parties, to 

understand how the AI system is being used and to identify any potential 

biases or ethical concerns. AI suppliers can also establish ethical principles 

and guidelines for the development and use of AI systems and incorporate 

these principles into the design and operation of the AI system. AI suppliers 

can collaborate with stakeholders to ensure that AI systems are developed 

and used in a way that benefits society as a whole. This includes engaging 

with regulators, policymakers, and other interested parties to ensure that the 

AI system is compliant with legal and ethical frameworks. Supplier's 

declarations of conformity (SDoCs) are a typical example. Usually, such 

documents are not required by law, but the clear statements related to the 

purpose, performance, safety, and other contents of AI in the documents can 

help users implement a gradual inspection of AI to strengthen their 

understanding of AI products (Arnold et al., 2019). 
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4.3 Regarding high-level collaboration 

4.3.1 Human-machine collaboration. 

Human-machine collaboration can help explain the black-box of artificial 

intelligence (AI) by providing transparency and explainability about how the 

AI system works, even if the system's inner workings are not fully 

understood. Human-machine collaboration can provide context around the AI 

system, and human-machine collaboration can break down complex AI 

concepts into simpler terms that can be easily understood by stakeholders. 

This can include using analogies and examples to help explain technical 

concepts in a way that is accessible to non-experts, which can help build trust 

and understanding of AI systems for stakeholders. The transfer of tacit 

knowledge between humans and machines is crucial to identifying prejudices 

and errors, encouraging people to trust AI machines more and accept their 

decisions with more firm beliefs (De Bruyn et al., 2020). Incorporating 

knowledge based on belief rules from human experts and users into AI can 

help build explanatory AI systems (Sachan et al., 2020). XAI-based question 

banks can help connect users' demand for explainability in artificial 

intelligence and the technical capabilities provided by XAI (Liao et al., 2020). 

Similarly, the Q&A task derived from the popular trivia game Quizbowl 

emphasizes providing explanations to different users corresponding to their 

skill levels, so as to further improve the cooperation between human beings 

and AI (Feng & Boyd-Graber, 2019). Therefore, the key to constructing AI 

explainability strategies through human-machine collaboration may lie in the 

interaction between stakeholders and the human-machine interface 

community (Reyes et al., 2020), and integrating HCI strategies such as value-

sensitive design and participatory design into the development of artificial 

intelligence that places people at the center of technology (Ehsan & Riedl, 

2020). 

4.3.2 Human-human collaboration. 

Human-human collaboration can promote open communication and dialogue 

among different stakeholders, including developers, end-users, regulators, 

and the public. Human-human collaboration can develop clear explanations 

of how the black box AI works, including its purpose, inputs, outputs, and 

decision-making process. This can be done through various means, such as 

visualizations, user manuals, and technical reports, in which end-users are 

provided with opportunities to interact with the system. To build an 

explainable AI system, it is necessary for human-human collaboration to 

distinguish roles, processes, goals, and strategies in different organizations 

and AI environments (Hong et al., 2020). All stakeholders should achieve 

interdisciplinary and multi-perspective collaboration (Amann et al., 2020), 
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and effective and quality communication (Ribera et al., 2019). The 

advantages and disadvantages of systems should be discussed to determine 

their compliance with social norms (Aizenberg & Van Den Hoven, 2020), 

which can lead all parties to better understand and trust the AI system. 

5. Discussion 

5.1 Response to the research question 

Q: How can existing explainability strategies help users better understand 

artificial intelligence decisions through these three dimensions, simplifying 

algorithms, appropriate information disclosure, and high-level collaboration? 

Regarding simplifying algorithm, the existing explainability strategies offer 

six ways to explain AI: 1) Semantic explanation; 2) Architectural explanation; 

3) Global explanation; 4) Local explanation; 5) Causal explanation; 6)  

Interactive explanation. Among them, causal, interactive, and semantic 

explanations prefer to explain the mechanisms of AI in a user-

comprehensible manner, and local and global explanations are more oriented 

toward system developers and professionals. Although architecture 

explanation can simplify algorithms in different ways, whether it can provide 

an understanding of AI decision-making for users, especially those without a 

technical background, needs more validation. 

Regarding appropriate information disclosure, the existing explainability 

strategies provide three ways to understand AI: 1) Professional explanation; 2) 

Legal explanation; and 3) AI supplier explanation. Professional explanations 

can evaluate, audit, and supervise the content provided by the other two 

explanations. The legal explanation can provide judicial supervision schemes, 

while AI supplier interpretation can provide information disclosure of 

algorithms. 

Regarding high-level collaboration, existing explainability strategies provide 

explanations based on human-machine and human-human interactions. 

Human-machine interaction discusses the information transmission between 

humans, AI, and other components within an AI system. Human-human 

interaction focuses on the collaboration among all stakeholders within an AI-

centered system, across multiple domains, disciplines, and departments. 

5.2 Facing the challenges of explanations 

Considering the challenges described in section 2.1, simplifying algorithms 

can make it easier for users to understand the workings and decision-making 

process of AI systems, thus improving comprehensibility. Although it 
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remains to be further validated whether the strategies involved in simplifying 

algorithms can fundamentally address the challenge of reliability, providing 

verifiable explanations through a combination of semantic explanations, local 

explanations, and global explanations can be considered a promising research 

direction for future reliable explanation strategies. At the very least, it can 

provide users with the opportunity to assess the reliability of system 

decisions. Appropriate information disclosure can increase the transparency 

of the system, helping users understand the internal mechanisms and decision 

criteria of AI systems. Improved transparency and explainability can foster 

trust calibration and aid users in understanding the basis of system decisions. 

High-level collaboration can facilitate human-machine and human-human 

interactions, enabling stakeholders to collaborate, share knowledge, and 

understand AI systems collectively. This collaboration can contribute to 

improved reliability and comprehensibility, as professionals and users can 

jointly explore and validate the decision-making process of the system while 

learning and understanding from each other. High-level collaboration also 

helps address the BDI challenge, as interactions among different stakeholders 

can reveal the system's beliefs, desires, and intentions, promoting shared 

understanding and calibration of system behavior. 

5.3 Potential limitations in implementation 

When it comes to simplifying algorithms, the research examined here 

suggests that researchers need to consider computational complexity, 

scalability, and performance. Some explainability strategies may introduce 

significant computational burdens, especially for complex models and large-

scale datasets. For instance, semantic and architecture explanations might 

require analyzing the internals of the model, leading to increased 

computational costs. Global explanations and causal explanations might 

necessitate a comprehensive understanding of the behavior of the entire 

dataset or model, which could become challenging in large-scale applications 

and result in lower scalability. The effectiveness of interactive explanations 

partially depends on the feedback and guidance provided by users. However, 

misunderstandings and biases introduced by human factors during the 

interaction process could negatively impact the model's performance, which 

might be unacceptable in certain sensitive applications. 

Regarding appropriate information disclosure, professional explanations may 

require domain-specific knowledge that could still be difficult for the average 

user to comprehend, thereby limiting the conveyance and understanding of 

information. Legal explanations involve the jurisdictional aspects of legal 

frameworks and regulations, which could reduce the general applicability of 

legal explanations due to regional differences. Relying on AI suppliers for 
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explanations is influenced by the vendors' commercial interests, making it 

challenging to provide comprehensive and objective explanations. 

Concerning high-level collaboration, collaboration among individuals might 

face challenges in communication and coordination, especially when multiple 

domain experts are involved, and challenging each other's authority can 

undermine the effectiveness of communication. In addition, terminologies in 

different professional fields may set barriers to effective communication. 

Human-machine collaboration requires the design of effective interfaces and 

interaction methods, allowing users to comprehend the model's decision-

making process. Designing user-friendly and efficient interfaces remains a 

challenge, however, particularly when targeting different user groups. 

5.4 Validation of strategies 

Ensuring the effectiveness of explainability in AI systems is crucial for 

promoting their sustainability of use. Despite the rich variety of approaches 

existing in current literature across three dimensions, empirical validation of 

their effectiveness is lacking. The validation of these strategies can reveal 

their potential benefits and limitations in practical applications and shed light 

on their impact on generating appropriate user trust in real-world scenarios. 

On one hand, the methods for validating interpretability strategies should 

involve experiments and case studies in various scenarios. By applying 

different strategies to specific decision contexts through experimental designs 

and case studies, and collecting user feedback, researchers can assess the 

impact of these strategies on user comprehension. Furthermore, validating 

strategies for different user groups with diverse backgrounds allows 

researchers to understand the pros and cons of different strategy deployments 

and personalized settings. On the other hand, strategy validation helps 

researchers evaluate their actual impact on user trust in AI systems. The 

validation outcomes will guide researchers in selecting suitable strategies in 

different contexts to enhance user trust and promote selective utilization of 

AI systems. Additionally, validation processes can contribute to improving 

strategies in turn, thereby better accommodating distinct user needs and 

application domains. Therefore, the significance of strategy validation lies 

not only in strengthening the relevance of explainability theory and practice, 

but also in advancing the realization of trustworthy and responsible AI. 

5.5 User-centered explainability strategies 

The long-term lack of research on user needs (Antoniadi et al., 2021) and 

much research focus on stakeholders within the AI system rather than 

external stakeholders (Confalonieri et al., 2021) has led to the necessity to 

"start from a user-centered perspective" (p.15). In terms of future research 
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directions for user-centered explainability strategies, several potential areas 

of focus relate to my findings. 

One possible direction is to explore ways to combine different types of 

explanations to provide users with a more comprehensive understanding of 

AI systems. For example, a global explanation that provides an overview of 

how an AI system works could be combined with local explanations that 

explain specific predictions or decisions made by the system. Causal 

explanations could also be used to help users understand the reasoning 

behind the system's outputs. Another potential direction for research is to 

focus on developing more interactive and engaging explanations that use 

visualizations and other interactive tools. This could help to make 

explanations more accessible to users who are not familiar with technical 

jargon or complex mathematical models. Interactive explanations could also 

be designed to provide users with feedback and opportunities to test their 

understanding of the system. 

Additionally, future research could focus on developing legal frameworks 

and guidelines for ensuring that AI systems are transparent and explainable, 

particularly in high-stakes applications such as healthcare or finance. 

Professional explanations could also be developed to help practitioners in 

fields such as medicine or law to understand how AI systems are being used 

and to make informed decisions based on their outputs. AI supplier 

explanations could focus on providing information about how different AI 

systems work and what types of explanations are available to users. 

Finally, research could also explore ways to improve human-machine 

interaction and user experience concerning AI explainability. This could 

involve developing interfaces that are intuitive and easy to use, as well as 

providing clear and concise explanations that are tailored to the user's level of 

understanding. By improving the overall user experience of AI systems, 

researchers could help to increase user trust and adoption of these 

technologies. 

Explainability strategies are making great strides but "there is still some way 

to go to meet the expectations of end-users, regulators, and the general 

public" (Singh et al., 2020, p.15). Explainable solutions still have limitations 

in increasing user trust and understanding of AI, as they may only be used as 

an analytical tool (Ghassemi et al., 2021). It should also be noted that 

designing a system that can meet the needs of both experts and ordinary users 

is a challenging task (Ras et al., 2022), and there is no interpretable method 



Shuren Yu 

75 

that can automatically customize explanations for end users in specific fields 

(p.377). Future work should involve more user surveys. 

5.6 Research limitation 

The literature review in this article investigates literature related to 

explainability strategies in the AI field, to identify key themes, debates, and 

research gaps related to the research question. While this approach has some 

advantages in terms of providing a comprehensive overview of the most 

influential literature in the field, it also has some limitations. 

One of the limitations of this approach is that paying attention to the number 

of citations may exclude valuable but under-cited literature that could 

potentially contribute to the research question such as (Dazeley et al., 2021; 

Markus et al., 2021; Naiseh et al., 2023; Sperrle et al., 2020). This could be 

due to a range of factors, such as publication bias, the relative newness of the 

research, or differences in citation practices across different disciplines or 

subfields. As a result, the literature review may not provide a fully 

representative or nuanced picture of the current state of research on the topic. 

To address this limitation, future research could conduct a more 

comprehensive search that includes newer or under-cited literature that may 

contribute to the research question. This could involve using a wider range of 

databases, search terms, or citation metrics to identify relevant literature. 

Additionally, interviews with experts in the field could provide additional 

insights and perspectives on the topic and help to identify emerging research 

trends or areas of debate that may not be fully captured by the existing 

literature. 

Another limitation is that of a rapidly developing field such as AI and 

explainability, the sample size of 37 papers may reflect limited responses to 

the research question. Future research should consider expanding the number 

and scope of papers reviewed to ensure a more comprehensive literature 

inclusion of explainability strategies. In addition to journal and conference 

papers, other resources should also be reviewed, such as AI companies’ 

technical reports, the latest releases from AI developers, and government 

policy updates on AI development. This may help achieve a more balanced 

coverage of literature on the three dimensions discussed in this article. 

6. Conclusion 

I conducted a literature review of existing explainability strategies. My 

examination has found that existing literature focuses on providing 

explanations through simplifying algorithms, while there is less emphasis on 
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providing appropriate information disclosure and encouraging high-level 

collaboration. Therefore, there is a need to strengthen research in these latter 

two aspects. While more practical validation is required to address the 

challenges of explanation (reliability, comprehensibility, calibration, and 

BDI), it can be considered to develop explainability strategies by 

appropriately integrating these three dimensions. The explainability strategies 

still harbor numerous potential limitations in their implementation, and there 

remains a substantial amount of work for validating these strategies in real-

world environments. Nonetheless, these challenges also serve as a compass 

for researchers, indicating the next work of AI explainability strategies. 

Furthermore, future research on user-centered explainability strategies should 

consider the following aspects: first, paying attention to user feedback on 

system understanding; second, exploring how AI suppliers can better provide 

relevant information about the system from their perspective; third, focusing 

on interactive AI development between professionals and users; and fourth, 

customizing explanations for different users. 
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Abstract 

Industry and academia have shown a growing interest in the explainability of 

AI. However, a lack of sufficient investigation into the actual needs of users 

for explainable solutions has resulted in some impractical approaches. Even 

though AI systems provide explanations, users may still not understand the 

reasons behind the decisions. This may be due to developers ignoring the 

actual needs of end users while relying on their intuition to provide 

explanations for AI systems. Users must understand AI decision-making and 

generate appropriate trust, especially in high-stakes areas. Therefore, this 

work focuses on conducting semi-structured interviews with AI users in four 

high-stakes areas: banking, education, healthcare, and justice. The aim is to 

understand their needs, satisfaction, and perspectives on the AI explainability 

of AI in their workflow. This work will provide design directions for AI 

developers to consider how to build trustworthy and understandable AI for 

users, particularly in high-stakes areas. 

Keywords: User-based AI, Explainability principles, High-stakes areas, 

Automation-trust, XAI. 
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1. Introduction 

The growth and contribution of Artificial Intelligence (AI) is evident in 

various fields, such as banking (Noreen et al., 2023), education (Hu et al., 

2018), healthcare (Elemento et al., 2021), and justice (Campbell, 2020). As 

the practical applications of AI increase, more users are concerned about 

understanding the decision-making and workings of AI to ensure that they 

showcase their performance in the right way. Understanding how AI reaches 

conclusions is crucial in sensitive domains, as the consequences of errors can 

be fatal. As the pursuit of accuracy leads to the increased complexity of 

models and the technology-centric AI development blindly pursues model 

performance, understanding the models becomes increasingly challenging. 

This has sparked discussions on the establishment of methods and strategies 

for building explainable models. 

Regarding the construction of explainability, most current research is based 

on the principles and techniques of Explainable AI (XAI) (Arrieta et al., 

2020). Many studies have developed explainability strategies covering these 

principles and techniques to provide explanations of AI systems, both in 

theory and practice (Khan et al., 2022; Dazeley et al., 2021). However, a 

current issue is that most of these explanations are provided to developers 

and AI designers, such as heatmaps and analyses of key features, rather than 

to users in a way and language that they can understand. There are two 

significant reasons for the opacity of AI. First, "writing (and reading) code is 

a specialist skill" (Burrell, 2016, p.1-2), which most users do not possess. For 

them, reading these "explanations" is as challenging as reading the AI model 

itself. Second, there is a "mismatch between mathematical optimization in a 

high-dimensionality characteristic of machine learning and the demands of 

human-scale reasoning and styles of semantic interpretation." (p.1-2). The 

intent of AI professionals in developing explanations leans towards 

explaining the logic of machine reasoning in AI decision-making, which does 

not align with the actual needs for explanations from users, especially those 

without a technical background, and their ability to interpret these 

explanations. The underlying reason for this problem may be the cognitive 

gap between developers of AI explainability and users' understanding of the 

need for explanations. The evaluation of XAI solutions is usually conducted 

by their developers, i.e., AI or Machine Learning (ML) experts, and their 

intuition about what is a good explanation, rather than with end-users (van 

der Waa et al., 2021). Designing artificial intelligence systems that are more 

in line with users’ trust and understanding requires empirical investigations 

on the specific needs of users for explanations, especially in sensitive 

domains and high-stakes areas.  
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This paper reports on an empirical study involving nine AI system users in 

four high-stakes areas (banking, education, healthcare, and Justice) who 

participated through semi-structured interviews. The interviewees are 

professionals in their working field but do not have a technical background in 

AI. Our analysis of the interviews aims to unpack their needs, satisfaction, 

and perspectives regarding AI explainability at the three stages of 

conceptualization, construction, and measurement. Based on this analysis, 

this study presents a set of insights guided by the question: How should AI 

developers design explainability for users who have no AI background in 

high-stakes areas to achieve trustworthy and understandable AI? Following 

the presentation of these insights and based on the analysis of the interviews, 

this study discusses challenges, the broader issues of automation-trust, 

research limitations, and future work. 

2 Background 

This section, first, introduces developing explainability at the stages of 

conceptualization, construction, and measurement. (The conceptualization 

stage involves explaining the importance of constructing explanations for AI. 

The construction stage involves the selection of explainability methods. The 

measurement stage involves evaluation, providing feedback, and continuous 

improvement for better understanding). Following the discussion of literature 

related to these stages, I discuss existing explainability methods and 

strategies and literature on the necessity of understanding users' needs. 

2.1 Three stages of understanding AI 

2.1.1 Conceptualization 

The integration of AI systems into various workflows and applications has 

become increasingly prevalent. However, before these systems are embedded 

in operational processes, it may be crucial to ensure that users possess a 

thorough understanding of how these AI systems operate and make decisions. 

This pre-emptive understanding can help users achieve best practices because 

perceived ease of use and perceived usefulness are significant factors in 

determining user acceptance of technologies (Davis, 1989; Bennani & Oumlil, 

2014; Eze et al., 2021), while also having a positive impact on building trust 

and usage intentions (Choung et al., 2023; Ashfaq et al., 2020). Users are 

willing to use technologies they believe are beneficial to their work (Bölen, 

2020) and maintain a positive attitude towards systems that make them feel 

easy to use and enjoyable (Ashfaq et al., 2020). Additionally, user 

satisfaction also depends on sufficient, precise, accurate, and up-to-date 

information on access to systems (Veeramootoo et al., 2018). Artificial 

intelligence systems sometimes have unexpected consequences, uncertainties, 
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and biases due to the data they are trained on. Preemptively educating users 

about system development information, potential pitfalls, and limitations can 

help alleviate these issues, as information about system accuracy, risk 

measurement, and timing can help users reduce overgeneralization and 

unintended use (Arnold et al., 2019). AI developers should share technical 

knowledge with the public, cultivate their computing awareness, and 

encourage their understanding of computing (ACM, 2018), which can help 

increase AI transparency and reduce ethical risks. 

2.1.2 Construction 

Explainability construction should not be limited to technical methods but 

should also consider other forms that allow users to gain a better 

understanding, such as stakeholder participation (Ansgar et al., 2017) and co-

creation (Prahalad & Ramaswamy, 2004). Explainability should receive a 

broader definition. Explainability methods should be chosen with due 

consideration of the specific application domain. Each field has unique 

operational requirements, constraints, and interpretability needs. For instance, 

in healthcare, the IF-THEN rule may be more applicable to diagnosis 

explanations of diabetes (El-Sappagh et al., 2018) and allergy diagnosis 

(Kavya et al., 2021). In the field of education, capturing the causal 

relationship between input features and output labels, as well as extracting 

rules, can facilitate the interpretation of the model (Hooshyar et al., 2023). 

Attention weighting can highlight important parts of the case text to provide 

an explanation of the results of the judicial decision-making system (Branting 

et al., 2019). Both LIME and SHAP can provide effective explanations for 

credit risk management based on AI systems (Misheva et al., 2021). 

Moreover, different fields are subject to distinct regulatory frameworks and 

ethical considerations. Thus, the selection of explainability methods should 

adhere to domain-specific legal and ethical guidelines (Arrieta et al., 2020). 

The diversity of users is also a key factor in choosing explainability methods. 

The choice of an explainability method should be congruent with users' levels 

of technical expertise. Novices might benefit from visual explanations, while 

experts in data science or engineering may require more granular, technical 

explanations (Mohseni et al., 2021). Considering different users' knowledge 

structure and level can lead to more personalized explainability methods that 

meet their actual needs, rather than pursuing unified explainability standards. 

2.1.3 Measurement 

The active involvement of users in the evaluation and feedback process 

concerning AI system explainability in high-stakes areas is of profound 

significance for the continuous enhancement of AI explainability techniques 

and methods. A pivotal role for users is the regular evaluation of AI model 
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outputs. Assessing whether AI systems furnish comprehensible, relevant, and 

coherent explanations for their decisions or recommendations is essential 

(Doshi-Velez & Kim, 2017). The quality and clarity of these explanations 

must be scrutinized, with a focus on their effectiveness in fostering user 

understanding. Users can employ their domain-specific knowledge and 

context to gauge the adequacy of these explanations in practical scenarios 

(Szymanski et al, 2021). The feedback users provide regarding deficiencies in 

AI explainability is indispensable for the enhancement of AI systems (Chu & 

Shen, 2022). Addressing issues related to the intelligibility and precision of 

AI explanations necessitates the proactive participation of users in the 

improvement process. Moreover, any observed disparities or biases in AI 

explanations warrant diligent documentation and reporting to facilitate 

necessary adjustments. Another pivotal role for users may be to record and 

communicate the outcomes that transpire as a result of AI-driven decisions, 

including instances where such decisions have led to unintended, adverse, 

and biased effects (Barocas et al., 2017). These documented cases offer 

valuable insights for AI developers to rectify inadequacies in the decision-

making processes, and subsequently enhance explainability. Additionally, the 

involvement of domain experts and ethicists who possess specialized 

knowledge and insights in the relevant field is a recommended approach for 

AI development (Ras et al., 2018). They can offer guidance and contextual 

understanding to users, enhancing their ability to interpret AI explanations 

and evaluate their appropriateness. The partnership between users and 

domain experts contributes to a more nuanced and thorough assessment of AI 

explainability. 

2.2 Explainability strategies and frameworks 

Supported by XAI-related goals and technologies, many explainability 

strategies and frameworks have been proposed in the literature. Yu (2023) 

proposed a three-tiered explainability framework, including converting 

complex algorithms into simpler forms, appropriately disclosing algorithm 

information to increase comprehensibility, and effective human-computer 

communication and collaboration. Dazeley et al. (2021) proposed a five-order 

explanation framework, including reactive explanation, disposition 

explanation, social explanation, cultural explanation, and reflective 

explanation. Dazeley et al. also argued that an XAI system could be designed 

to provide a conversational explanation, so as to "better align the cognitive 

process of an AI system to that of people" (p. 23). Sperrle et al. (2020) 

reviewed the different design dimensions of the XAI and proposed a 

dependency model of the XAI process, which described the different stages 

and stakeholders of the XAI and discussed the process of bias propagation 

and trust construction in the XAI. According to their study, the design 
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dimension can guide future systematic evaluations of the XAI together with 

this dependency model. In addition to XAI, several works also consider users 

and participants more when designing interpretive approaches. Kim et al., 

(2022) emphasized the need for the end users to participate in the XAI design 

and investigated the user's different needs for explanations through 

interviews with the end users. According to them, such research can be used 

to improve the design of the XAI explanation. According to Jin et al. (2021), 

the design of EUCA (End-User-Centered explainable AI framework) 

considers the human-centered view and provides a practical prototype tool. It 

helps AI system designers understand users' requirements for interpretability, 

to provide support for developing XAI systems that conform to end users.  

However, researchers must recognize that explainability design and 

development work still lacks practical verification (de Bruij et al., 2022) and 

testing in real environments (Jin et al., 2021). "Producing explanations that 

fully consider user contexts and tasks remains an understudied area" 

(Sanneman and Shah, 2020, p. 107). 

2.3 Understanding users' needs 

The development of XAI is a critical aspect of advancing AI technologies 

and ensuring they are not only accurate but also trustworthy. Most XAI 

development still remains at the algorithmic level, and despite considering 

user needs, it is also aimed at technical users rather than end users without 

technical background (Jin et al., 2021). XAI inherently needs to "consider its 

end-users" (p. 5) to avoid "harmful unintended consequences" (Bond et al., 

2019, p. 2). This highlights a fundamental issue in the field of XAI: the need 

to bridge the gap between the highly technical nature of XAI development 

and the diverse range of end-users who will interact with AI systems. AI 

systems should "include end-user values throughout the AI development 

lifecycle" (Bond et al., 2019, p. 4). This involves understanding the needs, 

preferences, and expectations of end-users who may not have a technical 

background. The presentation of explainability should be intuitive and easy 

to comprehend, ensuring that users can trust and rely on AI systems. For 

instance, creating human-machine interaction (Reyes et al., 2020), clear 

visualizations based on users’ perceptual understanding (Ribera & Lapedriza, 

2019), and common language explanations for both end-users and XAI 

practitioners (Jin et al., 2021) can enhance the accessibility of XAI for a 

broader audience. To enable non-technical users to effectively engage with 

XAI, there is a need for education and training initiatives. This would involve 

teaching individuals the fundamental concepts of XAI, such as model 

transparency, explainability techniques, and the benefits and limitations of AI 

systems. Such initiatives can empower users to make informed decisions 
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when interacting with AI tools, which, in turn, promotes digital literacy 

(Long & Magerko, 2020), democratization of the discourse (Garvey, 2018), 

and literacy on AI capabilities and risks (Recki et al., 2023). Existing 

research suggests that in addition, research should delve into understanding 

user needs, their cognitive processes, and the contexts in which they engage 

with AI.  

3 Method 

To address the research question, the objectives of this work are as follows: 

(1) Describe how users understand AI decisions and explainability in four 

high-stakes areas at three stages: conceptualization, construction, and 

measurement; (2) Summarize and conceptualize users' needs, satisfaction, 

and perspectives. To achieve these two objectives, firstly, this study recruited 

users from these four fields and conducted semi-structured interviews with 

them; Secondly, this study analyzed the interview data; Thirdly, this study 

conceptualized and summarized these findings.  

3.1 Recruting participants 

The recruitment process involved convenience and snowball sampling 

(Creswell & Poth, 2016). The participants are all experienced professionals in 

one of four high-stakes areas. Table 1 shows detailed information about the 

nine participants (five females and four males). They come from eight 

different organizations in China. The participants cover four areas: banking, 

education, healthcare, and justice. In the context where they use AI, AI has 

embedded explainability methods in their work practices. The participants in 

these areas have rich experience in AI usage during their work, but most of 

them have basic knowledge of AI but do not have specific technical AI 

expertise. 

Table 1: Participants recruitment in banking, education, healthcare, and 
justice. 

Domain PID Company/Institution Title AI Environment 

Banking 

P1 Bank 

Credit 

Evaluation 

Manager 

Credit evaluation for 

loans  

P2 Bank 

Key 

Account 

Manager 

Customer evaluation 
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P3 Bank 
Credit 

Manager 

Credit and risk 

evaluation for loans 

Education 

P4 

Online Education 

School 

Teacher 

Analysis and 

evaluation of student 

learning and behavior 

P5 University Student 
University admission 

recommendation 

P6 University Teacher Teaching assessment 

Healthcare 

P7 Hospital Urologist 
Radiological imaging 

detection 

P8 Hospital Dentist 
Dental radiological 

imaging detection 

Justice P9 Law firm Lawyer 

Legal provisions 

searching and case risk 

assessment 

From left: (1) Participant's domain, (2) Participant ID (PID), (3) 
Participant's company or institution information, (4) Participant's position, 
(5) Participant's specific context for using AI tools 

3.2 Question design and data analysis 

The design of the questions in the interviews was guided by the principles of 

human-centered explainable system designing by Mueller et al. (2021) 

(Appendix A.5). This served as a navigation for constructing a set of 

questions (Appendix A.6) about explainability at three stages: 

conceptualization, construction, and measurement. This work used interviews 

because they allowed us to engage with a wider range of users without the 

limitations of observational or participatory approaches to the environment 

and interviewees. The interviews were semi-structured and audio-recorded 

for subsequent analysis with the consent of the participants. The average 

recording time of the interview was half an hour, which did not include an 

introduction to the work before the interview, nor did it include claims of the 

participants' rights and privacy protection. 

The interview recordings were transcribed, translated, and organized 

thematically. Audio recordings were manually transcribed into text by the 
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author. Next, the author translated the interview language (Mandarin) into 

English for subsequent analysis and presentation to readers. Therefore, in the 

"Findings" section of this work, all quotes regarding the participant's views 

are in English. After the translation was completed, the author checked the 

match between the translation and the original text to ensure correctness and 

accuracy. The analyzing method was drawn on Thematic Analysis (Clarke & 

Braun, 2017) and used induction to capture the potential meaning of the data. 

According to Clarke & Braun, the purpose of thematic analysis is not only to 

summarize data content but also to conduct high-quality analysis and identify 

and interpret key features of the data under the guidance of research 

questions. Theme analysis has a high degree of flexibility. Various data 

volumes and almost any type of data can be analyzed.  

3.3 Ethical considerations 

In this work, I carefully considered ethical factors to ensure the rights and 

confidentiality of participants were protected. Before data collection, 

informed consent was obtained from all participants. I provided detailed 

explanations of the study's objectives, procedures, potential risks, and 

benefits, as well as their rights as participants. Participation was voluntary, 

and they had the option to withdraw at any time during the process. To 

protect participant privacy, all personal identifying information was encoded 

(Table 1). Access and use of the research data were strictly limited to this 

research. 

The data only involved the user's views and suggestions about AI 

explainability and did not involve any personnel information other than 

participants, such as bank customers and hospital patients. The data also did 

not involve any specific AI system, meaning that during the interviews, no 

specific system names, operations, or analysis results were mentioned. 

Therefore, it did not include any analysis, evaluation, or business information 

about specific systems. 

4 Findings 

The following section will use the three stages of explainability 

(conceptualization, construction, and measurement) to organize the findings 

of the study.  

4.1 Conceptualization 

The successful integration of AI systems into workflows requires preemptive 

user education to ensure a thorough understanding of system operations, 

mitigate unexpected consequences, and enhance user acceptance. The 
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following content demonstrated the viewpoints of participants, which have 

formed some considerations for AI developers to construct explainability 

during the conceptualization stage. 

4.1.1 Pre-explanations  

Among all the participants, only one participant (P3) had done technical work, 

but none of them, including P3, possessed professional knowledge of AI. For 

example, "before using them, the understanding is not very extensive" (P2), 

and "I don't have a detailed understanding of how it works" (P9). Some 

participants acquire knowledge of AI systems from a wide range of external 

resources or internal training within the enterprise, rather than disclosing 

information about models or algorithms provided by AI developers or 

suppliers. "This AI system was introduced into my teaching, and before that, I 

did not retain information from sources like AI developers or suppliers; 

rather, I gathered information from websites, forums, and recommendations 

from peers, among other sources" (P6). P2's bank provided them with written 

materials and professional training on the system, and P2 stated that this was 

very valuable. "Before using it, typically, our bank provides promotional 

materials, there might be written descriptions, and there's training as well. It 

is very valuable we have a bit of training now. There might be some 

educational materials. These explanations come from our bank" (P2). In most 

participants' environments, pre-explanations from AI developers or suppliers 

were lacking, leading to the occurrence of "I don't have a very detailed 

understanding of the working principles of AI. I just only use it" (P1).  

4.1.2 Users’ practices and behaviors 

Through the embedding of AI models in practice, most participants could 

understand the operational principles of AI models based on big data 

collection and analysis. For instance, "basically, my understanding is that it's 

data analysis, and through a significant amount of basic analysis, I can 

identify certain patterns... we don't know how they design their models; we 

only know that based on this data" (P1). However, most participants 

emphasized that the important way to familiarize themselves with the 

mechanisms of AI was through their work practices. For example, "I 

gradually understand how it works through practical use" (P9). Moreover, 

P7 pointed out the importance of understanding AI mechanisms through 

interaction with developers in work practice. "Some companies may provide 

explanations as we use the system, and we can also seek their help when 

encountering issues... I've gained a better understanding of the system's 

principles through ongoing interaction and problem-solving with the AI 

developers" (P7).  
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Focusing on users' behavior was another significant consideration for 

developing AI, as some participants expressed their familiarity with AI 

systems by comparing their previous experience with other software. For 

example, "I understand that, after a user inputs a command, the AI system 

processes a large amount of data and performs calculations to reach some 

form of conclusion or decision... it's somewhat similar to my previous 

experiences with certain tools" (P4). 

4.2 Construction 

The construction of explainability in AI systems should involve not only 

technical methods but also stakeholder participation and co-creation. The 

stage of construction requires a broader definition and a tailored selection of 

methods based on specific application domains, operational requirements, 

needs of interpretability, and user diversity. The following themes showcased 

participants' perspectives on these aspects. 

4.2.1 Comparison, validation, and auxiliary tools 

Regardless of whether the AI system provided explainability methods and 

techniques, participants reported that the way to determine the correctness of 

AI decisions was through repeated verification and comparison of historical 

data. For example, "I determine the correctness of the AI system based on the 

matching of its results with historical results. If the system's output aligns 

with previous decisions, I believe it should be consistent and correct in the 

future" (P3). P7 expressed that comparing and verifying AI conclusions 

based on the actual situation during surgery was the best way to determine 

the correctness of AI conclusions. P9 mentioned that cross-validation of 

different cases could help determine the correctness of AI results. 

However, it was worth noting that some participants did not argue that 

relying on AI decision-making was the right choice, regardless of whether the 

system provided explainability or not. They tended to use AI decision-

making as a reference or auxiliary tool. For instance, "In my understanding, 

AI provides an analysis or judgment, but the actual decision-making is done 

by humans... in my work serves as an assistant, and I still rely on human 

review to confirm if the results are correct" (P1). Therefore, at least at this 

stage, considering AI decision-making as an auxiliary tool rather than a fully 

automated final decision-making might be a more appropriate approach for 

participants. 

4.2.2 Direct or indirect participation 

Some participants expressed that directly participating in AI development 

was an effective way to gain a good understanding. For example, "I've been 
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involved in some of the system development projects within our bank. The 

development process typically involves bringing business-oriented 

individuals like us together and also having technical development experts... 

I think that being part of this process is critical" (P1). Specifically, P4 stated 

that users should be involved in the early stages of AI development. Some 

participants argued that indirect participation was a way to obtain appropriate 

understanding. For example, "I would not want to be directly involved in the 

development of the AI system. I consider this field to involve highly 

specialized knowledge in mathematics, algorithms, and computing, which I 

may not possess... I am open to offering suggestions and feedback to the 

developers to make the system more user-friendly and easier to understand" 

(P5). 

4.2.3 Explain training data and results in effective ways 

For some participants, regardless of the explanation provided by AI, they 

might still consider AI as a black box. "In my opinion, for end-users, an AI 

system is always a black box" (P3). P1 stated that even if they asked the 

developer for an explanation of the results, the response was often 'This is a 

black box'. "When we inquire about why the application was declined, we 

often receive responses from developers like 'it's a black box model', 

indicating that the model considers multiple complex factors. It's not easy to 

point out the exact reasons for the decision" (P1). 

Most participants reported that the focus of explaining AI systems was on the 

source and structure of training data, as well as the results, rather than the 

model. "Based on my work experience, the focus should be on simplifying 

and clarifying historical data and telling me the structure of historical data, 

and what it is consistent with. Additionally, the results should be easily 

matched and compared with previous historical data, and the model itself 

may not be as critical as long as the results are correct" (P3). Specifically, as 

a doctor, P7 argued that the authenticity of training data was the most 

important. Developers should be responsible for interpreting data and results. 

"I think developers should provide users with necessary, comprehensive, and 

easily understandable explanations and descriptions of data, models, and 

results. Additionally, as I mentioned, the explanation of the result is 

particularly critical. From it, I can determine whether the result has any 

biases" (P4). P9 suggested two effective ways: "If a developer came to our 

law firm to introduce an AI software or program, having a presentation 

would be a quick way to grasp the concept...One more thing I'd like to 

mention is that in the legal field, cases can differ significantly...If developers 

could somehow be involved in our law firm, perhaps for a certain period, to 

help us adapt to AI usage, that would be great." 
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4.2.4 Personalized explanatory approaches for different scenarios 

For the credit evaluation of banks, P1 said that the most effective way to 

explain was interaction, as the large number of files and rapidly updated 

business and systems make it impossible for both new and experienced 

employees to master all knowledge. "Having an AI with which employees can 

interact in a dialogue to get immediate results and explanations of these 

results would greatly enhance business management efficiency and customer 

service" (P1). For customer evaluation, P2 stated that video and text are the 

best methods because "they might be more detailed and analytical" (P2).  

As an online teacher, P4 described that AI systems should provide 

application manuals presented in videos, text, and images. Similar to P1's 

perspectives, P4 also stated that AI decision-making should be explained 

through real-time interaction. When explaining the results of university 

admission recommendations, P5 argued that text was the best way because it 

was more intuitive and easier to verify. When conducting teaching and 

student learning assessments, P6 expressed that videos and images could 

provide human-centered explanations. 

For the medical field, "I think images are the most suitable format. When it 

comes to surgery, images provide the clearest information for decision-

making, surgical choices, and various aspects during surgery. Images are the 

most effective way to convey this information" (P7). As a dentist, P8 also 

agreed that images were the best way to explain. Specifically, it should be 

noted that "patients sometimes do not want to see overly accurate images and 

explanations about lesions, as they may feel afraid of the unknown" (P8). 

As a lawyer, P9 said: "In terms of the form of explanation, visual path 

visualization would work best for my work… Having a visual representation, 

like a tree diagram, showing which legal statutes it cites, would be more 

helpful. I believe it's better than text or dialogue. Human-machine dialogue 

might not be as effective since the range of responses can be limited, and AI 

might give the same answers to different questions. I prefer a visual 

knowledge map with logical connections that represent the analysis process 

leading to the AI's decision." 

4.3 Measurement 

Active user involvement in evaluating and providing feedback on AI system 

explainability, especially in high-stakes domains, is crucial for continual 

improvement. This involvement includes regular assessment of the quality, 

clarity, and effectiveness of explanations, as well as addressing deficiencies 

in AI explainability. Additionally, documenting biases, collaborating with 
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domain experts, and recording outcomes of AI-driven decisions contribute to 

a more nuanced and thorough assessment of AI explainability. The following 

content demonstrated the participants' perspective during the measurement 

stage. 

4.3.1 Long-term verification in practice 

P1 described that when a customer receives non-human credit consultation 

and evaluation if they receive an explanation of the evaluation results at the 

same time instead of only one result, the customer expresses trust in the 

system most of the time. "We initially had a level of mistrust in the model 

itself... as we continue to use the system and receive some explanations about 

the results, we find that it is indeed helpful in our daily work. So, our trust in 

the system gradually increases" (P3). P2 added that trust in AI came from its 

efficient work, as it could present complex tasks in an organized manner. 

Furthermore, P7 stated that whether explanations could increase trust was 

also related to the form of explanation. For example, the three-dimensional 

imaging of the lesion and the explanation of the lesion description would 

compensate for the information that might be missed in the two-dimensional 

imaging. From another perspective, as P4 described: "I don't have much trust 

in the systems I'm currently using, and I don't rely on them heavily either. It 

doesn't significantly increase or decrease my trust in the system; it just 

requires time for me to verify its results." P5 and P8 also expressed similar 

views. Therefore, whether explanations of AI decision-making could increase 

trust requires long-term verification in practice.  

4.3.2 Meeting users' roles 

When evaluating the explainability of AI systems, P1, P4, P5, P6, P7, and P9 

stated that the user's role should be as a feedback provider. "My role in the 

evaluation process is to provide feedback with the hope that the system 

developers will consider and adopt our feedback to further enhance the 

system" (P1). P2 expressed that if a system could satisfy both the roles of an 

operator (interacting with the system and developers) and a beneficiary 

(Improving work efficiency through human-computer interaction), the system 

was valuable. P3 described the users' role as a 'bridge' in evaluating AI 

systems, as P3 collected feedback from clients and sent feedback to 

developers. P8 emphasized that doctors should be the 'leader' in AI system 

development and developers must develop systems and explainability based 

on the actual needs of doctors to meet their work practices. In addition to 

providing information feedback, P9 also hoped to become a co-creator of AI 

explainability and participate in actual development. 

4.3.3 Factors of trust or distrust 
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Based on participants' work practices, when it came to which factors can 

trigger user trust/distrust in AI, P1 emphasized the verifiability of training 

data and ensured that the system was always associated with the latest data, 

which could increase user trust in AI. The key to increasing trust in AI 

systems for P2 was: "It can have contingency plans or anticipate and address 

uncontrollable factors in advance." P3 stated that the most critical factor in 

trusting an AI system was the response speed. P3 explained that banks need a 

large amount of data to evaluate a company's credit level. Calculating these 

data often took hours or even a day. Some companies might make significant 

changes during the AI evaluation period, and AI might make incorrect credit 

evaluations due to not adjusting calculations promptly based on these 

changes. This would also pose great risks to banks. P7 and P9 described that 

AI systems that can detect omissions in work and provide explanations could 

increase their trust. P4 also introduced the importance of privacy protection 

in increasing AI trust. On the contrary, "if the AI system has previously 

provided incorrect responses, it could decrease my level of trust" (P1). 

4.4 The synthesis of findings 

At the beginning of this paper, I posed the question: How should AI 

developers design explainability for users who have no AI background in 

high-stakes areas to achieve trustworthy and understandable AI? Based on 

the findings of the study (see Table 2), several suggestions can be made. 

Table 2. The explainability of AI design principles based on user needs, 
satisfaction, and perspectives 

Three stages of 

explainability 
Principles 

Users' needs, satisfaction, and 

perspectives 

Conceptualization 

Pre-explanations 

Pre-explanations should be provided by 

AI developers or suppliers before AI is 

embedded in the workflow 

Users’ practices and 

behaviors 

Before designing AI, developers should 

have a deep understanding of users' work 

practices and behavior using digital tools 
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Construction 

Comparison, 

validation, and 

auxiliary tools 

Users tend to use the repeated verification 

and comparison of historical data and 

results to verify the accuracy of AI. 

Developers should consider AI decision-

making as an auxiliary tool rather than a 

fully automated final decision that instead 

users. 

Direct or indirect 

participation 

For better understanding, developers 

should consider allowing users to directly 

or indirectly participate in the 

development process of AI 

Explain training 

data and results in 

effective ways 

Developers should be responsible for 

explaining the composition of training 

data and the results of the model. Such 

explanations should be based on the actual 

work situation and process of users. 

Provide 

personalized 

explainability 

approaches for 

different scenarios 

Developers should design AI based on 

user needs, workflows, and best practices 

for understanding AI decisions 

Measurement 

Long-term 

verification in 

practice 

Whether explanations of AI decision-

making can increase trust requires long-

term verification in practice. 

Meeting users’ roles 

Allowing users to play various roles in 

evaluating explainability and continuous 

improvement, such as feedback provider, 

beneficiary, bridge, leader, and co-creator, 

can increase users' trust in the AI systems. 

Factors of trust or 

distrust 

It is crucial to determine the trust and 

distrust factors of AI systems based on 

user-specific work practices for designing 

trustworthy AI. 
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In the conceptualization stage, AI developers should ensure that these 

systems are explainable and accessible to users without expertise in artificial 

intelligence. This involves the provision of clear, jargon-free explanations or 

pre-explanations before AI integration, helping users understand the AI 

system's purpose and potential consequences. Additionally, AI developers 

should have a deep understanding of how users work with digital tools and 

make decisions in high-stakes domains. This understanding forms the basis 

for tailoring AI systems to meet the specific needs and requirements of these 

users. 

Moving on to the construction phase, AI developers should consider 

designing AI as a supplementary tool rather than a full-auto black-box 

decision-maker. Decision-making in high-stakes areas still relies heavily on 

manual evaluation. For non-technical users, decision-making needs to entail 

incorporating features that enable them to compare and validate AI-generated 

outcomes against historical data or other sources, facilitating the assessment 

of the accuracy and reliability of AI outputs. AI developers also should 

encourage direct or indirect user participation in an AI development process, 

fostering a sense of ownership and trust. Furthermore, compared to 

explaining AI models and complex parameters, developers should prioritize 

transparency by explaining the composition of training data and how it 

influences AI decisions. These explanations should be relatable to real-world 

work situations and processes of users. Additionally, AI systems should also 

offer personalized explanatory methods that cater to various high-stakes 

scenarios, ensuring that information aligns with users' unique needs and 

workflows. 

In the final stage, measurement revolves around evaluating the efficacy and 

trustworthiness of the AI system's explainability in high-stakes areas for non-

technical users. AI developers need to consider long-term validation in real-

world scenarios to determine whether the explanations provided by AI 

systems can indeed increase trust. Continuous monitoring and evaluation are 

essential to refine the system and ensure it meets users' expectations. AI 

developers should also be aware that users should be given various roles in 

evaluating explainability, such as providing feedback, benefiting from the AI 

system, or even participating in its co-creation. This engagement enhances 

trust and user involvement in the system's evolution. Moreover, based on the 

specific work practices of users in high-risk areas, AI developers also should 

identify and collect factors that affect trust or distrust in artificial intelligence 

systems. Understanding these factors can guide AI developers to 

continuously improve AI systems to meet user expectations better. 
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5 Discussion 

In this part, firstly, I argue the reflections on the findings based on the 

existing literature discussed above; Secondly, I explore the challenges faced 

by AI developers; Thirdly, I discuss how research results affect trust in AI 

usage; Finally, I elaborate on the limitations of this study and future work 

that is indicated by the findings. 

5.1 Reflections on the principles 

Based on the findings (Table 2), in the conceptualization stage, "Pre-

explanations" can enhance the perceived ease of use and usefulness (Davis, 

1989; Bennani & Oumlil, 2014; Eze et al., 2021). This can involve providing 

instructions about AI before integrating AI. By understanding "Users’ 

practices and behaviors" in key domains, AI developers can Inform users 

about the benefits of AI in their work (Bölen, 2020) and try to make them 

feel enjoyable (Ashfaq et al., 2020). This will boost their willingness and 

attitude towards using AI. Moreover, designs based on the above two 

principles can provide accurate system access information, thereby increasing 

user satisfaction with the system (Veeramootoo et al., 2018). In the 

construction stage, developers should recognize that AI is "Comparison, 

validation, and auxiliary tools" for users during development rather than a 

decision-maker that makes a fully automated final decision instead of users. 

"Direct or indirect participation" encourages users to understand AI decision-

making in the form of stakeholder participation (Ansgar et al., 2017) and 

value co-creation (Prahalad & Ramaswamy, 2004), while not limited to the 

affections of technical methods. Users need developers to "Explain training 

data and results in effective ways", allowing the system to comply with the 

legal and ethical constraints discussed by Arrieta et al. (2020). Developers 

should "Provide personalized explainability approaches for different 

scenarios" to meet the diverse needs of different users, as the knowledge 

structures of different users vary (Mohseni et al., 2021). Beginners who start 

their AI life and professionals who have been using AI for a long time may 

need to benefit from explanations at different levels and scopes. In the 

measurement stage, developers should recognize that whether explanations of 

AI decision-making can increase trust requires "Long-term verification in 

practice". Users can use their domain-specific knowledge and background to 

assess the adequacy of these explanations in practical situations (Szymanski 

et al., 2021). Developers should be aware that evaluation and feedback "Meet 

users' role" so that users can provide feedback of different levels and 

categories based on their position, to address unexpected, adverse, and biased 

impacts of decision-making (Barocas et al., 2017). The participation of 

domain experts and ethicists with relevant domain expertise and insights (Ras 
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et al., 2018) can also help evaluate "Factors of trust or distrust." Although 

these principles can help developers build explainability frameworks, they 

still require real-world testing (Jin et al., 2021), especially, how to promote 

digital literacy (Long & Magerko, 2020), and democratization of the 

discourse (Garvey, 2018). 

5.2 Challenges for AI developers 

Implementing AI design principles based on user needs, satisfaction, and 

perspectives in a real environment presents several difficulties and challenges 

for AI developers. These challenges arise from the complexities of creating 

AI systems that must be not only technically robust but also user-friendly and 

trustworthy in high-stakes scenarios.  

Challenge 1: Crafting effective pre-explanations demands clear 

communication and the ability to translate complex AI concepts into plain 

language. This challenge becomes more pronounced in high-stakes domains 

where the potential consequences of AI decisions are significant. More 

importantly, helping users establish trust at the beginning is much more 

important than making amends after mistakes pumping out. 

Challenge 2: Gaining a deep understanding of users' work practices and 

behaviors can be challenging, as evaluating users is often difficult. It requires 

developers to immerse themselves in various domains, which can be time-

consuming and resource-intensive. Additionally, users may have diverse 

practices, making it challenging to create a one-size-fits-all AI solution. 

Challenge 3: Achieving the right balance between automation and user 

control is another challenge. Users often require the flexibility to validate AI 

results and make manual decisions. Developers must design AI systems that 

offer this control while not overwhelming users with complex decision-

making processes. This trade-off may require developers to be very familiar 

with business processes. However, given the vast amount of sensitive 

information, business processes in high-stakes areas, such as healthcare and 

judicial, are difficult to open to developers fully. On the other hand, people 

with dual backgrounds are scarce, such as those who are both doctors and 

developers. 

Challenge 4: Allowing direct or indirect user participation in the 

development process is valuable but can be logistically challenging. 

Incorporating user feedback effectively, especially in real-time, may require 

well-defined processes and resources to make timely adjustments to the AI 

systems, which undoubtedly increases the complexity of the systems again. 
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Challenge 5: Creating personalized explainability approaches for different 

scenarios can be intricate. Developers must develop flexible AI systems that 

adapt to varying user needs and workflows. This challenge involves 

designing dynamic interfaces and explanation modules that cater to a broad 

range of user requirements. This challenge involves designing dynamic 

interfaces and interpretation modules to meet a wide range of user needs, 

which may involve high development costs. Moreover, some highly 

specialized modules may not be able to be ported to other systems after 

development, resulting in resource waste. 

Challenge 6: Continuously verifying the effectiveness of AI explanations in 

practice over the long term can be resource-intensive. It demands ongoing 

monitoring and data analysis, which may be challenging to sustain, especially 

in dynamic, high-stakes environments. 

Challenge 7: Encouraging users to play various roles in evaluating 

explainability and continuous improvement can be met with resistance or 

lack of user availability. Developers may struggle to convince users to 

actively engage in these roles, and some users may be hesitant to take on new 

responsibilities. After all, work outside of business flow undoubtedly 

increases users' workload and prolongs their working hours. 

Challenge 8:  Identifying the trust and distrust factors specific to user work 

practices can be a complex endeavor. Users' preferences and expectations can 

vary widely, and capturing these factors accurately necessitates in-depth 

research and data analysis. Developers cannot establish a standard to define, 

collect, and evaluate information that encompasses trust or distrust. 

Challenge 9: AI developers may face resource constraints in terms of time, 

budget, and access to domain experts or users for feedback and validation. 

These constraints can limit the extent to which the principles can be 

implemented effectively, thereby reducing the value of evaluation and 

measurement. 

5.3 Automation-trust calibration, resolution, and 

specificity 

The relationship between the user's level of trust in automation and the 

capability of automation is called automation-trust calibration (Muir,1987). 

The complexity of the automation system puts the user almost always in an 

improper state of automation-trust calibration, namely, underusing the 

automation led by underestimating the ability of automation and 

discontinuation it, and overusing led by overestimating the ability of 
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automation and indiscriminately relying on it (Parasuraman & Riley, 1997). 

The automation-trust resolution has been described as the correspondence 

between trust and automation capabilities (Cohen et al., 1998). The resolution 

was expressed as a poor level when the range of automation capabilities does 

not match the range of trust and as a good level when the ranges of the two 

are the same. The automation-trust specificity is divided into functional 

specificity and temporal specificity (Lee & See, 2004). High functional 

specificity is described as the correspondence of trust to the subfunctions of 

the automated system. In contrast, low functional specificity is the 

correspondence of trust to the capabilities of the entire automation system. 

High temporal specificity means that trust corresponds to an immediate 

fluctuation in automation capability, whereas low temporal specificity means 

trust matches a long-term change in automation capability. Lee and See 

(2004) explained that good calibration, resolution, and high specificity could 

reduce the underuse and overuse of automation.  

Creating appropriate trust and flexibly adjusting trust based on specific 

practices should be considered in the design and development of user-

centered AI. In this study, the explainability based on user needs, satisfaction, 

and perspectives can connect to automation trust calibration, resolution, and 

specificity (Table 3). Providing pre-explanations about the AI system's 

functioning and decision-making processes before its integration into the 

workflow helps set clear expectations for users. This transparency can 

mitigate the uncertainty that often leads to inappropriate trust in automation, 

contributing to better trust calibration. Understanding users' work practices 

and behaviors allows developers to design AI systems that complement these 

practices, making automation a seamless part of their workflow. This user-

centered approach can lead to better trust calibration and alignment with user 

needs. Acknowledging that users tend to verify AI outcomes through 

historical data and results, developers can design AI as an auxiliary tool that 

assists in decision-making rather than full auto-decision-making. This 

approach can prevent overreliance on automation, addressing trust calibration 

issues. Involving users in the development process can enhance their trust in 

the AI system. By allowing users to participate in decision-making or 

providing feedback, developers can better align automation capabilities with 

user expectations and, in turn, improve trust calibration. A clear explanation 

of the composition of training data and model results can help users establish 

an understanding of AI capability boundaries, prevent mismatches between 

user trust and AI capability ranges, and thus improve resolution. Moreover, 

developers can customize explanations based on the specific work situation 

of users, enhancing their trust and understanding of specific sub-functions. 

This can place functional specificity at a higher level. Similarly, continuously 
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verifying the effectiveness of explanations in real-world scenarios will place 

time specificity at a high level through timely correction. Allowing users to 

play various roles in evaluating explainability and continuous improvement 

can increase their trust calibration in the system and enhance temporal 

specificity. Determine specific factors that affect trust or distrust based on 

user work practices, enabling developers to customize artificial intelligence 

designs to adjust trust and control its matching with AI capabilities. This 

targeted approach enhances trust calibration and resolution. 

Table 3. Design principles and automation-trust calibration, resolution, and 
specificity. The √ represents the three elements of automation-trust and their 
correlation with corresponding principles. 

Three stages of 

explainability 
Principles Calibration Resolution Specificity 

Conceptualization 

Pre-explanations √   

Users’ practices and 

behaviors 
√   

Construction 

Comparison, validation, 

and auxiliary tools 
√   

Direct or indirect 

participation 
√   

Explain training data and 

results in effective ways 
 √  

Provide personalized 

explainability approaches 

for different scenarios 

  √ 

Measurement 

Long-term verification in 

practice 
  √ 

Meeting users’ roles √  √ 
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Factors of trust or distrust √ √  

 

5.4 Limitations of research and future work 

While the outlined research methods and ethical considerations provide a 

robust foundation for understanding how users perceive AI decisions and 

explainability in high-stakes domains, it is important to acknowledge certain 

limitations in this study. First, the sample size is relatively small, comprising 

nine participants from distinct fields. While these participants bring valuable 

insights, the findings may not capture the full spectrum of perspectives in 

each domain. Expanding the participant pool and including a more diverse 

range of individuals, such as those with varying levels of AI expertise or 

different roles within their organizations, could enhance the study's breadth. 

Similarly, research should also be extended to other high-risk areas to obtain 

more comprehensive investigations. 

Second, this research primarily relies on semi-structured interviews, which 

may be subject to potential biases or recall errors. Multiple proofreading 

should be used to avoid misunderstandings caused by inaccurate wording 

when translating raw data. Future work should consider incorporating 

complementary data collection methods, such as surveys or observations, to 

cross-validate the findings. Future research methods should also consider 

quantitative analysis, which allows researchers to distinguish between the 

objective behavioral effects of explanation and self-perception (van der Waa 

et al., 2021). Additionally, the focus on high-stakes areas may limit the 

generalizability of the results to other domains where AI plays a significant 

role but may have different implications. 

In future research, efforts should be made to explore the interplay between AI 

explainability and trust more deeply, potentially by conducting follow-up 

studies to understand how the identified user needs and perspectives can be 

translated into improved AI systems and continuously verified in real 

environments. Moreover, a longitudinal approach could be employed to track 

changes in user perceptions over time as AI technology evolves. Finally, the 

study could benefit from more extensive collaboration with AI developers to 

bridge the gap between user expectations and system design, ultimately 

contributing to the development of more user-centered and trustworthy AI 

systems. 
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6. Conclusion 

By analyzing interviews with nine non-technical professionals from four 

high-risk areas, this study conceptualized some AI explainability 

development principles. These principles can help developers better design 

trustworthy and understandable AI for high-stakes areas. Implementing these 

principles in AI development can also be used to improve the three elements 

of automation-trust: calibration, resolution, and specificity. Good calibration, 

resolution, and high specificity could reduce the underuse and overuse of AI. 

However, it should be noted: Firstly, implementing these principles in reality 

still poses many challenges for AI developers, such as the increase in system 

complexity and the effective use of resources; Secondly, the limitations of 

research methods and data volume indicate that there is still a lot of work to 

be done in future related work, such as broader user surveys and domain 

extension; Thirdly, although this study is based on empirical evidence, the 

validation of these principles in real-world environments and whether they 

can help achieve understandable and trustworthy AI still require a long way 

to go, which is also a direction that future study can focus on. 
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Feng S.; Boyd-Graber J. 
What can Ai do for me? Evaluating machine 

learning interpretations in cooperative play 
55 

Buiten M.C. 
Towards intelligent regulation of artificial 

intelligence 
54 

Frye C.; Rowat C.; Feige I. 

Asymmetric shapley values: Incorporating 

causal knowledge into model-agnostic 

explainability 

53 

Wang J.; Zhang Y.; Tang 

K.; Wu J.; Xiong Z. 

AlphaStock: A buying-winners-and-selling-

losers investment strategy using interpretable 

deep reinforcement attention networks 

50 

Ehsan U.; Riedl M.O. 
Human-Centered Explainable AI: Towards a 

Reflective Sociotechnical Approach 
48 

Ye Q.; Xia J.; Yang G. 
Explainable AI for COVID-19 CT 

Classifiers: An initial comparison study 
39 

Shankaranarayana S.M.; 

Runje D. 

ALIME: Autoencoder based approach for 

local interpretability 
36 

Chromik M.; Eiband M.; 

Buchner F.; Krüger A.; 

Butz A. 

I Think i Get Your Point, AI! The Illusion of 

Explanatory Depth in Explainable AI 
34 

Rodriguez-Diaz E.; Baffy 

G.; Lo W.-K.; Mashimo H.; 

Vidyarthi G.; Mohapatra 

S.S.; Singh S.K. 

Real-time artificial intelligence–based 

histologic classification of colorectal polyps 

with augmented visualization 

33 

Abdul A.; Von Der Weth 

C.; Kankanhalli M.; Lim 

B.Y. 

COGAM: Measuring and Moderating 

Cognitive Load in Machine Learning Model 

Explanations 

31 
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Wu Y.; Kuang K.; Zhang 

Y.; Liu X.; Sun C.; Xiao J.; 

Zhuang Y.; Si L.; Wu F. 

De-biased court's view generation with 

causality 
30 

 

A.4: 25 papers in journals for further analysis and discussion 

Author Title 

Number 

of 

citations 

Lundberg S.M., Erion G., 

Chen H., DeGrave A., 

Prutkin J.M., Nair B., Katz 

R., Himmelfarb J., Bansal 

N., Lee S.-I. 

From local explanations to global 

understanding with explainable AI for trees 
1508 

Holzinger A., Langs G., 

Denk H., Zatloukal K., 

Müller H. 

Causability and explainability of artificial 

intelligence in medicine 
518 

Shin D. 

The effects of explainability and causability 

on perception, trust, and acceptance: 

Implications for explainable AI 

209 

Amann J., Blasimme A., 

Vayena E., Frey D., Madai 

V.I., the Precise4Q 

consortium 

Explainability for artificial intelligence in 

healthcare: a multidisciplinary perspective 
209 

Lim B., Arık S.Ö., Loeff N., 

Pfister T. 

Temporal Fusion Transformers for 

interpretable multi-horizon time series 

forecasting 

167 

Holzinger A., Malle B., 

Saranti A., Pfeifer B. 

Towards multi-modal causability with Graph 

Neural Networks enabling information fusion 

for explainable AI 

158 

Reyes M., Meier R., Pereira 

S., Silva C.A., Dahlweid F.-

M., Tengg-Kobligk H.V., 

Summers R.M., Wiest R. 

On the interpretability of artificial 

intelligence in radiology: Challenges and 

opportunities 

149 
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Zerilli J., Knott A., 

Maclaurin J., Gavaghan C. 

Transparency in Algorithmic and Human 

Decision-Making: Is There a Double 

Standard? 

106 

Angelov P., Soares E. 
Towards explainable deep neural networks 

(xDNN) 
101 

Gao K., Su J., Jiang Z., 

Zeng L.-L., Feng Z., Shen 

H., Rong P., Xu X., Qin J., 

Yang Y., Wang W., Hu D. 

Dual-branch combination network (DCN): 

Towards accurate diagnosis and lesion 

segmentation of COVID-19 using CT images 

96 

Arnold M., Piorkowski D., 

Reimer D., Richards J., 

Tsay J., Varshney K.R., 

Bellamy R.K.E., Hind M., 

Houde S., Mehta S., 

Mojsilovic A., Nair R., 

Ramamurthy K.N., Olteanu 

A. 

FactSheets: Increasing trust in AI services 

through supplier's declarations of conformity 
91 

De Bruyn A., Viswanathan 

V., Beh Y.S., Brock J.K.-

U., von Wangenheim F. 

Artificial Intelligence and Marketing: Pitfalls 

and Opportunities 
82 

Garcez A.D., Gori M., 

Lamb L.C., Serafini L., 

Spranger M., Tran S.N. 

Neural-symbolic computing: An effective 

methodology for principled integration of 

machine learning and reasoning 

73 

Guo W. 

Explainable Artificial Intelligence for 6G: 

Improving Trust between Human and 

Machine 

66 

Yeom S.-K., Seegerer P., 

Lapuschkin S., Binder A., 

Wiedemann S., Müller K.-

R., Samek W. 

Pruning by explaining: A novel criterion for 

deep neural network pruning 
66 
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Hong S.R., Hullman J., 

Bertini E. 

Human Factors in Model Interpretability: 

Industry Practices, Challenges, and Needs 
60 

Sachan S., Yang J.-B., Xu 

D.-L., Benavides D.E., Li 

Y. 

An explainable AI decision-support-system to 

automate loan underwriting 
49 

Giudici P., Raffinetti E. 
Shapley-Lorenz eXplainable Artificial 

Intelligence 
45 

Kim B., Park J., Suh J. 

Transparency and accountability in AI 

decision support: Explaining and visualizing 

convolutional neural networks for text 

information 

45 

Vassiliades A., Bassiliades 

N., Patkos T. 

Argumentation and explainable artificial 

intelligence: A survey 
43 

Heinrichs B., Eickhoff S.B. 
Your evidence? Machine learning algorithms 

for medical diagnosis and prediction 
43 

Ploug T., Holm S. 

The four dimensions of contestable AI 

diagnostics- A patient-centric approach to 

explainable AI 

40 

Buiten M.C. 
Towards intelligent regulation of artificial 

intelligence 
40 

Holzinger A. 
Explainable AI and Multi-Modal Causability 

in Medicine 
36 
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Aizenberg E., van den 

Hoven J. 
Designing for human rights in AI 35 

 

12 papers in conferences for further analysis and discussion 

Authors Title 

Number 

of 

citations 

Liao Q.V.; Gruen D.; Miller 

S. 

Questioning the AI: Informing Design 

Practices for Explainable AI User 

Experiences 

245 

Panigutti C.; Perotti A.; 

Pedreschi D. 

Doctor XAI An ontology-based approach to 

black-box sequential data classification 

explanations 

89 

Casalicchio G.; Molnar C.; 

Bischl B. 

Visualizing the feature importance for black 

box models 
82 

Clark P.; Tafjord O.; 

Richardson K. 
Transformers as soft reasoners over language 74 

Ribera M.; Lapedriza A. 
Can we do better explanations? A proposal of 

user-centered explainable AI 
63 

Weitz K.; Schiller D.; 

Schlagowski R.; Huber T.; 

André E. 

I"do you trust me?": Increasing User-Trust by 

Integrating Virtual Agents in Explainable AI 

Interaction Design 

60 

Feng S.; Boyd-Graber J. 
What can Ai do for me? Evaluating machine 

learning interpretations in cooperative play 
55 

Frye C.; Rowat C.; Feige I. 

Asymmetric shapley values: Incorporating 

causal knowledge into model-agnostic 

explainability 

53 
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Wang J.; Zhang Y.; Tang 

K.; Wu J.; Xiong Z. 

AlphaStock: A buying-winners-and-selling-

losers investment strategy using interpretable 

deep reinforcement attention networks 

50 

Ehsan U.; Riedl M.O. 
Human-Centered Explainable AI: Towards a 

Reflective Sociotechnical Approach 
48 

Shankaranarayana S.M.; 

Runje D. 

ALIME: Autoencoder based approach for 

local interpretability 
36 

Abdul A.; Von Der Weth 

C.; Kankanhalli M.; Lim 

B.Y. 

COGAM: Measuring and Moderating 

Cognitive Load in Machine Learning Model 

Explanations 

31 

 

A.5 The principles of human-centered explainable system designing by Mueller et al. 

(2021) 

No. Principles Explanation 

1 

The property of 

being an explanation 

is not a property of 

statements, 

visualizations, or 

examples. 

Explaining is a process by which an explainee and 

explainer achieve common ground. XAI Designers should 

recognize that an explanation is not merely an artifact 

delivered from an algorithm, but must be understood by a 

user to be effective. 

2 Work matters. 

It is impractical to develop a useful and usable explanation 

system outside of a work context. Explanation relates the 

tool to the user knowledge in the context of the goals and 

tasks, and whether a particular algorithm or visualization 

will support that work cannot be known in the abstract. 

Human-centered design principles suggest involving the 

user early and throughout the system development process 

3 

The importance of 

active self-

explanation. The 

The "spoon feeding" paradigm is oblivious to the fact that 

irrespective of whatever material people receive by way of 

explanation, they still engage in a motivated attempt to 

make sense of the AI and the explanatory material. 

Developers should recognize this and focus explanatory 

systems on information that empowers users to self-

explain, rather than simply delivering an 

output of an algorithms that is intended to serve as 

explanatory. 
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4 

Build explanatory 

systems, not 

explanations. 

Rarely does the initial explanation coming directly from the 

AI algorithms provide a useful explanation, let alone an 

ideal one. It must be accompanied by other things 

(instructions, tutorial activities, comparisons, exploratory 

interfaces, user models, etc.) to succeed. 

5 
Combined methods 

are necessary. 

Much work on XAI involves testing a particular concept or 

algorithm in isolation. But when designing an explanatory 

system, multiple kinds of information can complement one 

another. For example, both global and local explanations 

may be justifiable and reinforce one another. Showing 

examples that establish a pattern may play a different role 

than contrasting examples which establish a critical causal 

relationship. Using examples of related heatmaps may be 

more powerful than either examples or heatmaps in 

isolation. And it is crucial to keep in mind that actual work 

contexts involve multiple systems, so the user is 

continuously challenged with their own "system 

integration" task. 

6 

An explanation can 

have many different 

consequences. 

Often, developers create and test explanations to determine 

whether they work. However, different explanations can 

have very different effects. This includes differing effects 

on qualitative assessments (satisfaction, trust), versus 

knowledge measures and performance measures. The 

explanations should be tuned to the goal, keeping in mind 

the fact that people may be led to trust and rely upon an AI 

system simply being given more and more information 

about it, whether or not that information leads to better or 

deeper understanding. 

7 
Measurement 

Matters. 

Because explanations can have their impact on a number of 

ways, and so can be assessed along many dimensions 

(goodness, satisfaction and trust, knowledge/understanding, 

and performance). Designers should identify what 

consequences the explanation should have in order to 

develop an appropriate measurement and assessment 

approach. 

8 

Knowledge and 

understanding are 

central. 

Much of the research on XAI focuses on algorithmic 

visualizations, which distracts from the fact that the focus 

of explanation is on developing a better understanding of 

the system. Understanding leads to appropriate trust and 

appropriate reliance, and therefore overall better 

performance with the system. 
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9 
Context matters: 

Users, timing, goals. 

An explanation is not a beacon revealing the truth. The best 

explanation depends on context: who the user is, what their 

goal is, when they need an explanation, and how its 

effectiveness is measured. Developers should consider use 

cases, user models, timeliness, and attention and distraction 

limitations for their explanations. 

10 

The power of 

differences and 

contrast. 

A central lesson of XAI is the utility of contrast, 

comparison, and counterfactuals in understanding the 

boundary conditions of a system. A useful exercise is to 

first develop learning objectives for an explanatory system, 

and identify the contrasts necessary to support those 

objectives. 

11 

Explanation is not 

just about 

transparency. 

If something is transparent, you cannot see it. This word is 

widely misused. What is needed are systems whose 

workings are apparent, that is, readily understood and not 

hidden (the "black box metaphor"). Especially in the 

context of fairness in algorithmic decision making, many 

have advocated “transparency” as an approach to 

explanation. This can never be enough, because a user may 

still not understand how a system works even if its 

algorithms are somehow apparent---observable and visible. 

Other methods (contrast, global explanation and local 

justification, examples, explorable interfaces that permit 

hypotheticals, etc.) will be necessary in most situations to 

harness apparency and develop understanding. In "real 

world" work contexts, people always feel some mixture of 

justified trust, unjustified trust and justified and unjustified 

mistrust. These attitudes are in constant flux and rarely 

develop in a smooth progression toward some ideal and 

stable point. Trust can come and go in a flash. When the AI 

fails in a way that a human would never fail, reliance can 

collapse. 

12 

The need for 

explanation is 

“triggered”. 

Too often, XAI systems deliver an explanation regardless 

of whether one is needed. However, explanations are not 

always necessary. In normal human reasoning, explanation 

is triggered by states such as surprise and violations of 

expectation. Advances in XAI will come when systems 

begin to understand situations that are likely to engender 

surprise and violate user expectations. 
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13 

Explanation is 

knowledge 

transformation and 

sensemaking. 

The achievement of an understanding is not just the 

learning or incorporation of information; it involves 

changing previous beliefs and preconceptions. The 

acquisition of knowledge involves both assimilation and 

accommodation, to use Piagetian terminology. The power 

of explanation is that it can activate fast “System 2” 

learning modes that quickly reconfigure knowledge with 

minimal feedback, bypassing the slower “System 1” trial-

and-error feedback-based learning often used to understand 

a system. XAI systems should harness this by attempting to 

identify the user’s current understanding (so that it can 

better predict how to transform this knowledge), and 

support the information that will help make these 

transformations. 

14 
Explanation is never 

a “one-off.” 

Especially for AI systems that learn or are applied in 

dynamic contexts, users often need repeated explanations 

and re-explanations. How has the algorithm changed? Are 

these new data valid? XAI systems might benefit from 

considering the long-term interaction with users, even in 

simple ways like recognizing that once learned, an 

explanation may not need to be given again unless 

something has changed. 

 

A.6 Questions in interviews 

Stage Principles in Appendix 1 Questions 

Conceptualization 1, 8, 9 and 11 

1. Before using an AI system, how well 

do you understand its working 

principle? 

 

2. When you use an AI system, how do 

you understand the operating principles 

of the system? 

  



Unraveling The Black Box 

148 

 Construction  
1, 2, 3, 4, 5, 9, 10, 11, 13, 

and 14 

3. After AI provides a decision, how do 

you judge the correctness of the 

decision made by AI? 

 

4. Are you willing to participate in the 

development of AI? How do you think 

this participation can help you 

understand the AI system you are 

using? 

 

5. The basic principle of artificial 

intelligence is to train a mathematical 

model with historical data to obtain 

results. This process includes three 

elements: historical data, the model, 

and results. How do you think one 

should understand these three elements? 

 

6. If the AI system you are using is 

meant to help you understand the 

reasons behind decisions, what form do 

you think is best? Images, 

conversations, text, videos, or others? 

Why? 

  

Measurement  2, 4, 6, 7, 9, 10, 11, and 12 

7. Does the AI system you are using 

increase or decrease your confidence in 

the system's decision-making process 

when it helps you understand 

decisions? Why? 

 

8. When evaluating the AI system you 

are using, what do you think your role 

is? 

 

9. When evaluating the AI system you 

are using, what factors can make you 

trust the results? 

 


