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Abstract
Cytochrome c oxidase (CcO) catalyses the reduction of molecular
oxygen to water while the energy released in this process is used
transport protons “up-hill” across an energy transducing biological
membrane, creating a proton-motive force for ATP synthesis. Given
its key role in energy transduction in organisms, proton pumping has
been extensively studied across species. Even though many mem-
bers of the CcO superfamily have been structurally characterized in
detail, time-resolved structural details of electron transfer coupled
to proton pumping have not been entirely understood. A billion-
fold jump in the peak X-ray brilliance delivered by X-ray free elec-
tron laser (XFEL) and the development of serial femtosecond crys-
tallography (SFX) allowed the determination of protein structures at
room temperature, opening up the opportunities to measure ultra-
fast reactions in proteins. Moving beyond the study of only light-
sensitive systems, our long-term goal is to use time-resolved serial
femtosecond crystallography at XFELs for a comprehensive struc-
tural study of cytochrome c oxidase activity. First, we employed a
standard pump-probe SFX setup in a time-resolved (TR) study of
structural events following the photodissociation of carbon monoox-
ide (CO) from a reduced CO-bound ba3-type CcO. In the following
study, we performed TR-SFX to track structural changes at the active
site of ba3-type CcO upon photoinitiated release of oxygen molecule
from cobal-based cage compound. Moreover, to utilize the poten-
tial of synchrotron radiation and lower the entry barrier for serial
crystallography at synchrotron beamlines, we designed and experi-
mentally validated a flow-cell device for serial synchrotron crystal-
lography (SSX) at room-temperature. Finally, we used X-ray absorp-
tion spectroscopy (XAS) to access electronic configuration and co-
ordination geometry of copper and iron co-factors of ba3-type CcO in
different redox states. Qualitative analysis of X-ray absorption near-
edge structure (XANES) and theory-based model of extended X-ray
absorption fine structure (EXAFS) highlighted differences between
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analyzed samples, leaving room for additional computational input
to obtain a detailed fingerprint of ba3-type CcO redox states and bet-
ter understanding of possible ligands in the heme a3-CuB active site.
The work presented in this thesis highlights the importance of utiliz-
ing different methods for comprehensive understanding of enzyme
reaction dynamics.
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Chapter 1

Introduction

1.1 Oxygen, cellular respiration, energy, and life
on Earth

The Earth was formed 4.6 billion years ago as a hot globe with iron
and silicium core, molten surface, and no atmosphere. To become
habitable for the living world that we know today, the Earth had to
go through a radical chemical evolution, which was enabled by a
number of geological, and later on, biological phenomena.

The release of volcano fumes containing hydrogen sulfide (H2S),
methane (CH4), and carbon dioxide (CO2), led to formation of the
Earth’s first atmosphere [1]. With the gradual cool-down of the Earth
surface, and the first rains, first oceans were formed. Shallow aque-
ous environments, where a pool of small molecules was in contact
with mineral surfaces, containing elements of variable redox states,
such as iron, manganese, and copper, were the sites of first organic
catalysis. First unicellular organisms date to 3.7 billion years ago [2],
and were formed in hydrothermal environment of prebiotic seas as
anaerobs, retrieving energy from the process of chemiosmosis.

Due to the strong reducing conditions that existed on the primor-
dial Earth’s surface, and relative absence of O2, these organisms were
sustained on metabolic pahtways that predominantly used CO2 and
SO4 as electron acceptors. Interestingly, proton gradients formed by
alkaline hydrothermal vents [3] are suspected to be central to the ori-
gin of life, as they provide the energy force for synthesis of energy-
conserving molecules.

1
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Chapter 1. Introduction

Biological and geological processes led to a notable increase in O2
production relative to its consumption [4]. Most notably, the emer-
gence of cyanobacteria as the only prokaryotic organisms that per-
form oxygenic photosynthesis [5], led to significant rise of oxygen
concentration in the atmosphere and oceans around 2.2 - 2.4 billion
years ago, often referred to as the Great Oxidation Event (GOE) [6].

Presence of molecular oxygen has allowed for the use of O2 as
an electron acceptor with one of the largest free energy release per
electron transfer. Consequently, energy-efficient metabolic pathways
enabled the diversification of complex life forms. For example, aer-
obic metabolism yields at least 4-fold more energy per molecule of
glucose oxidized than the most efficient anaerobic pathways [7]. This
process is called aerobic respiration, and it consists of glycolysis, the
citric acid (Krebbs) cycle, and oxidative phosphorylation. Per one
molecule of glucose, up to 38 molecules of adenosine-3-phosphate
(ATP), a high-energy conserving molecule, are produced during aer-
obic respiration, out of which 32 are produced solely in oxidative
phosphorylation.

1.1.1 Oxidative phosphorylation and electron transport chain

Oxidative phosphorylation is a process consisted of, as name indi-
cates, series of redox reactions with purpose of generating the elec-
trochemical proton gradient often referred to as "proton motive force"
[8], which drives the energy-demanding phosphorylation of ADP to
store the energy in ATP, a molecule with high-energy chemical bonds
that are cleaved in biological processes that require energy, such as
growth, reproduction etc.

Electron transfer and oxidative phosphorylation 1.1 take place in
four large protein complexes embedded in the membrane, particu-
larly the inner membrane of mitochondria in eukaryotic organisms,
or the inner (cytoplasmic) membrane of bacteria and archaea. Respi-
ratory electron transport chains can vary greatly among organisms
in terms of electron donor substrates, electron carriers, and number
of proteins involved in this function.

2

1.1. Oxygen, cellular respiration, energy, and life on Earth

Figure 1.1: A schematic overview of electron transport
chain and oxidative phosphorylation. Oxydative phos-
phorylation begins with NADH, a reduced form of nicoti-
namide adenine dinucleotide (NAD+), that takes up an
electron pair and H+ during the glycolysis. Electrons
from NADH are transferred to flavin mononucleotide
and then, through an iron-sulfur carrier, to coenzyme Q
(ubiquinone) by complex I, NADH:ubiquinone oxidore-
ductase. Coenzyme Q facilitates the movement of electron
along the membrane to the complex III. Complex II re-
ceives electrons from succinate, an intermediate from citric
acid cycle, and transfers them down the same path. Elec-
trons first bind complex II to form FADH2, after which
they are transferred to coenzyme Q. In complex III, elec-
trons are transferred from cytochrome b to cytochrome c
in an energy-yielding reaction (∆G◦′ = −10.1 kcal/mol).
Cytochrome c, a peripheral membrane protein bound to
the outer face of the inner membrane, carries electrons
to complex IV (cytochrome c oxidase), where they are fi-
nally transferred to oxygen molecule, yielding two water
molecules and free energy of ∆G◦′ = −25.8 kcal/mol. The
proton gradient created by complexes I, III, and IV, is har-
vested by ATP synthase in the energy-demanding phos-
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Overall, the electron transport can be summarized in reaction:

NADH+
1

2
O2 +H+ −−→ H2O+NAD+ (1.1)

with the standard Gibbs free energy of –220.1 kJ·mol−1. It is im-
portant to note that this reaction is exergonic. Electron transfer from
a low redox potential donor to a higher redox potential acceptor in
three complexes (I, III, and IV) is coupled to proton transfer from the
matrix to the intermembrane space [9].

Resulting unequal distribution of protons creates a pH-gradient
and a transmembrane electrical potential. Therefore, the proton mo-
tive force can be defined as a sum of chemical gradient (∆pH) and
charge gradient (∆ψ):

∆p = ∆ψ − 2.3RTF∆pH (1.2)

where ∆p is the membrane potential and ∆pH is the pH differ-
ence across the membrane, both expressed as the matrix values sub-
tracted from the cytoplasmic values.

This mechanism, commonly known as "chemiosmotic hypothe-
sis" [8], was first proposed by Peter Mitchell in 1961 as a quite radical
explanation of the oxidation of NADH being coupled to phospho-
rylation of ATP. Today, his hypothesis is supported by a number of
great evidence. For example, the membrane potential is measured
to be 0.14 V, with the outside being positive and 1.4 units lower
pH, corresponding to a free energy of 21.8 kJ per mol of protons.
A very elegant demonstration of chemiosmothic hypothesis was car-
ried out using bacteriorhodopsin, a membrane protein from halobac-
teria that pumps protons upon illumination, as a respiratory chain
model [10]. When synthetic vesicles containing bacteriorhodopsin
and mitochondrial ATP synthase were exposed to light, ATP was
formed, proving that the respiratory chain and ATP synthase are
biochemically independent systems linked only by a proton-motive
force.
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1.1.2 Heme-copper oxidases

CcOs, along with the bacterial quinol oxidases, belong to terminal
heme-copper oxidases (HCOs) [11], a superfamily of enzymes found
in the aerobic respiratory chain of mitochondria and bacteria that
convert oxygen to water and transfer protons across membranes to
form an electrochemical gradient. Based on differences in subunit
composition, heme groups, and electron donors, HCOs can be di-
vided in three sub-families: A, B, and C, each of them displaying
the unique proton-pumping fingerprint [12]. Despite the evolution-
ary divergence between HCO families, the key functional elements
for the process of oxidative phosphorylation are highly conserved
across species. CcOs typically contain a low spin six-coordinate heme
(heme a or b) ligated by two axial histidyl ligands, and a binulear
center (BNC), consisted of characteristic five-coordinate, single axial
ligand high-spin heme a3, and a copper ion, conventionally referred
to as CuB. Heme a(b) and heme a3 have different redox potentials
due to the difference in the surrounding environment and the local-
ization within the protein, resulting in unidirectional electron flow
from heme a to binuclear center, the active site where the reduction
of oxygen takes place.

aa3-type The largest and the most studied group of CcOs are aa3-
type oxidases. In particular, a mitochondrial cytochrome c oxidase,
being one of the most important proteins in the powerhouse of the
cell, is an aa3-type oxidase. The first crystal structure to be completely
solved was the aa3-type CcO from Paracoccus denitrificans at 2.8 Å
resolution [13], followed by the bovine heart CcO in 1996 [14], and
Rhodobacter sphaeroides CcO [15].

All aa3-oxidases consist of highly conserved subunit I, II, and
III. aa3-oxidase of R.sphaeroides and P. denitrificans contains one ad-
ditional subunit. In eukaryotic organisms, however, mitochondrial
CcO forms a large 220 kDa complex in which, in addition to three
conserved subunits coded in mitochondrial DNA, 10 additional sub-
units are coded in the eukaryotic genome.
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Subunit I harbors the catalytic heme a3-CuB binuclear centre, and
its immediate electron donor, the low-spin heme, and therefore is
common to all heme–copper oxidases. It consists of 12 transmem-
brane helices with hydrophilic loops localized on the P- and N- side
of the membrane. Fe- and Cu- metal centres are well embedded in
the protein, located at approximately 13 Å from the positive (outer
or periplasmic) side, and 30 Å from the negative (inner or cytoplas-
mic) side of the membrane [12–14]. Interestingly, mitochondrial aa3
-type CcO contains a zinc ion in proximity to heme a, but its function
is yet unknown.

Given their critical role in oxygen diffusion, proton pumping, and
electron transfer, several aminoacid residues of subunit I are consid-
ered to be strictly conserved in all CcOs. Notable examples include:
six histidine residues in the heme coordination environment (HisI-
61, HisI-378, HisI-376, HisI-291, HisI-290 and HisI-240, Bos taurus
numbering); ValI-279 as a part of an O2 diffusion channel; TrpI-280,
proposed to be important for the so-called "histidine cycle mecha-
nism" [16]; and an arginine pair (ArgI-438 and ArgI-439), which is
connected to the δ-propionate of the low-spin heme via hydrogen
bond, facing the positive side of the membrane, playing role in the
proton exit mechanism.

Subunit II consists of large cluster of ten beta sheets on the P-
side of the membrane. Most importantly, this subunit contains CuA,
a copper site consisted two copper ions, which accept electrons from
cytochrome c, therefore being a starting point of the electron trans-
fer in CcOs. Subunit II associated with subunit I via two alpha he-
lices [17]. Moreover, a magnesium ion is burried between subunit I
and subunit II of aa3-type CcO, taking part in re-localizing waters
produced at the BNC in the reaction of oxygen reduction [18]. Along
with the subunit I, subunit II is present in all CcOs.

Subunit III, however, is unique for the aa3-type CcOs. Even though
it has no direct role in redox processes, it increases the catalytic life-
time of CcO. In particular, by increasing the proton uptake, it short-
ens the life-span of reactive oxygen species which could affect the
activity of the enzyme [19].

6
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ba3-type oxidase from T. thermophilus B-type oxidases are a di-
verse subfamily of CcOs spread among bacteria and archaea [17]. The
first crystal structure of a B-type CcO to be determined to a resolution
at 2.4 Å [17] was ba3-type CcO from Thermus thermophilus.

ba3-type CcO consists of three subunits (Figure 1.2) encoded by
three separate structural genes [20]. Interestingly, ba3-oxidase shows
very little sequence homology (<20% identity [20] ) with aa3-oxidase,
lacking most of the highly conserved amino acid residues that form
the proton pathways. Still, it displays the similarity of structure with
respect to its main subunits I and II.

The 61.7 kDa subunit I contains one helix in addition to 12 TMH
described for A type CcOs [21]. An interesting difference is the re-
duced length of the P- and N-side hydrophilic loops, which decreases
the entropy of unfolding [22,23], and might be one of the key contrib-
utors to increased thermostability of ba3-CcO.

Important difference between the ba3- and aa3-type CcOs sprouts
from the difference in heme groups.

In contrast with the typical heme a structure of aa3-CcO, where
hydroxyethylfarnesyl (HEF) is present on C2, a formyl group at C8
and a hydrophobic hydroxyethylgeranylgeranyl (HEGG) moiety are
present on the heme b of ba3-CcO. Rigid straight structure that reaches
to the cytoplasmic side [24] and the increased hydrophobicity of HEGG
compared to HEF are proposed as stabilizing at high growth temper-
atures [24, 25] in organisms such as T. thermophilus and other ther-
mophilic bacteria, as well as phylogenetically-related archaea.

Heme b is axially ligated by two histidine ligands (His72 and
His386) whereas His233, His282, His283, His384 and Tyr237 form the
coordination sphere of the heterodinuclear center.
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Figure 1.2: ba3-type CcO of T. thermophilus. ba3-CcO is
consisted of three subunits. Subunit I harbors a low spin
six-coordinate heme b, and a binulear center (BNC) con-
sisted of five-coordinate high-spin heme a3 and a copper
ion CuB. CuA site, consisted of two Cu atoms, is located in
subunit II, where it accepts electrons from cytochrome c.
Electronic configuration and relative placement of redox
centers (zoomed view) determines the electric potential
and allows for a directed flow of electrons (orange arrows)
from the protein surface through the protein matrix.

Subunit II (18.5 kDa) consists of β-sheet cluster and one single
TMH, making up a the only predominantly polar domain, localized
at the P-side of the membrane. It contains the binuclear copper re-
dox center CuA , accepting electrons from the heat stable protein cy-
tochrome c552 [21]. The first copper atom (CU1) is coordinated by
CysII-149, CysII-153, HisII-157 and GlnII-151 while the second cop-
per atom (CU2) is co-ordinated by CysII-149, CysII-153, HisII-114
and MetII-160. Conserved aromatic residues PheII-88 and TyrII-90
mediate the electron transfer via hydrophobic substrate–enzyme in-
teraction [26], which could be an adaptation to compensate for weak-
ened electrostatic interactions at elevated temperatures.
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The third subunit, IIa, was first discovered and identified during
determination of the first X-ray crystallography structure of ba3-CcO.
It is a 3.8 kDa polypeptide consisted of 34 residues, which form a
single TMH [17]. The role of subunit II in stabilization of ba3-CcO
was accessed by overexpression studies [27]. Interestingly, it is spec-
ulated to be the ‘missing’ helix of Thermus subunit II, and therefore its
functional complement. Moreover, superposition of subunit IIa helix
shows structural similarity with the TMH of subunit II in all of the
known CcOs.

1.1.3 Catalytic reaction of CcO

CcO contains four distinct and spatially separated redox centres. Elec-
tronic configuration and relative placement of these redox centers de-
termines the electric potential and allows for a directed flow of elec-
trons from the protein surface through the protein matrix, ultimately
reaching its end point in the active site where reduction of oxygen
takes place.

Long-distance transfer of electrons in protein matrices occur by
a quantum mechanical phenomenon called electron tunneling. The
carrier medium, i.e. the protein matrix, lowers the tunneling energy
between redox-active metal clusters, allowing the electrons to travel
up to 30 Å within only 10 fs [28].

The reaction mechanism of CcO is hereby described using the ex-
ample of aa3-type CcO, featured in a number of studies [29].
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Figure 1.3: Reaction cycle of CcO. Events and timescales
correspond to intrepretation of catalytic cycle in mitochon-
drial aa3-type CcO [30, 31].

The redox cycle is initiated by the transfer of two electrons from
cytochrome c, which docks onto the surface of subunit II, to CuA site,
consisted of two Cu atoms at 2.5 Å distance located in subunit II.
From CuA, electron is transferred via low spin heme a to the binu-
clear center (BNC) [32, 33]. BNC is consisted of a high-spin heme a3,
antiferromagnetically coupled to a single copper atom, CuB. CuB is
the first one to accept electrons in BNC, after which they are trans-
ferred to heme a3. BNC reduced with two electron is denoted as the
R-state (Figure 1.3). Fe(II) of a reduced heme a3 can bind oxygen with
a high affinity. A single oxygen molecule is the terminal electron ac-
ceptor in the process, taking up the two electrons donated by heme
a3. Original proposal suggests that two electrons are transferred onto
the bound dioxygen creating a peroxide in the BNC, and therefore
this state is termed as the P-state [34,35]. Results of resonance Raman
spectroscopy and magnetic circular dichroism spectroscopy [36, 37]

10

1.1. Oxygen, cellular respiration, energy, and life on Earth

have challenged the peroxide hypothesis, indicating that the dioxy-
gen bond is already broken in the P-state. However, for the splitting
of the dioxygen bond four electrons are required. In the P-state, the
third electron is provided by CuB, which in turn oxidizes the ferrous
iron Fe(III) into Fe(IV) and CuB(I) to CuB(II). Different donors of the
fourth electron are proposed, and depending on the redox state of
the heme a, the donation of the last electron needed for the reduc-
tion of oxygen can proceed via different mechanisms [38]. If an elec-
tron is available on heme a, the A state decays to the so-called PR
intermediate, characterized by the oxidation of heme a. This is avail-
able when the reduction of the BNC is assisted by external reducing
agents (i.e. sodium dithionite, DTT, ascorbate etc.). Alternatively, if
further electrons are not available on the protein metals beyond, the
A state will transition to PM intermediate. In this scenario, the most
favored proposition considers the last electron being donated by a
hydroxyl-group from the redox active conserved tyrosine in the cat-
alytic site [39, 40].

A rapid four-electron reduction of O2 bypasses the formation of
toxic reactive oxygen species (superoxide, peroxide, hydroxyl radi-
cal) [41], as the Fe(IV) double-bond O2- state and Tyr radical formed
at the catalytic site remain bound to the CcO. It is important to note
that the formation of PM does not require any additional input of
electrons or protons, but instead is formed by rearrangement elec-
trons and protons already present at the catalytic site.

Interestingly, PM intermediate can be obtained in a relatively sta-
ble form just a few minutes upon oxygenation of the so-called "mixed
valence CO" (MVCO) enzyme [42].

The conversion from P-state to F-state, in which one of the oxygen
atoms has been bound to the heme a3 Fe via a double bond, forming
an oxoferryl moiety, is followed by translocation of two more protons
from the intracellular to periplasmic side, for a total of four protons
in the whole cycle, and the release second oxygen atom as water.

The enzyme returns to the “active-ready” oxidized state (OH),
which contains a bound hydroxide molecule and can accept new
electrons, is not equivalent to the enzyme in the oxidized “resting”
state (O). OH state relaxes into O-state, a form that does not pump
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proton upon the first electron injection. The proton pumping activ-
ity is restored if the electron injection follows at least one oxidation
cycle [43].

1.1.4 Proton transfer

All CcOs transfer protons during some steps of catalytic reaction.
Even though all protons are taken up from the negatively charged
N-side of the membrane, they can be differentiated into chemical
protons, which are transferred to the active site and consumed in
the reaction of reduction of O2 to H2O, and pumped protons, which
are pumped across the membrane to the positively charged P-side,
where they create a gradient which drives the synthesis of ATP by
ATP synthase.

For the energy to remain conserved, CcO needs to take up the
proton for pumping prior to the transfer of substrate proton to the
catalytic site, where it will be used to form water [44]. This is en-
abled by the concept of a proton loading site (PLS), which repre-
sents a "storage" unit for the proton designated for pumping accross
the membrane. The access of the PLS to either the N-side (proton-
loading) or to the P-side (proton-pumping) is regulated by the change
in proton affinity, as a result of different protonation states or confor-
mational changes. Nevertheless, PLS represents an important gate-
keeper in preventing the spontaneous flux of protons from the P- to
the N-side [45].

As the reaction site is well embedded in the protein, intra-protein
channels for proton conduction must be always present in subunit I.

A-type A-type CcOs (Figure 1.4 A) transport protons via two differ-
ent pathways: D-pathway, named after entry point at aspartate (D),
and K-pathway, starting with lysine (K). K-pathway is much more
conserved across the CcO family than the D-pathway, which is rele-
vant given the fact this pathway leads directly to the binuclear center.

Additional putative proton pathways such as bovine H-pathway
[33] or the P. denitrificans E-pathway [46] have been proposed but no
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experimental evidences supporting the functionality of these path-
ways have been obtained.

In A-type CcO, all pumped protons and two chemical protons are
taken up via the D-pathway, while the other two chemical protons
enter via the K-pathway.

B-type In contrast, B- and C-type CcOs have solely one proton con-
ducting channel to transport all chemical and pumped protons [47].

This channel (Figure 1.4 B) is identified within subunit I at the
same position as the K-pathway of A-type CcO, so it is often referred
to as the K-pathway analogue, even though it does not share signifi-
cant sequence homology with the K-pathway of A-type CcO.

Efficiency of proton pumping In addition to four chemical pro-
tons, approximately 2 H+ per O2 molecule, or 0.5 H+ per one elec-
tron, are pumped via K-pathway analogue. This number is doubled
in A-type CcO (1 H+ per electron). Overall reaction scheme in aa3-
type CcO can be summed as:

O2 + 4 e− + 4 H+
Nsubstrate + 4 H+

Npumped −−→ 2 H2O + 4 H+
Ppumped

Findings by Wikströms group [8,87] suggest that the proton pump-
ing yield of CcO depends on the "age" of the oxidized enzyme, i.e.
the number of H + translocated across the membrane upon reduc-
tion of O is greater immediately after oxidation of the reduced en-
zyme R. This observation can be correlated to discovery of pulsed
CcO, reported by Antonini et al. [49], who demonstrate that the func-
tional and spectroscopic properties of oxidized CcO produced by re-
action of R with O2 (OH state) are different from those of the resting
(O) enzyme. Moreover, characterization of the "fast" and the "slow"
form of CcO (assigned based on the reaction rates with cyanide [50]),
which are different than O and OH, adds onto the complexity of the
structural and functional differences. A general two-state transition
model between pulsed and resting state was proposed by Wilson et
al. [51], and its implication is discussed in detail in work of Bloch et
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Figure 1.4: Proton transfer in aa3- and ba3-type CcO.A.
D-pathway (green) begins at AspI-91 (D), and extends
over AsnI-98, AsnI-163, AsnI-80, TyrI-19, SerI-156, SerI-
157 to GluI-242 K-pathway (magenta) is spatialy sepa-
rated from the D-pathway, and leads from LysI-319 (K),
over ThrI-316, Ser255 all the way to active site TyrI-244,
which is covalenty bound to one of the histidine ligands
of CuB (HisI-240). The numbering corresponds to B. tau-
rus [48]. B. In K-pathway analogue (blue), LysI-319, ThrI-
316 and SerI-255, are replaced by a hydrogen bond chain
of ThrI-312, a SerI-309 and TyrI-248. GluII-15 at the entry
point and TyrI-237 at the terminus are conserved for K-
pathways across CcOs. The numbering corresponds to T.
thermophilus.

14

1.1. Oxygen, cellular respiration, energy, and life on Earth

al. [43] who argue that the efficiency of proton pumping, and there-
fore, the efficiency of ATP synthesis might be regulated by switching
between two distinct catalytic pathways. In particular, when the re-
ductive phase is not immediately preceded by oxidation, it follows a
different reaction pathway no longer coupled to proton pumping.

1.1.5 Oxygen transfer pathway

Oxygen routes to the BNC were extensively studied in both A- and
B-type CcOs.

In work by Oliveira et al. [52], after employing MD simulations
supported by crystallography findings [13–15] and mutagenesis ex-
periments [53], it was observed that O2 does not diffuse unspecifi-
cally inside this protein but instead, uses three well-defined channels
running from the interior of the membrane (where the solubility of
O2 is higher than in the aqueous phase) towards the CcO core.

The first proposed oxygen pathway of A-type CcO corresponds
to the putative pathway identified by Iwata and co-workers after
pressurizing R. spheroides CcO crystals with xenon [15]. This continu-
ous, hydrophobic channel has two entrance points, located between
helices 5 and 8 and helices 11 and 13 of subunit I, that merge together
in a region close to the proton-gating residue, GluI-286(the residues
are numbered according to the R. sphaeroides). This represents a con-
striction point which prevents the diffusion of O2 to the BNC. In con-
trast, the second pathway has only one entry located between the
transmembrane helices 13 and 16 of subunit I, with its terminus close
to TyrI-288. Finally, the third proposed channel has its entry point in
subunit II, runs parallel to hydroxylethylfarnesyl tail of heme a3, and
terminates just below TyrI-288.

Interestingly, the O2-pathway in B-type CcO is considered to be
structurally well established and understood. Xenon pressurization
studies performed in ba3-CcO from T. thermophilus [54, 55] revealed
a “Y-shaped” hydrophobic channel, extending from the membrane
region to the BNC. In contrast to A-type CcO, no constriction point
was observed close to BNC. The constriction point of aa3-CcO is de-
fined by two large bulky residues of aa3-CcO (TrpI-126 and PheI-63

15
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in B. taurus [48]) narrowing the space for diffusion of oxygen. In ba3-
CcO, smaller residues (TyrI-133 and ThrI-231) are found in these po-
sitions, allowing for better access of O2 to BNC. In addition, a highly
conserved valine residue (ValI-236) of ba3-CcO is proposed to be im-
portant for oxygen to access the BNC [56]. Mutagenesis studies of
T. thermophilus ba3-CcO revealed that as the mutant side chain is in-
creased and protrudes more into the ligand cavity, the rates of ligand
binding decreases correspondingly.

Nevertheless, structural differences of O2 diffusion channels be-
tween aa3- and ba3- type reflect different functional environments
and possible adaptation to conditions with limited oxygen supply.

1.2 Scope of the thesis

In this thesis, I present the two different approaches used to study
ba3-type CcO : serial crystallography, which utilizes synchrotron ra-
diation and X-ray free electron laser (XFEL) pulses for microcrystal
diffraction at room temperature to obtain details of protein structure
and reaction dynamics, and X-ray absorption spectroscopy, which re-
lies on principle of core electron transitions upon X-ray absorption to
specifically characterize co-factors containing copper and iron in dif-
ferent redox states of ba3-CcO .
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Chapter 2

Methodology

2.1 X-rays and X-ray sources

2.1.1 The discovery and application of X-rays

X-rays were first observed and documented by William Röntgen in
his article entitled "The X-rays" in 1895, as the mysterious (hence "X")
light originating from the Crooks tube after high voltage is passed
through it, selectively interacting with matter, and projecting on the
nearby fluorescent screen:

If the hand is held between the vacuum tube and the screen, the dark
shadow of the bones is seen upon the much lighter shadow outline of the
hand.

Further experimentation revealed that this mysterious light passes
through most substances, like the soft tissues of the body, but leaves
bones and metals visible, which is perfectly illustrated by one of the
first X-ray images ever captured on film – a hand of his wife Bertha,
with her wedding ring and hand bones clearly visible in contrast to
the soft tissue of the hand.

Today, the high penetration depth and selective absorption of X-
rays is well-understood and utilized in medical imaging, i.e. body
parts with the highest electron density, such as bones, absorb X-rays
and are visible in its clear shape. In addition, the advancements in X-
ray radiography and the use of contrasting agents allow for imaging
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of the soft tissues [57], revealing fine anatomic details of examined
tissues or whole organisms.

The discovery of X-rays was followed by extensive research, and
a number of proposed applications. In 1912 Max von Laue proposed
the use of X-rays to identify the structure of very small matter, like
atoms, based on their crystal structure. In 1913, William Henry and
Lawrence Bragg took this idea further, by solving the formula for
determining structure from the characteristic pattern observed upon
the interaction with X-rays. This mathematical relation, up to date
known as "Bragg’s Law", set grounds for the field of crystallography
and studying matter at atomic resolutions.

Interestingly, many years after the X-ray phenomenon was ob-
served, the occurrence of X-rays on a much higher scale was ob-
served during the particle collision experiments, as a by-product of
electron acceleration. The first experiments using "synchrotron light"
from a particle collider were performed in 1956 at Cornell in the USA.
Nowadays, there is around 40 large synchrotron sources dedicated
solely to producing synchrotron light, supporting a vast range of sci-
entific experiments with applications in engineering, energetics, ma-
terial science, life sciences, environmental sciences, cultural herritage
etc.

2.1.2 X-ray sources

The quality of the beam originating from X-ray source and fine-tuned
by X-ray optics is typically quantified by metrics that account for
number of photons, beam size, and beam divergence: flux, flux den-
sity, brightness, and brilliance.

Brilliance is source-dependent, hence different X-ray sources can
differ greatly in brilliance. For example, X-ray free electron lasers
provide 10 orders of magnitude greater brilliance compared to third-
generation synchrotron light sources.

Synchrotron light sources A synchrotron is a circular accelerator in
which accelerated charged particles, typically electrons and positrons,
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orbit around a circular, closed path. The circular orbit is obtained us-
ing magnetic fields - by placing bending magnets along the particle
beam path, the orbit is bent, giving rise to strong emission of electro-
magnetic waves in a tangential direction referred to as "synchrotron
radiation". Synchrotron radiation contains a continuous spectra of
energies, ranging from infrared to X-rays, thereby supporting a range
of experiments, particularly in diffraction studies, i.e. protein crystal-
lography.

In protein crystallography, synchrotrons have been largely used
for diffraction studies of large, rotating single crystals, mainly in cryo-
genic conditions. Collection of diffraction data using this method is
still most common approach in resolving protein structures.

Still, technical limitations of synchrotron do not provide spatial or
the time resolution required to execute delicate time-resolved crystal-
lography experiments. Moreover, cryogenic conditions significantly
limit the experimental setup and understanding of physiological phe-
nomena. The development of X-ray free-electron lasers (XFELs) over-
comes these limitations, providing coherent, high-intensity laser-like
X-ray pulses of femtosecond duration, allowing to probe biological
reactions at fast timescales.

X-ray free electron laser (XFEL) In XFELs, the X-rays are produced
in pulses across tens to hundreds of meter long undulator sections.
Initially, electrons emit incoherent radiation, which interacts with the
oscillating electrons, and induces drifting into electron microbunches,
thus becoming coherent. When the waves of emitted radiation are
optimally superimposed, the emitted radiation power increases ex-
ponentially, resulting in high beam intensities and laser-like proper-
ties. This principle is known as self-amplified spontaneous emission
(SASE), and it is the core operating principle the world’s largest XFEL
facilities.

The brilliance of XFEL sources is 10 orders of magnitude higher
than the brilliance of third-generation synchrotron sources. XFELs
are able to deliver sub-femtosecond X-ray pulses with photon ener-
gies up to 25 keV, wide range of pulse energies (few µJ to few mJ)
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than the brilliance of third-generation synchrotron sources. XFELs
are able to deliver sub-femtosecond X-ray pulses with photon ener-
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and repetition rates reaching the megaherz levels. Ultrashort fem-
tosecond high-intensity X-ray pulses can generate diffraction signals
before destruction [58], and are therefore crucial in serial crystallog-
raphy data collection, allowing for obtaining information on the pro-
tein structure before the onset of the radiation damage. High bril-
liance and ultrashort pulse duration allowed for high spatial and
temporal resolution that was previously unattainable but required
for time-resolved measurements of molecular dynamics. Furthermore,
the ultrashort pulse mode allows for proteins to be studied at room
temperature, eliminating the need for low temperature conditions
used at synchrotrons to minimize the radiation damage. Therefore,
XFELs provide an important opportunity to study time-resolved pro-
tein dynamics at room temperature.

2.2 Principles of serial crystallography

2.2.1 Crystal structure

Protein crystals can be viewed as highly-ordered arrangement of pro-
tein molecules in a periodic motif, which makes it fundamentally dif-
ferent from protein in solution or amorphous solid, and gives rise
to unique ability of crystals to diffract X-rays. This motif, or a three-
dimensional array of points, is called crystal lattice. Lattice points are
separated by a translation vector a in one-dimensional space. Conse-
quently, in three dimensional space, the points of lattice can be gen-
erated by applying vectors a⃗, b⃗, and c⃗. These three vectors, together
with the inter-axial angles α, β, and γ, define a unit cell, the small-
est repeating unit having the full symmetry of the crystal structure.
Depending on the length and orientation of the vectors, unit cells ex-
hibit various shapes. For example, if the vectors a⃗, b⃗, and c⃗, are of
equal length and at right angles to one another, or a = b = c and α =
β = γ = 90◦, the unit cell is cubic.

Positions of crystal atoms in space, and their relationship to each
other, was first summarized by a French crystallographer Auguste
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Bravais, who classified seven crystal systems, where a group of atoms
repeats indefinitely in three dimensions with respect to one of the 14
lattices, today known as Bravais lattices. Bravais lattice, or a space
lattice, describes the translational symmetry of the crystal through
geometric arrangement of lattice points. In addition to Bravais lattice,
the symmetry operations can be defined by point group (32 possible)
and space group (230 possible).

In general, proteins do not crystallize under normal physiological
conditions in a living cell. To make them suitable for crystallography
studies, isolated proteins are submerged to carefully selected chem-
ical and physical conditions that induce crystallization. Crystalliza-
tion methods are described in detail in 2.5.

2.2.2 Concepts of X-ray crystallography

Essentially, diffraction can be understood as coherent scattering, in
which, due to the periodic repetition of highly ordered pattern of
atoms, ions, or molecules, waves of incident and scattered electro-
magnetic radiation, gives rise to constructive interference in some
directions, and cancels the signal in others.

When protein crystals are exposed to X-rays, diffracted X-rays
are measured on a detector as spots of different intensities, forming
a characteristic diffraction pattern (Figure 2.1). The spots are a result
of crystal diffraction at a certain angle (commonly noted as 2θ) rela-
tive to the incident X-ray beam according to the laws of constructive
interference in crystals, first described by Bragg and summarized by
equation:

nλ = 2d sin θ (2.1)

where d is the distance between parallel planes and θ is the angle
of approach between the incoming X-rays and the crystal plane.
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Figure 2.1: Bragg’s law. When the incident X-ray beam of
characteristic wavelength λ hits the crystal, it will scatter
off the electrons found on a particular set of imaginary par-
allel planes. If the scattered wave and the outgoing X-ray
beam are in phase for a given θ, constructive interference
will occur, giving rise to a Bragg reflection.

The intensity of each spot in a diffraction pattern is determined
by the number of electrons found on a particular set of imaginary
parallel planes, called Bragg planes, that cross through the crystal.
Spacing and direction of these planes in three-dimensional space is
defined by three vectors commonly noted as h⃗, k⃗, and l⃗. To establish
the connection between diffraction pattern and crystal configuration,
the observed diffraction can be viewed as diffraction in reciprocal
space, where a diffraction spot corresponds to reciprocal lattice point,
defined by co-ordinates of h⃗, k⃗, and l⃗, called Miller indices. In other
words, a single point in reciprocal space represents the infinite series
of physical direct space planes.

A construction known as the Ewald sphere (Figure 2.2) can be
applied to illustrate the relationship between the reciprocal lattice
of the crystal, the wavevector of the incident and diffracted beam,
and the diffraction angle 2θ. In two-dimensional reciprocal space, the
Ewald circle represents all the possible points where planes (reflec-
tions) could meet Bragg’s law.
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Figure 2.2: Construction of Ewald sphere. To fulfill
Bragg’s law and produce a reflection, the reciprocal lattice
point must intersect with the Ewald sphere. Crystal lattice
planes through reciprocal lattice points can be defined by
Miller’indices (hkl). The distance |OP | is equal to distance
between planes in reciprocal space d-1, and proportional to
diffraction angle θ. To sample full reciprocal space, all re-
ciprocal lattice points need to meet a diffraction condition,
which is achieved by rotation of the crystal as a function
of θ.

Essentially, for the reflection to occur, the reciprocal lattice space
must intersect with the Ewald sphere. To maximize the amount of
reflection data attainable from a crystal, the reciprocal space has to be
extensively sampled by rotating the Ewald sphere around the origin
O, thus bringing as many reciprocal lattice points in condition where
Bragg’s law is satisfied. In practice, this is achieved by rotating the
crystal to cover a full diffraction space.
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2.2.3 X-ray diffraction data analysis

Information about electron density can be successfully extracted from
a diffraction pattern by applying Fourier transform. The Fourier math-
ematical operation sums the contributions of several simple func-
tions (i.e. describing electron positions) with different frequencies,
amplitudes and phases to generate a complex function which will
return a complete electron density map.

Diffraction of a single reciprocal lattice point hkl can be described
with structure factor Fhkl and expressed by equation:

Fhkl = |Fhkl|eiϕhkl =
n∑

j=1

fje
2πi(hxj + kyj + lzj) (2.2)

where |Fhkl| is the amplitude, ϕhkl is the phase, and x, y, z are
real space co-ordinates. The individual contribution of every atom to
structure factor is denoted as fj .

To convert a set of reflections into an electron density map, the
knowledge of amplitudes of each reflection, as well as the phase, is
required. While the amplitude can be derived from the spot inten-
sity, it is not possible to measure the phase of the reflection, mean-
ing the mathematical description of function is not sufficient to ap-
ply the Fourier transform and obtain the electron density map. This
is known as "the phase problem". One of the most commonly used
strategies to overcome the phase problem is molecular replacement,
an iterative process of comparing the measured diffraction pattern
("observed") against a pattern predicted ("calculated") from a model
protein structure for every possible position and orientation of the
model, assuming the model protein structure exhibits high similar-
ity with the unknown protein structure. Once the match has been
found, it is assumed the unknown protein crystallized in a proposed
orientation, and the phase values are therefore "borrowed" to replace
the unknown phases.

With generated phases input and the experimentally observed
amplitudes, it is possible to employ Fourier transform and retrieve
the initial electron density map of the unknown structure. By fitting
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the known polypeptide chain sequence into the density features of
the initial map, the initial model is generated, and used to calcu-
late theoretical reflections and a new set of phases. Applying Fourier
transform onto this theoretical input, combined with the experimen-
tal intensities, results in a new, improved electron density map, with
improved phases. Moving from the protein backbone, the model can
be further improved by adding solvent molecules and bound lig-
ands into density features, or selectively modifying the fit of the side
chains, and running a new Fourier transform. This step-wise process
is called "structure refinement", and it continues until no further im-
provements can be made. The progress and the plausibility of refine-
ment is validated by R-factor, also known as Rwork, which gives an
estimate of how well the refined model matches the observed data.
Rwork is defined as:

Rwork =

∑
||Fobs| − |Fcalc||∑

|Fobs|
(2.3)

Where |Fobs| are experimentally observed, and |Fcalc| calculated
structure factor amplitudes. The values of Rwork range from 0 to 1,
where 0 is ideal, and practically not obtainable. A good rule of thumb
is to aim for the value that is approximately 10 times lower than the
proposed resolution cutoff. Bad fitting practice and including more
information than supported by experimental data will result in "false
low" values of Rwork, commonly known as "over-fitting". To avoid
over-fitting, a small portion of the total dataset (5 %) is selected be-
fore the refinement to generate Rfree, while the rest of the data (95 %)
will enter refinement cycles. For a valid model, the values of Rwork
should be close to those of Rfree after refinement cycle. Neverthe-
less, a valid model should respect chemical constraints, such as bond
lengths, bond angles, torsion angles, etc.

Electron density map calculations, model predictions, and struc-
ture refinement are executed using software suits for crystallography
data analysis, such as CCP4 [59], Phenix [60], etc. which contain a
set of programs to conduct a whole analysis pipeline. Once fully re-
fined, the structure is written out as a co-ordinate file, containing x,
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y, z coordinates of each atom in the model. Most commonly used for-
mat is PDB, which stands for Protein Data Bank, an open-source, free
database containing protein structures obtained by various structural
biology methods (X-ray crystallography, NMR, etc).

2.2.4 Serial crystallography (SX)

The development of XFELs and the ability to study protein struc-
tures, and structural dynamics, at fast timescales and independent
of cryogenic conditions gave rise to a different method of obtain-
ing diffraction data. In serial crystallography (SX) [58], the crystal
sample is consisted of slurry of randomly oriented microcrystals,
and is constantly replenished throughout the diffraction experiment.
This method relies on the concept of "diffraction before destruction",
where a high-resolution diffraction image is recorded before the on-
set of the radiation damage caused by high-intensity X-ray pulse.
Therefore, theoretically, one microcrystal equals one diffraction im-
age, and the final dataset is the result of merging series of diffraction
images.

Sample injectors To achieve the constant, uninterrupted sample
flow, a suitable sample injector is required. The preferred flow rates
are achieved by tuning the pressure (typically created with the use of
a pump), which translates to mechanical components of the injector,
and in turn moves the sample in downstream direction throughout
the nozzle, creating the jet.

Depending on the phase of the sample, several injector types are
defined. The first injector to deliver crystals in a flowing liquid sus-
pension across an XFEL beam was gas-focused dynamic virtual noz-
zle (GDVN) [61], which is up to date one of the most commonly used
injectors, particularly significant in "mix-and-inject" experiments for
time-resolved studies. High sample consumption rates, typically at a
speed of 10 – 20 m/s , and incompatibility of liquid phase with insol-
uble, large proteins, like membrane proteins, drove the development
of high-viscosity extrusion (HVE) injector [62] and [63] lipid cubic
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phase (LCP) extrusion injector. Due to the lower sample consump-
tion and good flow rate control, use of HVE injector was extended
to soluble, hydrophilic proteins, and a wide range of carrier media,
such as grease matrix, agarose, hydroxyethyl cellulose (HEC) etc.

Detectors X-ray detector captures a diffraction pattern upon inter-
action of the crystal with X-ray. To be suitable for serial crystallogra-
phy, a detector needs to meet the requirements of sensitivity, speed,
dynamic range, resolution, and detector size.

2.2.5 Challenges of SX data analysis

Along with the advantages of this approach in comparison to tra-
ditional, single-crystal crystallography, serial crystallography comes
with a few challenges in data treatment and retrieving the complete
structural information.

Multiple crystals and partial reflections In SX data collection, the
diffraction dataset is a result of diffraction of multiple microcrystals,
randomly oriented in a sample slurry, moving across the beam of
a defined size, with a certain velocity. As a result, not every crystal
will be probed by and X-ray pulse, and crystals that are probed can
give only partial reflections, as the full rotation angle is not accessed.
Moreover, if the crystal density of the sample is too high, more than
one crystal can be probed by a single X-ray pulse, generating a multi-
hit. Since the SX data typically contains hundreds of thousands of im-
ages, differentiating between images in which diffraction is recorded
(i.e. "hits") and images with no diffraction ("empty") significantly re-
duced the dataset size and computational resources required in the
following steps. Data reduction is commonly performed during the
SX experiment on-site ("online" processing) using programs for hit-
finding, such as Cheetah [64].

Indexing and merging of partial intensities All images contain-
ing diffraction patterns are to be indexed independently, which is
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facilitated by programs specially designed for data treatment of SX
data. One of the most commonly used software tools is CrystFEL [65],
a suite comprising programs for indexing, merging, and statistical
analysis of SX diffraction data. Indexamajig performs peak finding
based on diffraction signal level thresholds and signal-to-noise ra-
tio, accounting for physical parameters of the detector and the X-
ray beam, provided by geometry file and mask file. Indexing is per-
formed by one or the combination of the several fast Fourier trans-
form (FFT)-based indexing algorithms, such as MOSFLM [66], Di-
rAx [67], XDS [68], and XGandalf [69]. Additionally, other parame-
ters, such as crystal orientation and unit cell parameters, are deter-
mined and accessible within the software package.

All intensities from indexed reflections are scaled and merged
together to create a full list of reflection intensities in 3D reciprocal
space. Merging in CrystFEL can be performed by either averaging
and merging (process_hkl), or by scaling and post-refinement (partiala-
tor) of partial intensities.

Statistical analysis Figures of merits of the full dataset, as well as
of individual resolution shells, are obtained from both the full reflec-
tion list (.hkl), and randomly split dataset files (denoted as ).hkl1 and
.hkl2). To compensate for crystal-to-crystal variation, the redundancy
of data in SX experiment needs to be very high. Completeness is a
measure of how well the experiment covered all the possible unique
reflections, and it is usually 100% in SFX experiments, where a large
number of diffraction images is collected. Completeness and average
signal strength I/σ are calculated from the full reflection list (.hkl) us-
ing check_hkl [65]. The comparison of the split reflection lists ( .hkl1
and .hkl2) is accessed by compare_hkl [65], which calculates Rsplit and
Pearson’s correlation coefficients (CC1/2, CC∗). Rsplit is a measure
of the probability that the similarity between two split datasets is
stochastic, and is expressed as a percentage. CC1/2 indicates how
well one split dataset can predict the other based on correlation be-
tween intensity values of the datasets.
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Electron density map and structure model Finally, a full list of re-
flection intensities is converted to .mtz file and further processed.
For example, programs from the Collaborative Computational Project 4
(CCP4) [59] can be used to execute a full map refinement pipeline.
Structure factor amplitudes are calculated from the intensities us-
ing Truncate. Simultaneously, a freeR dataset is created, containing
5% of the total dataset, required for the statistical assessment of the
plausibility of the following rounds of map refinement. Molecular
replacement in Phaser and structure refinement in Refmac, as well as
the model building in Coot, resemble the procedures in conventional
crystallography, described previously in 2.2.3.

2.2.6 Time-resolved serial femtosecond crystallography (TR-
SFX) at XFELs

Time-resolved X-ray crystallography aims to obtain X-ray diffrac-
tion data of time-dependent conformational changes, and thereby to
provide insight into the chemical pathways underpinning biological
reactions [70] To execute a time-resolved diffraction experiment, a
reaction needs to be initiated within the well-diffracting crystals of
the target enzyme in a rapid, uniform, and non-destructive manner.
Moreover, the data collection setup has to enable for each diffraction
frame to be collected faster than the reaction of interest.

Laue diffraction Pioneering time-resolved studies, the Laue diffrac-
tion [71] approach explored the possibility of exposing the crystal to
a polychromatic X-ray beam, where in return more diffraction spots
are sampled, allowing for data to be collected using much shorter X-
ray exposures. Due to several limitations, time-resolved Laue diffrac-
tion has not found a more broad application. In contrast, serial crys-
tallography successfully worked around shortcomings of Laue diffrac-
tion. By constant replacement of the sample, cyclic data-collection
protocols, where protein returns to its resting state, are no longer re-
quired. Nevertheless, time-resolved Laue diffraction established the
possibility to measure and visualize structural changes in real time.
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Figure 2.3: Pump-probe setup for time-resolved serial
femtosecond crystallography (TR-SFX). Adapted from
Brändén & Neutze, 2021. [70]

Pump-probe setup Nowadays, one of the most popular setups avail-
able at XFELs is a pump-probe setup [72], where microcrystals are in-
jected across a focused XFEL beam, and excited by the laser ("pump")
and probed by high-energy ultrafast X-ray pulses with the time-delay
(∆t) (Figure 2.3). Data collection at room temperature allows for the
reaction to be initiated and observed within the crystal. To success-
fully capture reaction intermediates, the duration of both the pump
and probe pulses needs to be significantly faster than the lifetime of
the respective intermediates. In addition, the readout frequency of X-
ray detector needs to match the frequency of generated X-ray pulses.
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TR-SFX of light-sensitive proteins An obvious target for TR-SFX
are light-sensitive proteins, in which the conformational changes can
be triggered in crystals by applying short laser pulses. In 2014, proof-
of-principle time-resolved SFX experiment was executed at LCLS [73],
where nanosecond laser was employed to excite the microcrystals of
PYP at time delays of 10 ns and 1 µs . The experiment was repeated in
2016 using femtosecond laser. Due to their role in important biologi-
cal functions and optogenetics applications, time-resolved studies of
many other light-sensitive proteins followed, and soon became the
focus of the field [73], [74], [75]. Still, light-sensitive proteins make
up only a small portion of total proteins, which creates a gap and a
need to tackle different forms of reaction initiation.

TR-SFX with different strategies of reaction initiation Significant
efforts have been made to extend the application of TR-SFX to pro-
teins that are not naturally light-sensitive. One of the successful strate-
gies was the use of flow cell to initiate enzymatic reactions in crys-
tals by reagent exchange, first time employed to study elastase [76]
and glycogen phosphorylase [77]. Even though the theoretically pre-
dicted time for small molecules to diffuse into crystals might be plau-
sible for rapid initiation of enzymatic reaction, mixing experiments
can be very challenging in practice, especially when working in the
viscous medium, like LCP. One strategy to ensure the proper diffu-
sion of substrate into the crystals is to mix the reagents with the sam-
ple in advance.

The use of photocages builds on this concept, as it allows the
infusion of the caged compound into the sample prior to the data
collection. Moreover, it enables the application of the standardized
pump-probe setup, as it involves a photosensitive component, which
is readily decomposed upon light illumination, releasing the sub-
strate in a time-controlled manner. The use of cage oxygen compound
and the pump-probe setup for time-resolved SFX studies of ba3-type
CcO is described in 3.2.

Other notable examples of triggering reactions in a pump-probe
setup include photopharmacological switches [78], electric fields [79],
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and temperature jumps [80].

Difference electron density (DED) maps To track time-resolved
conformational changes, the observed structure factors from the ref-
erence dataset need to be subtracted from the time-dependent dataset,
and visualized in a difference electron density (DED) map. Calcu-
lation of difference density maps can be readily performed by pro-
grams such as Phenix [81]. To be able to calculate a map, structure
amplitudes and phases are required. Structural amplitudes are ob-
tained by subtracting the observed structure factor amplitudes of the
reference state Fobs(ref) from that of the activated state Fobs(t) i.e.,
∆F = Fobs(t) − Fobs(ref). The phases are retrieved from the reference
structure, so it is therefore important that the reference structure is
completely and well refined, with the maximal possible accuracy of
calculated phases. Calculation of DED maps is possible only for iso-
morphous datasets.

Once calculated, an isomorphous DED map displays the differ-
ences in atomic positions before and after the initiation of the reac-
tion, in a form of complementary negative (by consensus: red) and
positive (green) peaks of electron density. DED maps can sometimes
detect even small displacements. Still, in a realistic TRX experiment,
the occupancy of the triggered state can vary, and in some cases, it
makes up a very small fraction.

Extrapolated electron density (EED) map Extrapolated electron den-
sity (EED) map can be calculated by extrapolating structure factors
to 100% occupancy, thereby assuming a 100% of activated popula-
tion . Recently published program called Xtrapol8 [82] incorporates
an automatized pipeline to extract structural information of the low-
occupancy states.
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2.2.7 Towards time-resolved serial synchrotron crystallog-
raphy (TR-SSX)

Recent upgrades in X-ray optics at third-generation synchrotrons [83],
as well as new high-throughput sample delivery methods and mod-
ern pixel array X-ray detectors, opened up possibilities to use serial
synchrotron crystallography (SSX) to collect high-resolution diffrac-
tion data at room-temperature.

Historically explored in Laue diffraction experiments on single
crystals [71,77,84], the means of conducting time-resolved studies at
synchrotrons using serial crystallography have been out of particu-
lar interest. As most of the enzyme turnover happens on timescales
from milliseconds up to seconds, the frequency and duration of X-
ray pulses delivered at synchrotrons is well suited for time-resolved
SSX.

Moreover, advancements in sample delivery strategies allow for
rapid sample exchange and rapid diffusion of reagents into the sam-
ple, as well as the possibility for an adjusted pump-probe setup and
photoactivation of the sample components. Classic injector systems
[85], as well as capillary-based custom flow cells [86, 87], have been
successfully used in SSX data collection. Some of the notable recently
developed flow-based delivery methods for SSX include the use of
tape drive [88]. For example, an interesting setup developed at DESY
allows to crystallize the protein in a drop-on-tape device directly be-
fore it being probed with the X-rays, i.e. Just in time crystallization for
easy structure determination (JINXED) [89].

As an alternative to the injection systems, fixed-target systems
were developed to reduce sample consumption and improve sample
hit-rate. In addition, the ability to soak the sample with the reagent of
interest, such as protein ligands, has made fixed-target a feasible ap-
proach in pharmacology studies, where high-throughput screening
of chemical compounds or target proteins is a merit.

Radiation damage One of the biggest concerns in translating serial
crystallography experiments from XFELs to synchrotrons is the ra-
diation damage. Ultrashort X-ray pulses of XFEL sources allow the
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crystals to "escape" the secondary effects of the radiation damage,
which is not the case at synchrotrons, where, due to the longer times
of exposure to X-rays, the absorbed radiation dose is higher and the
diffusion of radicals is facilitated.

In room-temperature SSX study on lyzozyme [90], dose limits in-
dicate a half-diffraction dose of 0.38 MGy, with the site-specific dam-
age occurring at approximately 80 kGy. Site-specific radiation dam-
age is a particular concern in time-resolved studies, where it can
obscure or even initiate a catalytic processes. One of the best ex-
ample are metalloenzymes, in which the activity is dependent on
the redox state of the radiation-sensitive metal co-factors. In those
cases, the recommended dose limit can deviate from 0.38 MGy. Nev-
ertheless, surpassing the recommended dose can compromise the
dynamic range of TR-SSX difference maps, and therefore the inter-
pretation of structural changes.
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2.3 X-ray absorption spectroscopy (XAS)

2.3.1 Principles of X-ray absorption spectroscopy (XAS)

X-ray absorption spectroscopy (XAS) is a technique that measures
X-ray absorption coefficient µ(E) as a function of the incident X-ray
energy. The method utilizes X-rays from a tuneable source (such as
synchrotron), covering typically medium and hard X-ray regime (2.4-
40 keV at Balder, MAX IV, for example). Since every element absorbs
a different wavelength of X-ray radiation, each measurement can be
“tuned” to selectively probe element of interest, simply by adjusting
the wavelength of the X-ray source.

X-ray absorption spectra (Figure 2.4) of any atomic or molecular
material are characterized by sharp increases in absorption at spe-
cific X-ray photon energies, called absorption edges, which corre-
spond to the energy required to eject a core electron into the low-
est unoccupied molecular orbital (LUMO). When the absorption oc-
curs at energies greater than the threshold for electron release, the
core electron is excited to the so called "continuum", thus produc-
ing a photoelectron. Based on these two distinct phenomena, the X-
ray absorption spectrum can be divided in two regions that provide
complementary structural information: X-ray absorption near-edge
structure (XANES), which contains the fingerprint of the electronic
structure and symmetry of the absorbing element, and extended X-
ray absorption fine structure (EXAFS), consisted of oscillation pat-
terns as result of photoelectron scattering, carrying information on
numbers, types, and distances to ligands and neighbouring atoms.

2.3.2 Application of XAS in structural studies

As one of the most powerful and widespread synchrotron-based meth-
ods, XAS is used in wide range of areas in both science (nuclear and
coordination chemistry, materials science, environmental science, ge-
ology, life science) and industry (catalysts, photovoltaic devices, bat-
teries, waste products), as well as conservation of cultural heritage
objects.
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Figure 2.4: X-ray absorption spectroscopy (XAS). When
X-ray is absorbed by the matter, an X-ray photon is ab-
sorbed by an electron in a tightly bound quantum core
level (such as the 1s or 2p level) of an atom. When the
photoelectron originates from a 1s core level, the absorp-
tion discontinuity is known as the K-edge. At energies
higher than the energy of LUMO level, the absorption of
an X-ray provides sufficient energy for ionization, where
the absorbing atom releases the electron outside of the va-
lence shell into the so called "continuum". Any excess en-
ergy provided to the system is carried off as transnational
kinetic energy. A moving photoelectron scatters off the
neighboring atoms. The backscattered electron interferes
with the outgoing photolectron constructively (dashed
line) or destructively (dotted), resulting in a jump or a
drop of the wave amplitude. The oscillating part of the
spectrum (EXAFS) can be expressed as χ(k), composed of
sine waves in as a function of wavenumber k. By applying
Fourier transform (FT), the EXAFS can be plotted as am-
plitudes |χ(R)| a function of radial distance R.
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2.3. X-ray absorption spectroscopy (XAS)

XAS is element- and orbital-specific, so it has found widespread
application in bioinorganic chemistry, such as 3d-transition metal
systems and metalloproteins.

Because it is sensitive only to the local metal site structure, XAS
is not dependent on the phase or the medium of the sample. This
means that biological samples can be measured in amorphous, crys-
talline or solution states, without interference from other elements
from absorption by the protein matrix, water or air. Another impor-
tant advantage of XAS is that the metal of interest is never ‘silent’
with respect to X-ray absorption spectra. This feature often makes
XAS the only spectroscopic technique applicable to systems contain-
ing elements such as Zn(II), Cu(I), and Fe(II), which are commonly
characterized as "spectroscopicaly quiet" in EPR, optical, or other
spectroscopic methods. Finally, XAS experiments require a lower X-
ray dose compared to crystallography experiments. Precise monitor-
ing and control of radiation damage allow for the metal cluster to
remain intact throughout the data collection [91, 92].

Potential disadvantages of XAS when studying enzymes contain-
ing multiple metal atoms of the same element is the lack of selectiv-
ity, meaning that all the absorbing atoms of the same element will
be probed simultaneously by the element-specific X-ray energy, giv-
ing the bulk total signal. With regards to signal being propotional
to number (concentration) of the absorber atoms, biological samples
(such as proteins in solution) produce low-intensity spectra, com-
pared to well-ordered solids of anorganic materials. Depending on
the phase and the concentration of the absorbing element, different
measurement strategies are applied.

2.3.3 XAS data collection

The energy dependence of the absorption coefficient µ(E) is com-
monly measured either in transmission as:

µ(E) = log(
I0
I
) (2.4)
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spectroscopic methods. Finally, XAS experiments require a lower X-
ray dose compared to crystallography experiments. Precise monitor-
ing and control of radiation damage allow for the metal cluster to
remain intact throughout the data collection [91, 92].
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ing multiple metal atoms of the same element is the lack of selectiv-
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be probed simultaneously by the element-specific X-ray energy, giv-
ing the bulk total signal. With regards to signal being propotional
to number (concentration) of the absorber atoms, biological samples
(such as proteins in solution) produce low-intensity spectra, com-
pared to well-ordered solids of anorganic materials. Depending on
the phase and the concentration of the absorbing element, different
measurement strategies are applied.

2.3.3 XAS data collection

The energy dependence of the absorption coefficient µ(E) is com-
monly measured either in transmission as:

µ(E) = log(
I0
I
) (2.4)
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or in X-ray fluorescence (or, in some cases, Auger emission) as:

µ(E) ∝
If
I0

(2.5)

where If is the monitored intensity of a fluorescence line (or Auger
electron emission).

Fluorescence mode The incident transmitted I is directly connected
to sample thickness. To measure very thin samples, or biological sam-
ples where high concentration of the absorber is not attainable, flu-
orescence mode is preferred strategy of measurement. In particular,
if the probed element is diluted in its matrix, the total fluorescence
yield is considered to be proportional to µ(E) [93]. In contrast, due
to self-absorption of fluorescence, EXAFS can be completely wiped
out in very concentrated samples.

If the ionization chamber is used to measure the fluorescent sig-
nal, the selectivity can be achieved by physically placing a filter made
of Z−1 element that will absorb most of the the elastic and Compton
scattering, and pass the K-fluorescence.

Alternatively, the energy discrimination can be performed elec-
tronically, for which it requires a high-resolution fluorescence detec-
tor. Fluorescence detectors used in XAS are predominantly Si- or Ge-
solid state detectors (SSD) with the ability to achieve energy resolu-
tions approximately 200 eV.

2.3.4 Data processing

Measured intensities are converted to µ(E) and corrected for even-
tual self-absorption effects and detector dead time. Scans containing
damages (i.e. ice glitches) are selectively removed from individual
channels. Single scans are commonly analyzed and merged for each
sample condition to allow for comparison between samples, and the
extraction of EXAFS signal. Baseline correction is done by subtract-
ing a smooth pre-edge linear function fitted to a user defined range.
The threshold energy (E0) is identified as the energy of the maximum
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derivative of µ(E). In practice, the jump in the edge is approximated,
and can differ from the tabulated edge value of the X-ray absorbing
element. The spectrum is then normalized to this value by dividing
the original data with the polynomial user-defined fit to the EXAFS
range. To successfully isolate the EXAFS signal, the post-edge back-
ground is removed by subtracting a spline, a smooth function fitted
to approximate the absorption from an isolated atom (µ0(E)) that
cannot be experimentally measured. Fitting a spline imposes a cer-
tain risk, as a flexible spline can match not only the low frequency
components of µ(E), but also high frequency components that con-
tain EXAFS oscillation patterns, and result in loss of data signal. Fi-
nally, EXAFS is isolated as a function of wavenumber k, χ(k).

To emphasise fine EXAFS oscillations, χ(k) is k- weighted by mul-
tiplying to the potention of 2 (k2- weighted) or 3 (k3- weighted). χ(k)
can be further transformed from so called "k-space" into R-space via
Fourier transform (FT). FT is commonly used to analyse amplitude
peaks |χ(R)| as a function of radial distance R from the absorbing
atom, typically spanning from 1 to a few Å.

2.3.5 Interpretation of XANES

The qualitative interpretation of XANES typically relies on good lit-
erature knowledge of spectral features and their corresponding en-
ergy marks/values. Most of these "standards" are derived from XAS
of various model compounds, and often sufficient for a simple qual-
itative XANES analysis. In practice, XANES analysis mainly consid-
ers the spectral features of the rising edge, and the pre-edge, but in
some cases includes the region at the onset and above the edge (∼30
eV) is dominated by multiple scattering events [94].

Pre-edge The pre-edge structures prior to K edges of first-row tran-
sition metals correspond to 1s→3d transitions, which are forbidden
according to dipole selection rules (∆l±2) but nevertheless observed
due to 3d to 4p orbital mixing and as well as direct quadrupolar
coupling. These transitions are possible only if the 3d orbital has an
empty space (often referred to as "3d hole") to accommodate the 1s
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excited electron, and therefore not observed in d10 metals, such as
Cu(I) and Zn(II).

In addition to electronic configuration, the pre-edge is particu-
larly sensitive to metal co-ordination number and symmetry. For ex-
ample, in two ions with unfilled 3d bands, Cr6+ and Cr3+, the pd
hybridization is much stronger for tetrahedral coordination (Cr3+)
than for octahedral coordination (Cr6+), and the pre-edge will there-
fore gain intensity from 3d-4p mixing.

In summary, the pre-edge XANES contains electronic structure
information on spin states, ligand-field strength and related energy
splitting, covalency, and metal symmetry related 4p-mixing.

Rising edge The dominant contribution in K-edge corresponds to
1s→np transitions, where np is the lowest unoccupied p orbital of the
absorbing atom. Even though these transitions are dipole-allowed
(∆l ± 1) and significantly more intense than pre-edge transitions, in
case of most transition metals, 1s to 4p transitions are often masked
by intense onset of the rising edge. Still, there are some exceptions
where 1s to 4p transition is observed as very intense feature of the
rising edge, and is largely affected by the ligation environment of the
metal.

For example, in Cu(I), the number of ligands affect the degen-
eracy of the unoccupied 4p orbitals, where different co-ordination
geometries give rise to different intensities of 1s→4p transition. This
region can therefore be a signature of a co-ordination geometry of
Cu(I).

Oxidation state sensitivity The energy position of the rising edge
derives from the effective nuclear charge (Zeff) of the absorbing metal
center, and is often used as an indicator of the oxidation state. Tradi-
tionally, this is explained via electrostatic model, which suggests that
atoms of a higher oxidation state have a higher effective charge of
nucleus, and therefore require more energy to excite a core electron.
Conversely, the increase in negative charge shifts the edge to a lower
energy.
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Computational approaches The advancements in XANES theory
have led to several ab initio codes for quantitative interpretation and
modeling of XANES spectra. Examples of the most widely used codes
are FEFFF9 [95], MXAN [96], and ORCA [97]. In recent years, there
has been a lot of focus on retrieving electronic structure of the low
lying pre-edge region. For example, ORCA has been used to perform
time-dependent density functional theory (TD-DFT) calculations for
quantitative treatment of the pre-edge 1s→3d transition.

2.3.6 Interpretation of EXAFS using theory-based calculated
model

The EXAFS equation At the energies high above the absorption
edge, EXAFS is defined as a function of the X-ray energy, χ(E):

χ(E) = [µ(E)− µ0(E)]∆µ0(E) (2.6)

where µ(E) is the measured absorption coefficient, µ0(E) is a
smooth background function which models the absorption of an iso-
lated atom, and ∆µ0 is the measured jump in the absorption µ(E) at
the given threshold energy E0.

X-ray energy is often converted to k, the wave number of the pho-
toelectron, expressed in dimensions of 1/distance, Å−1, and defined
as:

k =

√
2me(E − E0)

ℏ2
(2.7)

where E0 is the absorption edge energy, me is the electron mass,
and ℏ is Planck’s constant.

Consequently, EXAFS is commonly expressed as a function of k,
χ(k). χ(k) is the oscillatory portion of the absorption coefficient, in
which different frequencies apparent in the oscillations arise from
different near-neighbor coordination shells. A "shell" is a group of
elements with identical atomic number and similar distances from
the absorber. Therefore, EXAFS spectrum χ(k) can simply be defined
as a sum of the contributions of j atomic shells.

41



Chapter 2. Methodology

excited electron, and therefore not observed in d10 metals, such as
Cu(I) and Zn(II).

In addition to electronic configuration, the pre-edge is particu-
larly sensitive to metal co-ordination number and symmetry. For ex-
ample, in two ions with unfilled 3d bands, Cr6+ and Cr3+, the pd
hybridization is much stronger for tetrahedral coordination (Cr3+)
than for octahedral coordination (Cr6+), and the pre-edge will there-
fore gain intensity from 3d-4p mixing.

In summary, the pre-edge XANES contains electronic structure
information on spin states, ligand-field strength and related energy
splitting, covalency, and metal symmetry related 4p-mixing.

Rising edge The dominant contribution in K-edge corresponds to
1s→np transitions, where np is the lowest unoccupied p orbital of the
absorbing atom. Even though these transitions are dipole-allowed
(∆l ± 1) and significantly more intense than pre-edge transitions, in
case of most transition metals, 1s to 4p transitions are often masked
by intense onset of the rising edge. Still, there are some exceptions
where 1s to 4p transition is observed as very intense feature of the
rising edge, and is largely affected by the ligation environment of the
metal.

For example, in Cu(I), the number of ligands affect the degen-
eracy of the unoccupied 4p orbitals, where different co-ordination
geometries give rise to different intensities of 1s→4p transition. This
region can therefore be a signature of a co-ordination geometry of
Cu(I).

Oxidation state sensitivity The energy position of the rising edge
derives from the effective nuclear charge (Zeff) of the absorbing metal
center, and is often used as an indicator of the oxidation state. Tradi-
tionally, this is explained via electrostatic model, which suggests that
atoms of a higher oxidation state have a higher effective charge of
nucleus, and therefore require more energy to excite a core electron.
Conversely, the increase in negative charge shifts the edge to a lower
energy.

40

2.3. X-ray absorption spectroscopy (XAS)

Computational approaches The advancements in XANES theory
have led to several ab initio codes for quantitative interpretation and
modeling of XANES spectra. Examples of the most widely used codes
are FEFFF9 [95], MXAN [96], and ORCA [97]. In recent years, there
has been a lot of focus on retrieving electronic structure of the low
lying pre-edge region. For example, ORCA has been used to perform
time-dependent density functional theory (TD-DFT) calculations for
quantitative treatment of the pre-edge 1s→3d transition.

2.3.6 Interpretation of EXAFS using theory-based calculated
model

The EXAFS equation At the energies high above the absorption
edge, EXAFS is defined as a function of the X-ray energy, χ(E):

χ(E) = [µ(E)− µ0(E)]∆µ0(E) (2.6)

where µ(E) is the measured absorption coefficient, µ0(E) is a
smooth background function which models the absorption of an iso-
lated atom, and ∆µ0 is the measured jump in the absorption µ(E) at
the given threshold energy E0.

X-ray energy is often converted to k, the wave number of the pho-
toelectron, expressed in dimensions of 1/distance, Å−1, and defined
as:

k =

√
2me(E − E0)

ℏ2
(2.7)

where E0 is the absorption edge energy, me is the electron mass,
and ℏ is Planck’s constant.

Consequently, EXAFS is commonly expressed as a function of k,
χ(k). χ(k) is the oscillatory portion of the absorption coefficient, in
which different frequencies apparent in the oscillations arise from
different near-neighbor coordination shells. A "shell" is a group of
elements with identical atomic number and similar distances from
the absorber. Therefore, EXAFS spectrum χ(k) can simply be defined
as a sum of the contributions of j atomic shells.

41



Chapter 2. Methodology

However, with increasing energy, a decay of EXAFS is observed,
along with the increasing disorder. In real systems, there is an inher-
ent static disorder due to a distribution of distances, and dynamic
disorder due to thermal vibrations of the absorbing and scattering
atoms. This is described by Debye–Waller factor, σ. Moreover, the
loss of photoelectrons occurs due to inelastic scattering processes.

Therefore, the EXAFS data is mathematically treated as a damped
sine wave and modeled by the following EXAFS equation:

χ(k) =
∑
j

Njfj(k) exp[−2k2σ2] exp[−2Rj/λ]

kRj
2 sin[2kRj+δj(k)] (2.8)

where scattering amplitude fj(k) and phase-shift δj(k) are scat-
tering properties of the atom j neighboring the excited atom, Nj is
the coordination number of neighboring atom, Rj is the distance
to the neighboring atom, and σ2 is the mean-square disorder of the
neighbor distance.

Scattering amplitude and phase shift are directly dependent on
the atomic number Z of the scattering (neighboring) atom and there-
fore crucial in modeling EXAFS spectra.

The EXAFS amplitude falls off as 1/R2. This reflects the decrease
in photoelectron amplitude per unit area as one moves further from
the photoelectron source (i.e. from the absorbing atom). As a conse-
quence of the damping terms in Equation 2.8, EXAFS oscillations are
typically only observed for atoms within approximately 5 Å of the
absorbing atom.

EXAFS fitting using computational approaches EXAFS analysis
entails fitting the experimental data output to the theory-based cal-
culated model, and model interpretation to determine the radial dis-
tribution of atoms surrounding the absorbing atom.

The function is fit by making an initial guess of the atoms sur-
rounding the absorbing atoms, and their corresponding parameters,
given by the EXAFS equation 2.8. The total number of independent
points (N idp), i.e. the parameters that can be fitted is limited by the
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"reach" of experimental data:

N idp = ∆k∆R/π (2.9)

where ∆k and ∆R are the k- and R-ranges of the potentially "us-
able" data.

Assuming the phase shift ϕ(k) and amplitude reduction factor
S0

2 are known, one can determine:
R - distance to neighboring atom.
N - coordination number of neighboring atom.
σ2 - mean-square disorder of neighbor distance.
Typically, the amplitude reduction factor S0

2 is taken as a con-
stant: 0.7 < S0

2 < 1.0 for a given central atom, and simply multiplies
the EXAFS .

Phase shifts are routinely computed using Green’s function for-
malism [98] with localized "muffin tin" potentials, the standard tool
for calculating the potential surface of a cluster of atoms, based on
input set of Cartesian coordinates, typically retrieved from experi-
mentally obtained structures. Some of the first, and up to date, the
most commonly used programs are EXCURVE [99], GNXAS [100],
and FEFF [95], whether as a stand-alone, or incorporated into soft-
wares for EXAFS analysis.

N j , Rj , and σj are allowed to float until the best fit is reached.
However, some treatments require these parameters to be constrained,
i.e. for different paths or even different data sets. The value of each
parameter included in the fit is reported in the log table, and often
used as a "diagnostic tool" to determine the plausibility of the fit by
comparing the reported value with the conventional values.

Finally, the overall "goodness of fit" is expressed by two key sta-
tistical metrics: reduced χν

2 and R-factor.
χν

2 scales number of variables (Nvarys) by the “degrees of free-
dom"

χν
2 = χ2/(N idp −Nvarys) (2.10)

where χ2 is expressed as:
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χ2 =
N idp

ϵ2Nfit

∑
i

Nfit [χi
measured − χi

model(x)]
2

(2.11)

Ideally, χ2 ≈ 1 would imply that the experimental data is consis-
tent with the mathematical fitting model. In EXAFS, however, χ2 is
rarely near 1, but as a rule of thumb, lower positive values of χ2 are
favored compared to higher.

R-factor for EXAFS can be defined as:

R =

∑
i
Nfit [χi

measured − χi
model(x)]

2

∑Nfit
i [χi

measured]
2

(2.12)

Often interpreted as a percentage misfit or, conversely, an "over-
fit", R-factor is a useful metric of how closely the fitted function over-
plots the data. Still, using solely R-factor to evaluate the fit can be
misleading, as good values can be obtained with physically unreal-
istic values of individual fitting parameters.

In conclusion, a good fitting practice relies on examining and fine-
tuning the values of each parameter of the EXAFS equation to obtain
the minimal values of χν

2 and R-factor, with respect to physical con-
straints.
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2.4 Protein production of ba3-CcO

2.4.1 Thermus thermophilus as a host

Thermus thermophilus is a extremophilic gram-negative bacterium in-
habiting hot springs, where temperatures can reach up to 70 ◦C. At
these temperatures, the solubility of oxygen in water is about 60 %
lower compared to its solubility at 25 ◦C.

As a facultative anaerob, T. thermophilus expresses two terminal
oxidases: caa3 type, which is continuously expressed, and ba3-type,
expressed in anaerobic or hypoxic conditions due to its higher affin-
ity for oxygen compared to caa3-type.

ba3-CcO is expressed as a recombinant protein containing 6xHis
poly-histidine tag on N-terminus of subunit I, and a kanamycine re-
sistance marker in the transferred vector. The protein production in
the host vector is optimized to maximize the cell yields according to
protocol [27] and described as follows.

In the lab, T. thermophilus strain is grown as a cell suspension in
3 liter non-baffled flasks, filled with 2.2 L of growth medium (73
% of the volume), mildly stirring for 3 to 4 days at 60 ◦C in hy-
poxic conditions. Even though these conditions are optimal to induce
ba3-CcO expression, they result in a low cell mass yield. Still, using
the native host for protein expression instead of optimized heterolo-
gous strain has multiple advantages, such as higher accuracy of post-
translational modifications (i.e. glycosilation) and folding, reduced
risk of inclusion body formation, etc.

2.4.2 Protein purification

Based on the protein physical and chemical properties, such as size,
solubility, and reactivity, and importantly, localization in the cell, dif-
ferent strategies are applied to extract and purify proteins from the
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cell. To access the content of the cell, a cell can be disrupted chem-
ically (e.g. high salt content or detergents), enzymatically (e.g. de-
oxyribonuclease (DNAse)), mechanically (e.g. sonication or homog-
enization under high pressure), or by the combination of these meth-
ods. Cell components, such as individual organelles, cell walls, mem-
branes, and cytoplasm, are separated via centrifugation according
to their characteristic sedimentation coefficient. Extraction of mem-
brane proteins require not only disruption of the cell, but as well a
membrane disintegration and release of the protein into the solution,
where it can be easily separated from membrane components by ul-
tracentrifugation.

Once extracted, the protein is purified using chromatography, a
set of techniques based on the adsorption and/or partition of the
molecules to be separated between a mobile and a stationary phase.
Commonly used high-performance liquid chromatography (HPLC)
employs standardized, automatized system in a controlled environ-
ment and the ability to carefully monitor parameters such as pres-
sure, ionic strength, time, absorbance etc.

2.4.3 Quantification and characterization of ba3-CcO

UV-Vis absorption spectroscopy of ba3-type CcO ba3-CcO, as a
member of heme-copper oxidase protein family, contains two hemes,
heme b and heme a3, playing an important role in electron transfer.
Moreover, heme a3 harbors the oxygen in the active site of the en-
zyme, where reduction of oxygen takes place.

Generally, a heme group consists of a di- or trivalent iron, and
a porphyrin, an aromatic macrocyclic structure composed of hetero-
cyclic organic compounds, with one or more side chains attached. It
contains a system of conjugated double bonds, which are especially
sensitive to light, and as such give rise to absorbtion in UV-Vis range.
The difference in porphyrin architecture defines the structural differ-
ence between heme a and heme b (else refered to as "protoheme IX"),
where heme a contains a hydroxyethylfarnesyl group instead of a
vinyl side group at the C2 position, and a formyl group instead of a
methyl side group at position C8.
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2.4. Protein production of ba3-CcO

Heme a of aa3-type CcO is replaced by heme b in ba3-type CcO,
while heme a3 of the binuclear active site is conserved across the pro-
tein family. In a resting state of the enzyme, heme b is in low spin, and
heme a3 in high spin state.

Hemes typically absorb in the blue wavelength region around 400
nm of the visible spectrum, giving rise to a Soret peak, a spectral fea-
ture resulting from an electron dipole transition that allows π − π*
transitions. In case of ba3-CcO, a Soret peak arises due to the absorp-
tion of a low-spin heme b. The spectral shift of Soret peak indicates
a change of redox state of heme b Fe, where the shift towards higher
wavelengths indicates the reduced Fe(II) state. In addition, a Soret
peak of reduced ba3-CcO contains a characteristic "shoulder", which
is a contribution of the reduced heme a3, and emerges at around 445
nm. The reduced state of ba3-CcO is further characterized by two ab-
sorbance peaks at wavelengths of around 500 to 600 nm, called the Q-
bands, including the small peak contribution from heme a3 at around
600 nm. It is important to note that the absorbance fingerprint of CcO
is influenced by physical and chemical conditions, such as tempera-
ture, phase, pH, and ligation events [36].
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Figure 2.5: UV-Vis spectra of the oxidized and the re-
duced state of ba3-type CcO. Shift in the dominant Soret
peak (around 420 nm), as well as emerging Q-bands
(around 500 to 600 nm), are a signature of the reduced en-
zyme.

Protein quantification using UV-Vis absorption The quantity of
the purified protein can be calculated from the absorbance according
to the linear correlation given by Beer-Lambert law, which defines
absorbance, A, as:

A = εcl (2.13)

Where ε is characteristic extinction coefficient, l the path of light
(i.e. the width of the measuring cuvette), and c the concentration of
the measured sample in M.

Protein concentration of ba3-CcO is determined by reducing the
enzyme with excess sodium dithionite, and measuring the absorbance
at 560 and 590 nm, and using the relationship that the absorbance dif-
ference ∆ε560−590 = 26 000 M−1cm−1 [27].
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2.5. Crystallization of ba3-CcO

2.5 Crystallization of ba3-CcO

Protein crystals tend to be delicate and very sensitive to change of
conditions, prone to radiation damage, and generally diffract weakly,
retrieving diffraction patterns of much lower resolution. The high
solvent content represents a trade-off between lowering the resolu-
tion of diffracted image, and native-like structure maintenance, where
the protein remains surrounded by layers of water, retaining most
of its enzymatic, ligand-binding, and spectroscopic characteristics
compared to the fully solvated molecule. In most cases, crystalline
enzymes are accessible for experimentation, as this arrangement al-
lows for diffusion of chemical compounds, such as ions, ligands, sub-
strates etc.

2.5.1 Principles of crystallization

For the crystallization to be successful, it is important to start with a
sample of high purity and homogenity. Moreover, one has to achieve
a crystallization condition where protein molecules "self-organize "in
an orderly array via directional interactions which allow for a three-
dimensional lattice formation.

Crystallization occurs in two steps: nucleation and growth. Once
a crystal nucleus is formed, the crystal will continue to grow in given
conditions. To induce the crystallization, a supersaturated state is re-
quired. In supersaturated state, the quantity of a macromolecule ex-
ceeds the solubility limit, yet remains present in the solution. This
non-equilibrium, energetically in-favorable state, which is achieved
in very defined, specific chemical and physical conditions, can move
towards lower energy through formation and progression of a solid
state. Crystallization is finished as the protein molecules from the
solution are depleted, or an impurity occurs and the precipitate is
formed, re-establishing the saturation limit. Still, if the solid phase
does occur, the precipitation of protein is still energetically more fa-
vorable, and a stable nucleus of crystal is only formed within a nar-
row window of metastable conditions.
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To find a favorable metastable condition, an extensive screening
procedure is often required, and it consists rounds of crystallization
trials exploring the range of protein and reagents’ concentrations,
volumes, pH, temperature etc. Nowadays, the performance of crys-
tallization is further enhanced by employing easy-to-use screening
kits and laboratory robotics, allowing for extensive exploration of
crystallization condition landscape.

Nevertheless, to establish a good screening landscape, it is essen-
tial to understand the role of precipitation agents and their mecha-
nism of promoting crystallization.

The role of precipitation agents The precipitation solution may
contain one or more precipitation agents, such as salts, organic sol-
vents or nonvolatile compounds, low-molecular weight polymers,
and long-chain polymers, and therefore promote protein crystalliza-
tion via different mechanisms.

For instance, salts induce crystallization by competitively bind-
ing the water molecules, thus dehydrating the protein and increasing
its concentration. Salts which contain multivalent ions (especially an-
ions) have a higher ionic strength in the solution, and therefore are
the most efficient precipitants. Common examples include sulfates,
phosphates and citrates. Additionally, the presence of salts modu-
lates the pH of the solution, which alters the ionization state of sur-
face amino-acid residues, and therefore affects the interaction with
the solvent and the interaction with other protein molecules.

On the other hand, components like the long-chain polymers, i.e.
polyethylene glycols, enforce the separation of the protein macro-
molecules from the solution by a volume exclusion effect. Due to
their random orientation in solution, polymeric precipitants signif-
icantly restrict the available solvent space, which in turn desolvates
the protein, pushing it towards the solid state.

2.5.2 Crystallization of membrane proteins

A variety of crystallization and screening methods have been devel-
oped and optimized predominantly for soluble cytoplasmic proteins.
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2.5. Crystallization of ba3-CcO

Crystallizing membrane proteins is often percieved as more chal-
lenging, as their surface duality determines the strong preference
for lipidic, predominantly hydrophobic medium [101]. Yet, signifi-
cant efforts are made to allow for membrane protein crystallization,
which can be performed in surfo, or via bilayer formation methods.

Lipid cubic phase (LCP) Lipidic cubic phase (LCP) is a membrane-
mimetic matrix suitable for stabilization and crystallization of mem-
brane proteins in lipidic environment [102].

LCP crystallization was introduced in 1996 by Landau and Rosen-
busch [103], who obtained the first high-resolution structure of bac-
teriorhodopsin (bR). Other notable examples include a Nobel prize-
awarded structure determination of β2-adrenergic receptor–Gs pro-
tein complex [104], and channelrhodopsin, famous for its optogenetic
properties [105].

Upon purification, the protein is preserved in a solution as a pro-
tein–detergent complex, in the form of a mixed micelle. The coupled-
syringe mixing device [106] is employed to combine combining mi-
crolitre volumes of lipid with membrane-protein solution. The first
and the most standard lipid to be used in protein crystallography is
monoolein (MO) [107]. Its name indicates an 18-carbon (oleic) struc-
ture with one unsaturated (double) bond between C9 and C10. Nine
carbons make up the so called "neck", and the other nine the "tail",
thus it is also commonly denoted as 9.9 MAG.

Homogenization is achieved via repetitive, careful mixing until
the protein solution is fully mixed into the lipid, and the phase be-
comes clear.

Once homogenized, a bicontinuous structure of aqueous phase
and the lipid bilayer, is formed. This three-dimensional array is known
as lipid cubic phase, and it is denoted as "Pn3m". Lipid cubic phase
typically consists of 60 – 70 % (wt/wt) monoolein and 30 - 40 % wa-
ter. The bilayer comprises approximately 32 Å in width, and the in-
cident temperature-dependent water channel spans 40 Å in diame-
ter at 40 ºC (50 Å Ø at RT) [108]. Proteins, which are predominantly
hydrophobic, diffuse laterally in the bilayer, while the hydrophilic,
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water-soluble components diffuse freely through the aqueous chan-
nels.

Water 
pore
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Figure 2.6: Membrane proteins in lipid cubic phase
(LCP). Pn3m is shown as characteristic for crystallization
of ba3-CcO.

To crystallize large membrane proteins or their complexes with
soluble partners, the lipid membrane architecture can be altered by
using specific precipitants, such as some non-volatile alcohols, low
molecular weight PEGs, or some other polymers (for example, jef-
famine M600, or 2-methyl-2,4-pentanediol (MPD)). This is commonly
known as "swelling", and it results in transition from the cubic phase
to sponge phase, often described as melted bicontinuous cubic phase.
Sponge phase, or L3 phase, is characterized by the formation of larger
water pores, allowing them to accommodate membrane proteins with
large extra- and/or intracellular domains [109].
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Chapter 3

Results and Discussion

3.1 Paper I: Time-resolved serial crystallography
to track the dynamics of carbon monoxide in
the active site of cytochrome c oxidase

Among the large number of structures of CcO obtained using crys-
tallography, structures of bovine aa3-type CcO with carbon monox-
ide (CO) bound and dissociated from the active site [110,111], as well
as the structure of time-resolved reaction intermediate of CcO [112],
have been available. The interest in binding and dissociation of CO
molecule originates from the similarity of these mechanisms to those
of its native ligand, O2. It is, therefore, assumed that CO initiates the
same conformational changes upon binding. Intrestingly, previous
study of CO photo-dissociation in bovine aa3-type CcO showed that
binding of CO to CuB occurs on a femtosecond timescale, and its
release on microsecond time scale, followed by re-initiation of CO-
heme a3 co-ordination within approximately 10 ms.

The work reported in this paper is a TR-SFX study of structural
events following the photodissociation of carbon monoxide (CO) from
a reduced CO-bound ba3-type CcO. In a reduced CO-bound enzyme,
the CO molecule is co-ordinated by the iron (Fe(II)) of the heme a3
in the binuclear CuB-heme a3 active site. Diffraction data collected in
this experiment revealed the change in CO coordination in the active
site 2 ms after flash-photolysis, where the co-ordination bond of CO
to CuB is established, accompanied by the transient appearance of a
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water molecule within the active site. The presence of additional wa-
ter in ba3-CcO is likely stabilizing and prolonging the lifetime of the
CuB-CO bound state, thus highlighting the difference in structural
response upon CO photo-dissociation between ba3- and aa3-type en-
zyme.

3.1.1 TR-SFX experiment at SACLA

TR-SFX experiment was performed at BL3 beamline at SACLA, Riken,
Japan. The reduced-CO bound ba3-CcO crystal sample was prepared
at University of Gothenburg according to the protocol described in
[113], where the anaerobically grown microcrystals were reduced by
1 mM sodium dithionite after crystal formation, with no change in
crystal morphology or anomaly detected. The reduction and CO-
binding to heme a3 was validated by UV-Vis spectrophotometry us-
ing a CaF2 glass cell, which allows for anaerobic conditions to be
maintained. Sample modulation procedures, such as CO gas top-up,
sample homogenization, and the addition of monoolein, as well as
loading and assembly of the LCP sample injector, were performed
in temperature-controled oxygen-free conditions provided by anaer-
obic glove box on-site, before the experiment. The maintenence of
anaerobic condition was accessed via oxygen indicator tablet and
monitored during packing and transportation of a grease-sealed in-
jector in a gas-tight, heat-sealed plastic bag. Gas-tight injector was
mounted in a helium chamber that is part of the Diverse Application
Platform for Hard X-ray diffraction In SACLA (DAPHNIS).

Diffraction data were collected at 7.5 keV with an X-ray repeti-
tion rate of 30 Hz and a pulse duration of <10 fs and the energy of
95 µJ was estimated the sample position, amounting to the average
radiation dose of 7 MGy per crystal, calculated using the program
RADDOSE-XFEL [114]. CO dissociation from the reduced CO-bound
enzyme was induced by 5 ns laser (λ = 532 nm) pulse illumination of
200 µJ per pulse, focussed on 80 µm spot, with a 2 ms (∆t) time-delay
between the laser pulse and the X-ray probe. Diffraction images were
collected using an eight-sensor module CCD detector. The number of
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3.1. Paper I: Time-resolved serial crystallography to track the
dynamics of carbon monoxide in the active site of cytochrome c
oxidase

hits for each dataset (dark1, dark2, and light) was accessed during on-
line processing using Cheetah. Data containing diffraction spots were
indexed and merged without partiality corrections in CrystFEL.

3.1.2 Map calculation and refinement

The dark state and the laser-on structure were solved by molecu-
lar replacement in Phaser, using the room-temperature SFX structure
of oxidized ba3-type CcO (PDB ID: 5NDC) as a search model. Maps
are further refined to a resolution of 2.0 Å in Refmac, where the final
Rwork/Rfree values were 20.1 % / 22.5 % for the CO-bound dark state
structure. Model building and visualization of refined maps was per-
formed in Coot.

Isomorphous Fo(2 ms)−Fo difference electron density map An iso-
morphous Fo(2 ms)−Fo(dark) difference Fourier electron density map
was calculated at 2.0 Å resolution using the observed structure factor
amplitudes and phases from the CO-bound dark state model (Fig-
ure 3.1). The observed differences indicated there was a shift present
downwards of both CuB and Fe. In addition, a small negative feature
close to the CO was observed.
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hits for each dataset (dark1, dark2, and light) was accessed during on-
line processing using Cheetah. Data containing diffraction spots were
indexed and merged without partiality corrections in CrystFEL.

3.1.2 Map calculation and refinement

The dark state and the laser-on structure were solved by molecu-
lar replacement in Phaser, using the room-temperature SFX structure
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are further refined to a resolution of 2.0 Å in Refmac, where the final
Rwork/Rfree values were 20.1 % / 22.5 % for the CO-bound dark state
structure. Model building and visualization of refined maps was per-
formed in Coot.

Isomorphous Fo(2 ms)−Fo difference electron density map An iso-
morphous Fo(2 ms)−Fo(dark) difference Fourier electron density map
was calculated at 2.0 Å resolution using the observed structure factor
amplitudes and phases from the CO-bound dark state model (Fig-
ure 3.1). The observed differences indicated there was a shift present
downwards of both CuB and Fe. In addition, a small negative feature
close to the CO was observed.
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Figure 3.1: Photoinduced disociation of CO from CO-
bound active site of ba3-type CcO. Fobs(2 ms)−Fobs(dark)
isomorphous difference Fourier electron density map dis-
playing differences (positive: dark red, negative: dark
green; 3.5σ ) between the dark (reduced CO-bound) state
and the activated (light) state in the the heme a3–Cub ac-
tive site (A) and protein backbone (B).

Initial structural model of the 2 ms photoactivated state using par-
tial occupancy refinment A structural model of the 2 ms photoacti-
vated state using extrapolated structure factor amplitudes estimated
an occupancy of 30 % for the photoactivated state and displayed
an approximate orientation of the CO molecule in the active site.
A partial-occupancy refinement with additional restraints was per-
formed in Phenix, confirming the estimate of a photoactivated state
fraction of 30 %. and retrieving the Rwork/Rfree values of 18.7 % / 21.3
%.

Most importantly, partial occupancy refined model displays the
new conformation of CO, where it is ligated to CuB. Moreover, the
model reveals ordering of Wat188 and the electron density of the new
water molecule (Wat197) emerging in the active site, where it creates
a link between the CO and Tyr133A.
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Updated model of the 2 ms photoactivated state using extrapolated
structure factors As an alternative approach to determine the struc-
tural response upon light activation, the extrapolated structure fac-
tors were calculated through the program package Xtrapol8 with the
Fgenick method [82]. Using Xtrapol8, the occupancy was determined
to 31 % compared to the previously determined occupancy of 30 % .
The structure factors extrapolated to 100 % occupancy were used to
refine the structure corresponding to the photoactivated state with
Refmac5, retrieving a good quality electron density map validated by
stable R-factors.

The resulting structure confirms the movement of CO towards
CuB and the appearance of the new water molecule. However, the
refined position of the CO molecule is slightly shifted away from the
two water molecules and does not overlap completely with that from
partial occupancy refinement, although the exact orientation of the
CO molecule was difficult to determine in either of the refined maps.
Interestingly, the distance between Fe and CuB appears to be longer
(5.1 Å) than the distance observed in the initial model (4.9 Å).

57



Chapter 3. Results and Discussion

Figure 3.1: Photoinduced disociation of CO from CO-
bound active site of ba3-type CcO. Fobs(2 ms)−Fobs(dark)
isomorphous difference Fourier electron density map dis-
playing differences (positive: dark red, negative: dark
green; 3.5σ ) between the dark (reduced CO-bound) state
and the activated (light) state in the the heme a3–Cub ac-
tive site (A) and protein backbone (B).

Initial structural model of the 2 ms photoactivated state using par-
tial occupancy refinment A structural model of the 2 ms photoacti-
vated state using extrapolated structure factor amplitudes estimated
an occupancy of 30 % for the photoactivated state and displayed
an approximate orientation of the CO molecule in the active site.
A partial-occupancy refinement with additional restraints was per-
formed in Phenix, confirming the estimate of a photoactivated state
fraction of 30 %. and retrieving the Rwork/Rfree values of 18.7 % / 21.3
%.

Most importantly, partial occupancy refined model displays the
new conformation of CO, where it is ligated to CuB. Moreover, the
model reveals ordering of Wat188 and the electron density of the new
water molecule (Wat197) emerging in the active site, where it creates
a link between the CO and Tyr133A.

56

3.1. Paper I: Time-resolved serial crystallography to track the
dynamics of carbon monoxide in the active site of cytochrome c
oxidase

Updated model of the 2 ms photoactivated state using extrapolated
structure factors As an alternative approach to determine the struc-
tural response upon light activation, the extrapolated structure fac-
tors were calculated through the program package Xtrapol8 with the
Fgenick method [82]. Using Xtrapol8, the occupancy was determined
to 31 % compared to the previously determined occupancy of 30 % .
The structure factors extrapolated to 100 % occupancy were used to
refine the structure corresponding to the photoactivated state with
Refmac5, retrieving a good quality electron density map validated by
stable R-factors.

The resulting structure confirms the movement of CO towards
CuB and the appearance of the new water molecule. However, the
refined position of the CO molecule is slightly shifted away from the
two water molecules and does not overlap completely with that from
partial occupancy refinement, although the exact orientation of the
CO molecule was difficult to determine in either of the refined maps.
Interestingly, the distance between Fe and CuB appears to be longer
(5.1 Å) than the distance observed in the initial model (4.9 Å).

57



Chapter 3. Results and Discussion

Figure 3.2: Activated-state structure of ba3-type CcO.
Comparison between activated-state structure from par-
tial occupancy refinement (dark grey) with structure re-
fined using extrapolated structure factors (light grey) re-
veals changed distances between the CO molecule (red
stick) and CuB (magenta) as the changed distance to
wat197 (red sphere).

3.1.3 Conclusions and outlook

Results of this study reveal the transient CuB–CO state of ba3-type
CcO, stabilized by the ordering of a new water molecule in the active
site. This observation could, therefore, explain the longer lifetime of
CuB– CO state in ba3-type compared to aa3-type CcOs.

This experiment represents a milestone in developing a pump-
probe SFX setup of oxygen reaction of CcO. High-affinity binding of
CO to the active site and its dissociation of upon the laser illumina-
tion, followed by the return to the active site, can be used as a mimic
of oxygen binding dynamics. The time recorded for the re-binding
of CO is a useful indication of the time required for oxygen binding
to the reduced active site within a crystal in a lipid medium. In ad-
dition, sample preparation protocol allows for a successful chemical
(i.e. protein reduction) and physical (crystal packing, sample mixing,
injector loading) manipulation of the crystal sample, as well as a UV-
Vis spectroscopic validation of the CcO redox states in LCP.
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3.2 Paper II: Structural changes in cytochrome c
oxidase following the reduction of dioxygen
to water

A ubiquitous mechanism of energy transduction in living cells is that
energy harvested from light or from chemical energy is used to trans-
port protons “up-hill” across an energy transducing biological mem-
brane. The resulting proton gradient is primarily harvested by ATP-
synthase in order to regenerate ATP, which is used as a universal
energy-preserving molecule throughout living cells. As such, proton
pumping is the pillar of energy transduction in organisms.

Time-resolved serial femtosecond crystallography (TR-SFX) was
used [115] to study light-driven structural changes on a femtosecond
to millisecond scale in bacteriorhodopsin, a light sensitive membrane
protein and one of the best understood proton pumps. We hereby
employ TR-SFX to study how the electron transfer in cytochrome
c oxidase is coupled to proton pumping. Because CcO is a redox-
sensitive integral membrane protein, it is essential to collect serial
crystallography data using XFEL radiation in order to avoids the ef-
fects of X-ray induced reduction of microcrystals [58], and deliver
high X-ray fluence through microcrystals.

Several XFEL based studies of cytochrome c oxidase have been
published previously [110, 116], including a serial crystallography
structure of the oxidized state of a T. thermophilus ba3-type CcO pub-
lished by our group [113]. Apart from providing the damage-free
room temperature reference structure, this work set some of the stan-
dards in sample preparation in order to obtain sucessfully diffracting
batches of microcrystals for SFX experiments. What followed was
a TR-SFX study of the structural response of ba3-CcO upon flash-
photolysis of carbon monoxide from the reduced active site (Paper I),
which provided a structural explanation to the oxygen binding dy-
namics and exceptionally high oxygen affinity of the enzyme. More-
over, a time-resolved SFX structure revealed the movement of CO
closer to the CuB and further from the heme a3 Fe, demonstrating
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that the data quality is sufficient to resolve fine structural details us-
ing TR-SFX.

In this experiment, we tracked structural changes at the active
site of ba3-type cytochrome c oxidase upon photoinitiated release
of oxygen molecule from cobalt-based cage compound. The release
of dioxygen upon UV laser illumination was validated by in-house
time-resolved UV-Vis spectroscopy set-up, in both solution and mi-
crocrystalline form, where activation of the caged compound by a
single 355 nm UV-laser flash resulted with the release of oxygen.

The most challenging aspect of this experiment was to ensure the
compatibility of the caged oxygen compound with the chemical en-
vironment of the CcO microcrystal precipitation solution and the re-
ducing agent. In preparations for the previous TR-SFX experiment,
it was observed that the contribution from sodium dithionite (NaDt)
results in premature disintegration of caged compound and the un-
controlled release of oxygen. Therefore, reducing CcO using milder
reducing agents, namely DTT and DTBA, was explored for the pur-
pose of this study.

Events at 10 ms upon UV illumination, as well as was recurring
structural changes upon enzyme reduction are featured in this work.
In addition, a a high-resolution structure of the resting oxidized state
of ba3-CcO is reported, revealing a chloride ligand bound in the ac-
tive site, confirmed by anomalous X-ray diffraction map.

This research contributes towards our long-term goal to use time-
resolved serial femtosecond crystallography at XFELs for a compre-
hensive structural study of cytochrome c oxidase activity.

3.2.1 Preparation of microcrystal sample

Protein production and crystallization Protein was produced and
purified via standard protocols described in 2.4. Crystallization in
LCP was conducted in rounds, with screening for optimal protein
concentration and v/v PEG400. Crystals of 20 - 25 µm averge size
were attained from 12 - 15 mg/µl ba3-CcO solution mixed with the
liquid monoolein in 2 : 3 ratio, extruded as 10 - 15 µl LCP threads into
the precipitation solution containing 36.5 - 38.5 % PEG400.
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Figure 3.3: Well-based crystallization protocol. 10-15 µl
LCP threads are extruded into the precipitation solution
containing 36.5 - 38.5 % PEG400. Microcrystals are col-
lected by pooling several LCP strings into one well with
the help of a plunger. Using this method, LCP from the
wells of several glass plates can be transferred into the
same syringe. Taken from Andersson et al.(2019) [117]

Figure 3.4: LCP microcystals of ba3-CcO.
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Re-constitution of chemicals in LCP To ensure the compatibility
of phases and the homogenous mixing, all of the components were
reconstituted in lipid cubic phase (LCP).

To reconstitute each sample component in LCP, the aqueous so-
lution was mixed with 9.9 MAG in 2 : 3 ratio in Hamilton syringe
coupled mixer, until the phase appeared no longer turbid.

Chemical reduction treatment with DTT and mixing with caged
oxygen compound A larger volume of crystal sample (e.g. 200 µl)
was treated with "oxygen scrub" (consisted of a solution of glucose,
glucose oxidase, and catalase, reconstituted in LCP) to remove the
residual oxygen before reducing the sample. Oxygen-free sample was
then treated with 170 mM DTT to reduce the CcO crystals before mix-
ing with cage compound.

Solid oxygen cage powder was disolved to maximum solubility
(30 mM). The stock cage solution was reconstituted in LCP (12 mM)
as described above. During the preparation, the cage compound so-
lution and LCP were covered with aluminum foil to minimize the
light exposure.

The final sample was prepared by mixing 70 µl of DTT-reduced
crystal sample with 20 µl of oxygen cage LCP (2.4 mM), and adding
10 µl of monoolein to optimize the consistency. Arizona sample in-
jector [63] was loaded with: oxygen-scrub LCP, followed by 100 µl
of sample, and then additional 5 µl of oxygen-scrub LCP, to ensure
the oxygen-free conditions in case of oxygen leak during the injector
transportation.

Chemical reduction treatment with DTBA A new reducing agent
was explored and used for chemical reduction of ba3-CcO microcrys-
tals for SFX data collection at LCLS.

Whereas DTT and DTBA have very similar mid-point potentials,
due to the lower pKa, DTBA reduces ba3-CcO more rapidly than DTT
at acidic pH.
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The preparation of the sample resambles the one described for
DTT. Protocols differ in the step of reconstitution of the reducing
agent, where DTBA is dissolved in 3 M NaOH.

3.2.2 SFX and TR-SFX at SwissFEL

SFX and TR-SFX data collection SFX diffraction data of resting
oxidized ba3-CcO crystals, crystals treated with DTT, and crystals
treated with DTT with cage compound added, were collected at Alvra
beamline at SwissFEL facility. The microcrystals in LCP were jetted
using Arizona LCP injector [63], and probed by 70 fs X-ray pulses
of 12 keV (about 700 µJ) at the front end, attenuated to 20 % at the
sample position, focused to 6x6 µm2 FWHM.

Sample of DTT-treated crystals mixed with caged oxygen com-
pound was used to perform time-resolved (TR)-SFX, where the run-
ning LCP jet was illuminated by laser diod of λ = 355 nm focused
to 40 x 36 µm2 FWHM in time delays ∆(t) of 100 s, 1 ms, 10 ms
and 30 ms. Initial energy was set to 24 µJ per pulse but it was tuned
down to 12, 6, and 5 µJ/pulse since the loss of diffraction was ob-
served. Diffraction data collection for 100 s and 1 ms timepoint was
recorded as alternating dark and light images, where "light" is the
image collected upon laser excitation, and "dark1" and "dark2" as a
first and second image with no laser excitation, respectively. With it
being further separated from the preceeding light image, "dark2" is
often taken as the "real" dark used to track time-dependent changes.
Data collection protocol for 10 ms and 30 ms timepoint did not in-
clude "dark1" or "dark2" but a continuous collection of "light" images
instead.

All diffraction images were recorded on Jungfrau 4Mpix detector.

Data processing Peak finding, indexing, and merging of diffraction
data were performed in CrystFEL [65]. Indexing of diffraction data
was performed on full dataset with no prior data reduction, with
geometry optimization for detector shift per each sample acquisition
run.
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Indexing of SFX data collected at SwissFEL was performed by in-
dexamajig using the input cell parameters with several indexing pro-
grams (xgandalf-latt-cell, asdf-latt-cell, dirax-latt-cell, mosflm-latt-cell) in
a consecutive manner (-no-multi).

Data scaling and merging was performed using partilator with 3
iterations and a unity model, with 2/muab as a chosen point group.

The final resolution of resting oxidized ba3-CcO, DTT-reduced
ba3-CcO, and DTT-reduced ba3-CcO microcrystals mixed with caged
oxygen compoud was determined based on figures of merits (Rsplit,
CC1/2) retrieved by check_hkl and compare_hkl. Resolution cutoff of
aforementioned structures was made at 1.7, 1.8, and 1.9 Å, respec-
tively.

3.2.3 SFX and TR-SFX at LCLS

SFX data collection In a separate, follow up experiment, SFX diffrac-
tion data of ba3-CcO microcrystals treated with DTBA were collected
at MFX beamline at LCLS in SASE operating mode, using 9.5 keV X-
ray pulses of 30 fs duration at the 120 Hz repetition rate, focused to 4
x 4 µm FWHM spot size. Diffraction data was recorded on Rayonix
detector.

TR-SFX Time-resolved collection attempted to capture structural
changes at ∆(t) = 3.3 and 8.9 ms upon light illumination. However,
due to the number of difficulties with the TR-SFX setup, the data is
not presented in the scope of this work.

Data processing SFX data collected at LCLS was processed in BTX
(stands for "BeamTime with X-rays"), a user environment containing
miscellaneous functions for aiding analysis during LCLS experiment.
Peak finding, indexing, and merging of diffraction data, as well as ge-
ometry optimization, were performed via standardized pipeline. In-
dexing was performed by programs mosflm and xds, simultaneously
(multi=True), with standard input cell parameters for ba3-CcO. Data
scaling and merging was performed using partilator with 1 iteration
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and a unity model, with 2/muab as a chosen point group, and was
followed up by statistical analysis as described above. For DTBA re-
duced ba3-CcO, the resolution cutoff based on values of Rsplit and
CC∗ was determined as 2.35 Å.

3.2.4 Electron density map calculation and refinement

Full reflection lists of each dataset was converted to .mtz file format,
and processed further using programs of CCP4 ( [59]) software suit.
Structural amplitude factors were calculated from intensities using
Truncate. Molecular replacement was carried out in Phaser using pre-
viously published resting oxidized room-temperature SFX structure
of ba3-CcO (PDB ID: 5NDC). Map refinment was performed in Ref-
mac5, with pipeline consisted of one-time rigid body refinment pro-
cedure, consisted 20 cycles of maximum likelihood rigid body refin-
ment, followed by rounds of restrained refinement (10 cycles of TLS
refinment [118] with 10 cycles maximum likelihood restrained refine-
ment per round) and model building in Coot [119]. The plausability
of the fits was validated by Rwork/Rfree ratio.

Difference electron density maps TR-SFX results of ba3-CcO reac-
tion upon photoinduced oxygen release were accessed by difference
density maps. Difference electron density maps were calculated in
Phenix [120] by subtracting structure factor amplitudes of absolute
dark data ("DTT + cage") collected with no laser exposure from in-
tensities of diffraction data upon laser illumination with time delays
∆(t) of 100 s, 1 ms, 10 ms and 30 ms, respectively, using phases of the
fully refined dark state structure.

3.2.5 Statistical computational approaches in SFX data anal-
ysis

Quantification of Polder residual electron density features with
time To quantify the evolution of electron density changes with
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and a unity model, with 2/muab as a chosen point group, and was
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time under various experimental conditions, a bootstrapping algo-
rithm [121, 122] was employed to extract 100 resampled serial crys-
tallography datasets, where each dataset contained 20 000 integrated
diffraction images. Resampling of crystallographic structures was per-
formed for each experimental condition. For every 100 resampled
structures, Polder omit maps were calculated.

Internal distance matrix analysis To extract both the mean internal
displacements and their standard deviation, internal distance ma-
trix analysis [123] is performed for each set of 100 refined crystal-
lographic structures. Using the internal distance matrix to analyse
protein structures allows for an easy, unbiased comparisons of large
number of structures.

3.2.6 Novel structural phenomena in SFX structures of rest-
ing oxidized and chemically reduced ba3-CcO

SFX structure of resting oxidized ba3-CcO Electron density map
of resting oxidized state displayed two striking spherical density fea-
tures ligating CuB and the farnesyl oxygen of heme a3, which were
notably stronger than the electron density associated with ordered
water molecules, suggesting a different type of ligand than previ-
ously modeled water (hydroxide) molecule. Given the crystallization
condition of high sodium chloride concentration (1.4 M) and sup-
porting spectroscopical evidence previously obtained for ba3-CcO in
solution [124], a chloride ion is proposed and modeled as a ligating
species, resulting in an improved fit compared to modeling water.
These findings are in agreement with X-ray spectroscopy, EPR spec-
troscopy, and other biophysical studies, which have suggested that
Cl - may be a ligand to CuB [36, 124–127].

Anomalous X-ray diffraction structure of the resting oxidized state
To strengthen this hypothesis, anomalous X-ray diffraction experi-
ment was performed at Biomax beamline at MAX IV. Anomalous
diffraction signal of a single crystal cooled to cryogenic temperature
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recorded at 6.2 keV revealed Bijvoet difference electron density fea-
tures on all Cu and Fe atoms of the cofactors, peaks on the sulphur
atoms of the protein’s methionine and cystine residues, and similar
strength anomalous difference electron density peaks on the CuB and
farnesyl oxygen ligands. Given the high concentration of NaCl (1.4
M) in crystallization condition and the reach of the method at the
proposed energy of the beam, the signal of the active site ligand close
to CuB, as well as the density near the farnesyl oxygen, are prescribed
to chloride ions.

SFX structure of DTT-reduced ba3-CcO The strong residual posi-
tive density indicating a CuB co-ordinating ligand in the active site
of the reduced enzyme was observed. The feasible most fit was ob-
tained by modelling a chloride ion.

The residual density indicating a bound ligand is contrast with
previous findings and proposed mechanism of catalyitic reaction,
where cytochrome c oxidase in its reduced state displays an empty
acitve site. Moreover, UV-Vis absorption spectra obtained prior to
the SFX experiment suggested that both heme b and heme a3 in mi-
crocrystal ba3-CcO sample obtained at ph 5.3 and 1.4 M HCL can
be reduced by more than 50 % but less than 100 %, once enzyme
turnover within microcrystals has entirely consumed any residual
oxygen. However, difficulties in obtaining feasible UV-Vis spectra of
DTT-reduced microcrystals on-site led to inability to fully validate
the reduced state across samples.

SFX structure of DTBA-reduced ba3-CcO To solve the structure
of reduced enzyme where a spectral evidence of the reduced state is
available, DTBA was explored as a reducing agent. With similar mid-
point potential but lower pKa than DTT, it was observed deproto-
nated form of DTBA reduces detergent solubilized CcO samples two
to three times faster. Diffraction data collected at LCLS upon 60 to 90
min incubation with DTBA revealed no significant electron density
in the active site, demonstrating that theoretically predicted empty
active site is correct.
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Figure 3.5: Electron density at the binuclear centre of
ba3-CcO under different redox conditions. 1.7 Å room-
temperature SFX structure of resting oxidized state (b),
supported by anomalous X-ray diffraction data (a) reveals
a chloride ion in the active site bound to Cub, as well as
near heme a3 at the 2nd Cl– position. Structural differences
upon the reduction of the CcO were observed when DTT
(c) and DTBA (d) were used, where DTBA treatment pro-
duces an empty active site.
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Changes upon DTT treatment revealed by Polder analysis Data
obtained by Polder analysis reports the loss of chloride-associated
electron density upon reduction by DTT. A similar trend is observed
for the 2nd Cl– anion ligating the farnesyl oxygen of heme a3, where
a more striking loss of 33% of the electron density was observed.
In the oxidized conformation, this chloride anion sits near the bin-
uclear centre at the end of the K-analogue proton-transport channel,
essential for transport of both substrate and pumped protons. Dis-
placement of this chloride induced changes in architecture of nearby
water molecules, as well as the H-bonding to the aminoacids in the
close proximity.

Interestingly, electron density arises for a water molecule near
Tyr133A (Wat159) that is entirely absent in the oxidized structure
[87, 113]. The H-bond network forming in the presence of this water
could potentially increase the affinity of the active site to bind dioxy-
gen. Comparison of the amplitude of the residual Polder electron
density associated with this water molecule averaged over all DTT
reduced structures, with that observed for the fully-reduced DTBA
structure, suggests that DTT reduced approximately 65% of enzyme
molecules in LCP microcrystals.

Finally, internal distance matrix analysis revealed global confor-
mational changes based on the most significant backbone displace-
ments upon DTT treatment, showing that all DTT-treated samples
differ to a much larger extent from the untreated oxidized structure
than they differ between themselves. Specifically, the largest motions
are associated with the N-side of TM10 and are clearly visible in
all Fobs−Fobs difference Fourier electron density maps calculated for
DTT-treated microcrystals versus the oxidized microcrystals.

Understanding of the reduction mechanism Observations upon
reduction of microcrystals by DTBA indicates that fully reduced the
CuB(I) is not ligated by Cl– . Still, in the system where less than 100%
of population of the enzyme was reduced, i.e. upon DTT treatment,
the loss of electron density might be an unreliable proxy for estimat-
ing the extent of reduction.
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It is, therefore, argued, whether the reduction mechanism can be
understood as the linear sum of the electron density for the oxidized
and the reduced structures, or as a complex kinetic behaviour within
crystals, where closely packed protein molecules exchange electrons
in a constant redox dynamics within the crystal. In the latter case, the
strong residual density at CuB in DTT reduced sample, correspond-
ing to chloride, could be explained by assuming the rate needed for
dissociated Cl– to diffuse from the protein’s active site, is slower
than the rate at which CcO molecules exchange electrons between
each other. Still, kinetic arguments would need to estimate the actual
threshold of reduced CcO molecules required for the loss of electron
density at CuB to be observed.

The geometry argument should as well be considered. Generally,
the closed shell d10 Cu(I) ions have the most prevailing coordina-
tion of four with tetrahedral geometry [128], which could explain
the fourth ligand in Cu(I) state. Still, CuB(I) co-ordination geometry
across literature is well established by several studies using reduc-
ing agents that fully-reduce CcO crystals, for which CuB is observed
to be co-ordinated by thee nitrogen atoms (one of each of the three
surrounding histidines) [129].

Nevertheless, the model in which a chloride ligand remain bound
to the active site for tens of minutes upon reduction, has not been
experimentally obtained in previous studies. In contrast, it was ob-
served the chloride is released immediately upon reduction of bovine
aa3-CcO [126].

3.2.7 Time-resolved structural changes upon photoinduced
reaction of dioxygen

100 us and 1 ms timepoints As a result of low quantum efficiency
yield of caged oxygen compound, its time-dependent decay, and slow
rate of diffusion in the crystals, no significant changes above 3.5 σ
cutoff were observed upon short laser exposure for 100 us and 1 ms
timepoints.
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Observations and interpretation of structural changes upon dioxy-
gen reaction at 10 ms and 30 ms timepoints Difference electron
density maps of diffraction data collected with longer laser expo-
sure times of 10 ms and 30 ms, respectivelly, display significant nega-
tive difference electron density features on chloride ions ligating both
CuB (4.6 σ for 10 ms, 4.7 σ for 30 ms) and farnesyl oxygen (7.4 σ for 10
ms, 5.8 σ for 30 ms), as a result of a successful release and diffusion of
dioxygen through the LCP, followed by the displacement of the ac-
tive site chloride due to a steric clash. In addition, Polder map analy-
sis revealed that the loss of electron density associated with the active
site Cl– ligand upon DTT reduction, proceeds further as photocage
is added to DTT reduced microcrystals, and is observed to an even
larger extent upon UV illumination. As anticipated from the differ-
ence Fourier electron density maps, the strongest change in electron
density associated with the CuB Cl– ligand occurred for ∆(t) = 10
ms and corresponds to the loss of 60% of the original electron den-
sity at this site. Weaker difference electron density features observed
at ∆(t) = 30 ms imply that the large fraction of displaced Cl– has re-
bound to CuB. This observation, however, contrasts with results from
mixing studies using microcrystals of reduced bovine CcO [112], and
proposed events at this timescale.

A similar trend is observed for the 2nd Cl– anion ligating the
farnesyl oxygen of heme a3, but larger changes in electron density
arise at this site, with 33% loss of the electron density upon DTT re-
duction, intensifying with the addition of caged oxygen compound.
Moreover, the strong chloride density is replaced by emerging new
water molecule at the nearby position. Even though the timescale of
this event is not elucidated, it can be argued that the rebinding of
Cl– to CuB is to occur more rapidly than its rebinding to the farnesyl
oxygen.

Still, it is not possible to neglect the contribution of dioxygen re-
leased by spontaneous decay of sensitive photocage, which in turn
yields a mixed population and a slow enzyme turnover prior to light
illumination, as observed when comparing structures of DTT reduced
enzyme before and after addition of caged oxygen compound. There-
fore, a quasi-equilibrium is proposed, where the rate at which the
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enzyme is reduced by the reducing agent is balanced with the rate
at which it is oxidized by residual oxygen, until all oxygen is con-
sumed. We hypothesise that this enzymatic turnover within micro-
crystals leads to conformation changes that can be associated with
transition from relaxed O-state to the activated OH-state of the en-
zyme, which displays proton-pumping activity.

Changes in the CuB-Fea3 distance Structural refinement against
100 bootstrap resampled datasets revealed a statistically significant
increased distance between CuB-Fea3 at ∆(t) = 10 ms, relative to the
oxidized structure. Moreover, a metal-to-metal separation observed
10 ms upon photoinitiation, appears to be more statistically signifi-
cant than the one induced by DTT reduction or DTBA reduction. It is
proposed that O2 displacement of the CuB Cl– ligand lowers the CuB
coordination number from four to three, leading to increasing dis-
tance between the metal centres due to the more negatively charged
copper.

Functional interpretation of oxygen-induced changes The func-
tional interpretation of farnesyl chloride displacement could be re-
lated to the regulation of the proton transport via K-pathway ana-
logue, where a high proton affinity (deprotonated) state of Tyr244A
is disfavoured in the presence of chloride anion. Chloride ion binding
site, populated due to the high chloride population, highlights a pos-
sible blockage site, which becomes occupied as enzyme adopts the
inactive, slow form. Chloride displacement upon enzyme turnover
induces changes in H-bonding network and toggle of Tyr244A side
chain, which might play an important role in proton transport to the
active site.

Interestingly, water (Wat159) with the weak H-bond contact to
Tyr133A and backbone carbonyl of Gly233A is emerging in reduced
structures, but is absent in our and previously reported oxidized
structures. Functional impact of Wat159 ordering upon enzyme re-
duction could be significant, as it would stabilize the deprotonated
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form of Tyr133A, allowing a proton to be relayed towards the pro-
tein’s surface. A loss of density asocciated with Wat159 observed at
∆(t) = 10 ms and 30 ms implies that oxidation of the enzyme per-
turbs the H-bond network that connects the binuclear center and the
P-side of the membarne. Nevertheless, this water provides a connec-
tion to propionate 1 of heme a3, which is, along with propionate 2
and Asp371A, suggested to be the proton loading site, playing role
in proton release to periplasm. Even though no perturbation of either
propionates or Asp371A can be observed in our SFX data, the statisti-
cal analysis of electron density peaks reveals a slight disorder of two
waters in a highly-conserved water cluster upon light illumination
at 10 and 30 ms, indicating a higher temporal resolution could give
more structural insight to the role of this region in proton transport.

In addition, the placement of the water close to Tyr237A and
farnesyl oxygen of heme a3, is observed to drift depending on the
chemical treatment, changing its relative distance to Tyr237A in the
analyzed oxidized and reduced structures. The ordering of this wa-
ter at ∆t = 10 could potentially stabilize the deprotonated form
of Tyr237A, allowing it to donate protons taken up through the K-
pathway analogue channel into the active site, as dioxygen is re-
duced to two molecules of water.
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Figure 3.6: Conformational changes induced in ba3-CcO
Fobs(light)−Fobs(dark) isomorphous difference Fourier
electron density maps (a, b) illustrate electron density
changes (blue - positive, yellow - negative) at the binuclear
centre upon dioxygen release at ∆(t) = 10ms and 30 ms,
respectively. 2Fobs−Fcalc electron density maps (d - f) high-
light conformational changes at the N- (d, e) and P-side (f)
of binuclear centre upon DTT treatment. Results of Polder
electron density map quantification are displayed in (c).
Bars show the mean of 100 maps calculated from 100 re-
sampled datasets.
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3.2.8 Conclusions and outlook

SFX diffraction data of resting oxidized ba3-CcO collected at Swiss-
FEL and resolved to 1.7 Å, supported by findings of the anomalous
X-ray diffraction experiment at MAX IV, reveals the binding of chlo-
ride ion in the active site, as well as in the close proximity of the
farnesyl chain of heme a3, as a consequence of a 1.4 M NaCl in crys-
tallization condition.

Two different reducing agents, DTT and DTBA, were employed
to obtain reduced samples to be used in time-resolved studies. SFX
structure of microcrystals treated with DTT displayed unexpected
electron density ligating CuB in the active site, while the structure
obtained upon DTBA treatment was in agreement with previously
proposed empty active site of the reduced CcO. Kinetic argument
is needed to explain a potentially complex kinetic behavior of CcO
molecules in microcrystals in the presence of the reducing agent.

TR-SFX data recorded 10 ms upon light-induced dioxygen release
show displacement of the chloride ligand to CuB as a result of dioxy-
gen diffusion to the active site, while diffraction data at 30 ms time-
point demonstrates that the re-binding of Cl– to CuB occurs within a
few tens of milliseconds. Transient ordering of water molecules and
changes in H-bond network between observed structures allowed us
to speculate the potential functional roles of a few water molecules
and aminoacids. Moreover, the changes in Cl– occupancy at the far-
nesyl oxygen site gave potential explanation of K-pathway analogue
gating mechanism and prevention of the proton leakage.

Structural changes interpreted as a consequence of a dioxygen
reaction upon laser illumination can be countered on a few points,
mainly with regards to possible inconsistencies in sample prepara-
tions, and lack of experimental evidence. First, the efficiency in of
DTT as a reducing agent in microcystals, mainly due to the observed
inconsistencies in the time scale of reduction, has shown to be sub-
optimal. In addition, the incubation time of microcrystals with DTT
varied between syringes due to the changing dynamics of the SFX
experiment at SwissFEL, leading to unusually long incubation time
of one larger sample syringe, which was then coincidentally used to
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Figure 3.6: Conformational changes induced in ba3-CcO
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centre upon dioxygen release at ∆(t) = 10ms and 30 ms,
respectively. 2Fobs−Fcalc electron density maps (d - f) high-
light conformational changes at the N- (d, e) and P-side (f)
of binuclear centre upon DTT treatment. Results of Polder
electron density map quantification are displayed in (c).
Bars show the mean of 100 maps calculated from 100 re-
sampled datasets.
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collect 10 ms timepoint diffraction data. Lastly, difficulties in obtain-
ing feasible UV-Vis spectra of DTT-reduced microcrystals on-site led
to inability to fully validate the reduced state across samples.

Moving on to the interpretation of the redox state captured at 10
ms timepoint, it is proposed that on this timescale, given the ground
(dark) state is reduced, the enzyme reaches the oxidized state upon
reaction with oxygen liberated from the caged compound. However,
the residual electron density found in the active site cannot be pre-
scribed to any active site ligand, with the exception of residual chlo-
ride density, present in about 40 % of the population in the 10 ms
data. The consensus interpretation of oxidized active site across lit-
erature assumes the presence of a ligand, therefore countering the
proposed dynamics on a 10 ms timescale upon laser illumination.
Moreover, the distance between heme a3 Fe and the CuB observed
in structure of 10 ms timepoint is approximate 5.17 Å, which cor-
responds to increased distance between reduced metal centers due
to electrostatic repulsion, when compared with 4.98 Å in oxidized
structure. Therefore, it cannot be excluded that the 10 ms structure
represents a reduced for of the enzyme. However, that would require
a very unlikely scenario where the crystals appear to be properly
reduced in a single sample prep syringe, coincidentally used in 10
ms timepoint collection. Furthermore, it would have to assume that
the oxygen does not reach the active site within 10 ms upon photo-
induced cage decomposition, which would mean an error in calcu-
lations which in fact have accounted for the quantum yield of the
cobalt cage compound, as well as the different diffusion rates of oxy-
gen in LCP microcrystals compared to those in solution.

As a clear next step, optimization of the sample preparation is
required, and some efforts have already been put in this direction.

As the DTBA reduced structure collected at LCLS meets the the-
oretically proposed model of empty active site, in addition to its bet-
ter efficiency in reducing ba3-CcO, DTBA is likely to be the preferred
chemical reductant in experiments. Even though DTBA (as an up-
grade to less efficient DTT) was chosen to prevent the premature
disintegration of the cage compound, its efficiency at low pH crys-
tal condition (pH = 5.3) is still very low. To overcome this problem,
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we started to develop and validate a new crystallization condition,
where crystals are grown at pH = 8.0, which improves the efficiency
of DTBA in reducing microcrystals. Moreover, this condition does
not require sodium chloride, therefore chloride ion is no longer ex-
pected to co-ordinate the active site of resting oxidized CcO. Prelimi-
nary SFX data obtained at LCLS in May, 2023, shows no indication of
chloride ions in either active site or the site associated with farnesyl
oxygen.

Still, time-resolved X-ray diffraction studies of enzymes that are
not naturally light-sensitive remain a major challenge for the field.
A change of reaction initiation setup could be beneficial in studies
of CcO activity. For example, the cobalt-based caged oxygen com-
pound used in described TR-SFX experiment, has a sub-optimal, low
quantum yield. Moreover, pre-mixing of oxygen cage along with the
cocktail of chemicals, and long incubation times, compromise its re-
liability to sequestrate oxygen until the point of reaction initiation,
which in this case resulted in premature oxygen liberation and slow
turnover of the enzyme. The alternative approaches could involve
new caged compounds, running a time-resolved mixing experiment,
or abandoning the cage compound as an oxygen carrier in experi-
mental design.

Building on observations of this study, future TR-SFX studies of
CcO will explore new strategies to push the time-resolution to ob-
serve dioxygen reduction.
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3.3 Paper III: A simple goniometer-compatible flow
cell for serial synchrotron X-ray crystallogra-
phy

Serial femtosecond crystallography was initially developed for room-
temperature X-ray diffraction studies of macromolecules at X-ray free
electron lasers. With the upgrades of synchrotron radiation sources,
beamline aparatus, and sample delivery systems, serial crystallog-
raphy successfully extends to synchrotron beamlines, and is termed
serial synchrotron crystallography (SSX).

Over the last years, we have successfully utilized synchrotron ra-
diation for serial crystallography experiments and contributed to im-
plementation of serial synchrotron crystallography (SSX) at BioMAX
beamline. In period from 2020 to 2021, the research progress was
highly affected by COVID-19 pandemic, which forced X-ray facilities
to restrict the access to its users. A majority of these user facilities en-
tered the cold shutdown, temporarily suspending and postponing all
of the appointed experiments. In contrast, MAX IV offered support to
its users by allowing to ship samples and participate remotely, which
required the shift in thought of how to design an experimental setup
feasible for this type of operation.

This paper successfully demonstrates the use of custom designed
and assembled flow-cell device setup for serial crystallography and
spectroscopy applications at synchrotrons. Proof-of-principle exper-
iments performed at Biomax beamline at MAX IV synchrotron vali-
dated the functionality of the flow-cell device in SSX data collection
and obtaining a room-temperature SSX structure of ba3-CcO.

3.3.1 Flow-cell setup

Mounted flow-cell setup for SSX data collection is illustrated in Fig-
ure 3.7.

A 100 µl Hamilton syringe containing crystals is installed on a
CETONI Nemesys syringe pump and connected to the quartz tub-
ing via syringe-needle coupler. The flow cell can support a variety of
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sample compositions, ranging from entirely liquid microcrystaline
slurries up to viscous LCP crystals, provided the crystals remain ho-
mogenously distributed within the carrier medium throughout the
experiment. Enclosed system allows for the reduced flow rates com-
pared to GDVN and HVE injectors, preventing the aggregation and
curling of the sample, thus eliminating the need for an outer gas
stream. The long quartz tubing is provided to accommodate options
for placement of the syringe pump, since validation studies showed
that viscous samples can be transported over lines up to 50 cm in
length. Still, shorter tubing is recommended to minimize the dead
sample volume (∼0.5 µl per cm of tubing) and prevent the accumu-
lation of pressure along the line which can damage the setup.

Figure 3.7: Flow-cell capillary setup for SSX data col-
lection. A 100 µl Hamilton syringe containing crystals is
installed on a CETONI Nemesys syringe pump and con-
nected to the quartz tubing via syringe-needle coupler. 50
cm long, OD=250 µm quartz tubing transports the sam-
ple to glass capillary of preferred diameter (100 µm or
200 µm). Flow cell is compatible with the standard macro-
molecular crystallography goniometer, allowing for rapid
mounting and alignment [87].
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A flow cell was designed to be compatible with the standard
macromolecular crystallography goniometer, allowing for the cell to
be mounted via magnet, and aligned with the X-ray beam using the
in-line visualization tools on the beamline, reducing the time for align-
ment to only a few minutes. Importantly, once aligned, the flow cell
device can remain intact throughout the experiment, allowing for
rapid re-initialization of data collection following the simple syringe
exchange procedure. At low flow-rates, SSX data collection can pro-
ceed uninterruptedly for over an hour per sample syringe. A poten-
tial limitation comes from aggregation of the damaged crystals upon
the interaction with X-rays, causing the blockage inside of a thin cap-
illary. As expected, more frequent blockages were observed when 100
µm was used. Depending on the sample properties and capillary di-
ameter, it is proposed that one to four flow cell devices can support
a 24-hour beamtime.

3.3.2 Sample preparation and optimization

Protein was produced and purified via standard protocols described
in 2.4. Crystallization in LCP was conducted in rounds, with screen-
ing for optimal protein concentration and v/v PEG400. Crystals of
20 - 25 µm average size were attained from 12 to 15 mg/µl ba3-CcO
solution mixed with monoolein in 2 : 3 ratio, extruded as 10 - 15 µl
LCP threads into the precipitation solution containing 36.5 - 38.5 %
PEG400. It was observed that lower protein concentration and higher
PEG400 content result in formation of larger crystals (25 and larger
µm), which has proven to be beneficial for performing a synchrotron
experiment, where sample batches containing smaller crystals (<20
µm) show significantly weaker diffraction.

An important aspect of sample preparation was optimization of
the sample for delivery through the syringe-needle coupler to quartz
tubing and glass capillary, respectively. In particular, sample portions
of thicker consistency can result in clogging and pressure build-up,
leading to sample leakage between connection points of the setup
(i.e. syringe-needle coupler, glass capillary and 3D-printed plastic el-
ement glued to the capillary, steel sleeves and the glass body of the
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Hamilton syringe etc.). Clogging in downstream points can cause the
incoming, more "liquid" portion to elastically reverse the flow, mak-
ing the sample discontinuous inside of the long, thin tubing, with air
between the columns of liquid. If the effects of these phenomena are
interrupting the data collection, the change of capillary device might
be required, resulting in sample loss.

For these reasons, in-house tests employing the bench-top setup
were performed prior to SSX experiments. It was determined the op-
timal consistency for uninterrupted sample flow is achieved by "soft-
ening" the LCP sample by addition of stock PEG400 for v/v of 5 % in
the final sample.

3.3.3 Data collection

Sample viewing, alignment and measurement were performed in
the beamline control software MXCuBE3. Flow rates of 0.3 and 1.2
µl/min were applied for 100 µm and 200 µm capillary, respectively.
LCP ba3-CcO microcrystal diffraction data were collected at room
temperature using X-ray beam of 12.6 keV on an EIGER 16M hy-
brid pixel detector. Data was processed using standard tools for se-
rial crystallography data analysis described in 2.2.5.

3.3.4 Comparison of diffraction data collected in 100 µm and
200 µm diameter capillaries

Results of data collection in 100 µm and 200 µm glass capillary dif-
fered significantly in several aspects. First, the indexing rate in 200
µm capillary (48.6 %) was approximately 3.5 times the indexing rate
in 100 µm capillary (13.9 %), even though a two-fold difference was
expected. The difference might be a result of an interrupted flow of
the viscous sample at the low flow-rate and frequent clogging. More-
over, significant contribution of background scattering during the
data collection in 100 µm capillary likely affected the ability to iso-
late crystal diffraction peaks.

As a result, the structure obtained from 100 µm capillary data
collection was limited to 3.05 Å resolution, with anomalous trend in
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CC1/2 values observed near 3.0 Å resolution shell. Surprisingly, de-
spite the thicker sample support, data collected in 200 µm retrieved a
higher resolution structure supported by appropriate statistical val-
ues at 2.12 Å cutoff.

This observation was not in agreement with the preliminary ex-
periments and anticipated performance of 100 µm capillary, which
was expected to yield higher-quality X-ray diffraction data and ex-
hibit lower background X-ray scattering.

3.3.5 Background X-ray scattering

Further examination of X-ray scattering decomposed contributions
of borosilicate glass and LCP medium. Comparison of background
signal from both 100 µm and 200 µm empty capillaries showed the
scattering from 100 µm capillary to be two times stronger than the
one of 200 µm capillary. A possible explanation to this phenomenon
could be a manufacturing error, resulting in deviation from nomi-
nally defined 10 µm thickness of borosilicate glass. LCP component,
however, yields a lower background signal when extruded from 100
µl. Still, the cumulative contribution of these two effects rules out in
favor of 200 µm capillary, which is therefore recommended to use,
unless slower flow-rate and lower sample consumption is required.

3.3.6 Comparison of 200 µm SSX structure with SFX struc-
ture

SSX structure obtained from 200 µm capillary, and resolved to 2.12 Å,
displays high similarity with previously published 2.3 Å SFX struc-
ture ( [113], PDB: 5NDC), such as comparable resolution, similar fea-
tures of 2Fobs−Fcalc electron density maps, and plausible figures of
merits, with slight difference in the shape of the density peak of the
active site ligand (Figure 3.8).
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Figure 3.8: Comparison of SSX structure obtained using
a flow cell and SFX structure. Fobs−Fcalc electron density
(green) maps calculated by omitting the active site ligand
between the heme a3 iron and the CuB copper atom dis-
play comparable electron density peaks in the active site,
with slight a difference in shape of a density peak in SSX
(elliptical) and SFX (spherical) structure, and no observ-
able changes of the radiation-sensitive residues (Glu203)
[87].

3.3.7 Radiation damage

The calculated average room-temperature X-ray dose per microcrys-
tal is 40 kGy, which is nominally the lower dose limit for sensitiv-
ity of metals, such as iron, to display X-ray induced damage at low
temperature. Therefore, the modest elongation of the active site elec-
tron density peak in the Fobs−Fcalc omit electron density map could
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tron density peak in the Fobs−Fcalc omit electron density map could
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theoretically be prescribed to radiation damage of the metal centers.
However, no observable changes of the radiation-sensitive residues
(such as glutamic acid) indicate no local site-specific damage. Still, to
ensure the damage-free data collection, it is advised to properly ac-
cess and optimize X-ray beam focus or degree of attenuation, as well
as the sample flow-rate.

3.3.8 Conclusions and outlook

Proof-of-princple experiments conducted at Biomax, MAX IV, vali-
dated the use of glass capillary flow-cell device for SSX and retrieved
a high-resolution room-temperature structure of ba3-CcO. A 2.1 Å
structure of the resting, oxidized enzyme in LCP was collected in 200
µm glass capillary with minimized effect of the glass background
scattering. The comparison of SSX structure (PDB ID: 8HUA) with
previously published 2.3 Å SFX structure of ba3-CcO [113] reveals
nearly identical structural features of the active site, demonstrated by
2Fo−Fc maps. In addition, the comparison of side-chain aminoacids,
such as glutamates, accessed by composite omit maps, shows no
clear signs of disintegration in response to X-ray induced radiation
damage.

The capillary flow device was used in experiments at BioMAX to
collect SSX data on other redox states, such as chemically reduced
states obtained by treatment with sodium dithionite (described in
following section 3.4 as a part of Paper IV) and DTT, as well as in mix-
ing experiments to obtain reaction intermediates of ba3-CcO, such as
Pm intermediate and mixed-valence CO-bound state (MVCO). The
device has as well been employed to collect data at other synchrotron
facilities, such as ESRF, where it was recently used in combination
with laser diode optical fiber setup. This type of experiment proves
the potential of flow-cell device to be used in reaction dynamics and
time-resolved studies, and represents a milestone in gradual trans-
lation of time-resolved serial crystallography to synchrotron light
sources.

Given the number of synchrotron light sources, and hence avail-
able beamlines, there is large capacity for growth in the use of SSX.

84

3.3. Paper III: A simple goniometer-compatible flow cell for serial
synchrotron X-ray crystallography

Still, the entry barriers for inexperienced users, such as the need to
grow large volumes of micrometre-sized crystals and grasp knowl-
edge of data processing pipelines, are still the bottleneck of maxi-
mizing the potential of SSX. Nevertheless, demonstrated method of
SSX data collection, as well as the use of capillary device for UV-Vis
spectroscopy or X-ray scattering, has a potential to significantly re-
duce the time and cost of the experiment, and facilitate the execution
of the experiment, thus allowing for the broader research community
to utilize the power of synchrotron radiation. In that regard, this sub-
project turned into a startup venture with the help of GU Ventures,
providing devices synchrotron beamlines and academic users.
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3.4 Paper IV: X-ray absorption spectroscopy of ba3-
type cytochrome c oxidase

Given its biological importance for the life of aerobic organisms on
Earth, as well as well-conserved structural elements of heme-copper
oxidases, cytochrome c oxidase has been an "obvious" target for XAS
studies. Even though a few spectroscopic techniques allow monitor-
ing of all the metal sites in CcO, the existence of multiple atoms in
different redox and spin states, as well as the electronic coupling in
the binuclear active site, have made the spectroscopical characteriza-
tion very challenging.

For example, both heme a/b and heme a3 are easily followed
in the visible (UV/Vis) spectrum, but the coppers absorb only very
weakly in the near infrared, with Cu(I) absorbing weakly near 830
nm, and Cu(II) lacking any well-defined absorption peaks. Moreover,
the antiferromagnetic coupling between high-spin heme a3 Fe(III)
and CuB(II) results in a rapid spin transition and produces a so called
"S2 ground sate". Such coupling [130] explains the lack of EPR signals
typical of high-spin (HS) Fe(III) heme and Cu(II) across the family of
heme-copper oxidases.

XAS, on the other hand, overcomes these limitations through its
ability to probe "silent" redox states. It is also element selective, al-
lowing for the iron sites to be studied independently of the copper
sites.

We use X-ray absorption spectroscopy (XAS) to investigate the
detailed atomic structures of the metal co-factors in different redox
states of CcO. Nevertheless, this project pioneers the use of XAS for
cytochrome c oxidase study at Balder beamline. This research con-
tributes towards our long-term goal to use time-resolved XAS in com-
bination with time-resolved serial femtosecond crystallography at
XFELs for a comprehensive structural study of CcO activity.

3.4.1 Sample preparation and validation of CcO redox states

A recommbinant ba3-CcO protein was produced in its native host T.
thermophilus and purified as described previously [113].
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Chemical reduction of the protein, validation of redox states, as
well as the final sample preparation and sample loading, were car-
ried out on-site at MAX IV Biolab prior to the experiment. Steps re-
quiring oxygen-free conditions were performed inside of the COY
vinyl anaerobic glovebox. In addition, all the solutions and powders
were incubated in the stream of nitrogen gas prior to handling, to
exchange gases and eliminate the residual oxygen.

To access the difference in electronic configuration and coordina-
tion of the heme a3 in the binuclear active site of CcO, two different
reduction protocols were employed and two distinct samples were
obtained, denoted as "red " and "red-air", where the first is carried out
in controlled anaerobic conditions, and the latter in the presence of
oxygen. Both states were characterized by UV-Vis spectroscopy (Fig-
ure 3.9). Spectral features of "red-air" spectrum indicate a ligation to
the iron of the heme a3, likely by a strong field ligand, accompanied
by heme a3 spin-state change from high to low.
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Figure 3.9: UV-Vis spectroscopy validation of samples
for XAS analysis. "red" exhibits characteristic CcO Soret
peak At 426 nm with the characteristic "shoulder" at 445 as
a contribution of the reduced heme a3 in un-ligated state.
Absorption peak at 560 nm indicates the reduced heme b3.
Characteristic 560 nm peak confirmed the reduced state of
heme b3 in "red-air". Additional weak peak observed at
610 nm is assigned to ligated heme a3, as well as disap-
pearing of the "shoulder" at 445 nm.

3.4.2 Cryo-XAS at Balder beamline at MAX IV synchrotron

XAS measurements were performed at Balder, a high-flux wiggler
beamline for X-ray absorption and emission spectroscopy at MAX
IV synchrotron light facility.

Approximately 50 µl of each sample containing v/v 20% cryopro-
tectant were loaded into multi- sample holders with round “win-
dows” fitting 13 mm-diameter pellets sealed with Kapton foil using
a blunt-end 100 µl Hamilton syringe. All samples were flash-frozen
in liquid nitrogen prior to mounting.

XANES and EXAFS at iron K-edge and copper K-edge were mea-
sured at 10 K in a liquid-helium cooled cryostat. The excitation en-
ergy for both edges was selected by a Si-111 double-crystal monochro-
mator, and the energy axis was calibrated with repeated spectra of
iron and copper foil, with the first inflection point assigned as 7112
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eV and 8979 eV, respectively. Data was collected in fluorescence "fly
scan" mode using 7-element SDD detector, continuous scanning down
to 30 sec/EXAFS. EXAFS scans were collected up to k-14 Å-1.

3.4.3 Data processing

XAS data treatment was performed using Demeter software package
[131].

Data averaging and normalization Summed data from all 7 detec-
tor fluorescent channels were inspected to isolate and remove low-
quality scans that contain glitches as a result of ice formation in the
sample. High-quality raw data was included in the final average and
further processed in Athena. The EXAFS oscillations were extracted
using standard procedures for pre-edge and post-edge background
subtraction, and data normalization.

EXAFS data fitting EXAFS data fitting was performed in Artemis.
The k3-weighted EXAFS oscillations were analysed using a non-

linear least-squares fitting procedure in k-space and plotted as am-
plitudes |χ(R)| as a function of radial distance (R) in Å.

Theoretical phase and amplitude functions were calculated ab ini-
tio using built-in computer code FEFF7 [95]. Structure data input
for FEFF7 calculations was obtained from previously published se-
rial crystallography room-temperature T. thermophilus ba3-CcO struc-
ture [113] (PDB: 5NDC) as five different cofactor-specific coordinate
files, containing the neighboring atoms within 5Å radius from the
central absorber atom.

Fitting parameters used to generate model fits of Cu and Fe EX-
AFS of three analyzed samples are reported in the fitting tables along
with the statistical evaluation factors.

Co-ordination number N for each shell were chosen in agreement
with crystallographic values, and fixed as integer per three copper
atoms, or per two iron atoms, respectively. Restraints were placed on
the amplitude factor values in agreement with the standards (typi-
cally > 0.7 and < or = 1). In contrast, factors such as distances from the
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Figure 3.9: UV-Vis spectroscopy validation of samples
for XAS analysis. "red" exhibits characteristic CcO Soret
peak At 426 nm with the characteristic "shoulder" at 445 as
a contribution of the reduced heme a3 in un-ligated state.
Absorption peak at 560 nm indicates the reduced heme b3.
Characteristic 560 nm peak confirmed the reduced state of
heme b3 in "red-air". Additional weak peak observed at
610 nm is assigned to ligated heme a3, as well as disap-
pearing of the "shoulder" at 445 nm.
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absorbing atom, Debye-Waller factor, and E0 were allowed to float,
with some constraints so as to produce Debye-Waller factors within
reasonable limits (0.001 > σ > 0.01). The quality of the fits was de-
termined using a reduced χ2 (2.10) and R-factor (2.12).

3.4.4 SSX of NaDt-reduced ba3-CcO microcrystals

Microcrystals of ba3-CcO were produced according to previously pub-
lished crystallization protocols [113,117], and as described in 3.2 and
3.3. Serial crystallography data collection was performed at BioMAX
beamline at MAX IV, where crystals were treated with sodium dithion-
ite (NaDt) prior to experiment, and injected using a flow-cell setup
[87], described in 3.3. The structure was solved to a resolution of 2.4
Å (Table S3 in Paper IV).

3.4.5 Qualitative analysis of XANES

XANES data of both Cu and Fe K-edge was accessed by qualitative
analysis of the features of the rising edge and the pre-edge.

Cu- and Fe- K-edge XANES as a fingerprint of redox state Merged
and averaged spectra of Cu and Fe K-edge XANES of analyzed redox
states of CcO shown in Figure 3.11.

The absorption edge shift to lower energies observed in reduced
samples is consistent in both Cu and Fe XANES, and confirms the
difference in redox state between "ox", "red", and "red-air" sample.
In particular, the binding energy of a core electron is lower for an
element in the reduced state, as the effective nucleus charge (Zeff) is
lower due to the increased number of electrons compared to the oxi-
dized state. Interestingly, "red" is shifted further to the left compared
to "red-air", implying the overall contribution of reduced character
to be higher in "red".

Still, it is important to acknowledge that position and the shape
of the edge can be affected by several factors, and the shifts can vary
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from element to element. For instance, Ni complexes do not demon-
strate particularly large rising-edge shifts with change in oxidation
state and in some cases there is no observable edge-shift [94].

Radiation damage sensitivity of CcO The radiation sensitivity of
oxidized ba3-CcO sample was observed in the preceding, prepara-
tory experiment, where EXAFS data was collected up to k-12 Å−1 at
9000 eV using protocol which employed focused beam and 2 scans
per spot. 10 repeats of a single scan per spot were performed, with
sample holder being translated by 0.3 mm along the y-axis after each
repeat. With the flux of 1.24 · 1012 photons/s, the radiation dose was
calculated to be 119 kGy per second.

Figure 3.10: Cu K-edge XANES study of radiation dam-
age sensitivity 8 single scans (each 4 min) were collected
on the same position of the sample holder, resulting in an
accumulate radiation dose of 224 MGy after the eights scan
(32 min). In the oxidized sample, the shift of the spectra to
lower energy values with each scan indicates reduction of
the copper atoms. The onset of the radiation damage is ob-
served after scan 2 and a dose of 56 MGy.
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Oxidized sample was tested for radiation damage due to sensi-
tivity of absorber metals to ionizing X-ray radiation, as well as the
secondary effects upon X-ray induced water radiolysis. The effect of
the radiation damage was accessed by comparing Cu K-edge XANES
of 8 scans (Figure 3.10). It was observed that with each new scan, the
spectra were shifted more towards lower E values, which is an indi-
cation of the reduction of Cu and considered a radiation damage.

The output of this study was valuable in modifying the setup in
the following experiment, where the effects of X-ray-induced dam-
age were surpassed by lowering the flux down to 5.4·1011 photons/s,
resulting in radiation dose of 64 kGy per second for Cu, and 77 kGy
per second for Fe K-edge.

Pre-edge analysis Theoretically, the analysis of the pre-edge region,
dominated by 1s→3d transitions, could give an insight to the elec-
tronic configuration and the geometry of the environment surround-
ing the absorber atoms. In particular, copper in its oxidized state
(Cu(II)) has an unfilled 3d orbital (a "3d hole"), and therefore can
experience 1s→3d transition, unlike Cu(I).

In Cu XANES of three analyzed states (Fig. 3.11, A) the pre-edge
region can be identified a bit higher and closer to the rising edge,
than the one of Fe XANES (Fig. 3.11, B). As observed for a number of
complexes, Cu(I) compounds exhibit a low energy peak maximum
at ∼ 8982 eV, as observed clearly in "red", while Cu(II) compounds
exhibit a characteristic 8985 eV peak, visible in "ox".

In Fe systems, the energy position and splitting, and intensity dis-
tribution, of the pre-edge feature can vary systematically with spin
state, oxidation state, geometry, and bridging ligation [132], such as
one in heme a3-CuB binuclear center. The allowable many-electron
excited states for high- and low-spin complexes are determined us-
ing ligand field theory. Upon ligation, the mixing of 4p character into
the 3d orbitals results in a 1s → 4p electric dipole contribution to the
pre-edge, therefore increasing its intensity. A difference in peak ob-
served at ∼7115 eV for "red-air" when compared with "red" could
mean a stronger pre-edge feature and 3d-4p mixing upon ligation.
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However, the resolution of the pre-edge region in collected data
is not sufficient to make this assessment. Experimentally, this could
be improved by employing finer, smaller energy steps scanning the
pre-edge region, and generally increasing the amount of collected
data.

Rising edge analysis In Cu systems, the intensity of 1s→4p transi-
tions visible in the rising edge region is a direct consequence of the
degeneracy of 4p orbitals [133] co-ordination geometry. In systems
with a low-lying 4p orbital, such as Cu(I), the features of the rising
edge can be used to determine co-ordination number and geometry.
Two reduced samples analyzed by Cu XANES (Figure 3.11, A) differ
in this region, which could indicate presence of the ligand in "red-
air", and a change of co-ordination number (geometry). "ox" sample
appears very different to reduced samples, displaying spectral fea-
tures similar to those of Cu(II) standards. The resolution of this re-
gion is not good enough to make a strong qualitative assessment.

In Fe XANES of analyzed samples (Fig. 3.11, B), the shape and
height of the peak occurring at ∼ 7130 and ∼ 7140 eV in oxidized and
reduced samples correspond to those observes in Fe K-edge XANES
of Fe(III) and Fe(II) complexes, respectively. Interestingly, analyzed
samples as well differ in region from 7130 to 7160 eV, dominated by
multiple scattering. In theory, the shape and energy position of this
region can be correlated with the ligand-type and metal–ligand bond
distance in transition metal complexes. The relation proposed by Na-
toli, and further developed by Mahto and Chetal, considers systems
that can exist different redox and spin states [94]. Typically, there is an
∼ 2 eV shift between high-spin Fe(II) to a high-spin Fe(III) complex,
which can as well be observed between analyzed "red" and "red-air"
samples. Moreover, low-spin Fe(II) and high-spin Fe(III) species with
similar ligand systems can have similar bond distances [134] and of-
ten their rising-edges occur very close in energy.
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However, the resolution of the pre-edge region in collected data
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Figure 3.11: Copper (A) and iron (B) K edge XANES of
ba3–type CcO. Shift of the absorbtion edge towards lower
energies is observed for reduced samples. The edge energy
position is determined from the first inflexion point of the
first derivative of the rising edge (top left). Zoom of the
pre-edge region (bottom right) reveals subtle peaks origi-
nating from valence state-specific 1s→3d transitions.
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3.4.6 Accessing the co-ordination environment of ba3-CcO

Cu EXAFS CcO contains well-defined binuclear CuA site, which
is co-ordinated by 2 histidines, 2 cysteines, 1 methionine and 1 glu-
tamine. CuB in heme a3 CuB active site is co-ordinated by three nitro-
gen atoms of histidines in its reduced state (Cu(I)), and is expected to
ligate a fourth co-ordination atom when oxidized (Cu(II)). Sulphur
contribution to the spectrum originate from cysteines and methion-
ine, and is therefore characteristic of the CuA site. Nitrogens origi-
nating from histidines at both CuA and CuB are found at the simi-
lar distances, and therefore contribute to the same shell. Moreover,
due to the limitation of the method to successfully distinguish be-
tween N and O, oxygen atoms can as well be fit in the nitrogen shell,
which was explored when fitting "red-air" data. One oxygen atom
present in all three datasets originates from the carbonyl group co-
ordinating CuA. In structure of resting oxidized enzyme [113], oxy-
gen atom originating from the water in the active site is placed at ∼
2.3 Å from CuB, therefore a 2.3 Å oxygen shell was included in the
fits. Oxygen atoms from side chains surrounding CuB are on the bor-
der of what can be covered by EXAFS (R > 4.5 Å) and therefore are
not used to fit Cu EXAFS.

In cases where XAS spectrum is dominated by the presence of his-
tidine ligands, the information has often been restricted to the first-
and sometimes second-shell coordination spheres [135]. Due to the
limited number of parameters we can extract from the data (Nidp ≈
∆k∆R

π ≈ 13 ), and feasible fits (Table S2 in Paper IV) obtained by sin-
gle atom scattering shells, multiple scattering was hereby not consid-
ered in Cu EXAFS fitting.

Experimentaly obtained EXAFS data of all three analyzed states
differ between each other with more similarity observed between
"red" and "red-air". Interestingly, a striking difference between the
oxidized and reduced samples can be observed when comparing FT-
EXAFS spectra, where the relative amplitude of the peak at 1.5 Å
in the "red" sample is significantly lower compared to the oxidized
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spectrum, while it is almost completely vanished in "red-air". More-
over, the major peak at ∼2 Å, dominant in all samples, has a signifi-
cant shoulder at ∼2.3 Å that is less prominent in the "red" spectrum.
This could be attributed to an active site oxygen ligand coordinating
CuB as has been previously observed.

3.4.7 In the light of the new crystallographic evidence

Updated model of a resting oxidized state of ba3-CcO It is impor-
tant to note that 2.3 Å oxygen shell proposed in Cu EXAFS model is
in the agreement with the distances derived from room-temperature
serial crystallography structure of ba3-CcO in the oxidized state pre-
viously reported by our group [113], where the active site ligand is
interpreted as a water or a hydroxide ion. Recent data (described in
3.2) suggest the ligand bound in the active site, at the given crys-
tallization condition, is a chloride ion, originating from precipitation
solution of a very high chloride concentration. Even though the sam-
ple for the XAS experiment was prepared in a buffer of a low chloride
concentration and is not expected to bind a chloride in the active site,
the relative placement of the oxygen atom as modeled corresponds to
the placement of chloride and closer to the CuB, while it is expected
to be co-ordinating the heme a3 Fe.

SSX structure of NaDt-treated ba3-CcO SSX diffraction data (Fig-
ure 3.12) obtained upon treatment with sodium dithionite as a reduc-
ing agent, in the presence of oxygen, revealed strong electron density
in the active site of ba3-CcO, indicating a bound ligand.

This observation is in the agreement with the UV-Vis spectrum
of the crystalline sample, where a feature at 590 nm indicates a lig-
and bound to heme a3 in the active site. Nominally, 590 nm peak in
the spectrum is a signature of the A-intermediate of the cytochrome
c oxidase reaction cycle, where oxygen molecule is bound to reduced
Fe(II) active site. Throughout sample preparations, it was observed
that this enzymatic species forms upon reduction of CcO with dithion-
ite when there is residual oxygen present during the chemical treat-
ment.
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Figure 3.12: Active site of the CcO enzyme reduced in the
presence of residual oxygen. Based on the Fobs−Fcalc omit-
map density (A), fitting of two hydroxide (water) ligands
of partial occupancy (B) and peroxide ligand (C) were ex-
plored. The 2Fobs−Fcalc electron density map of the struc-
ture with a peroxide molecule modelled in the active site
(D) supports the choice of peroxide ligand.

Crystallographic modeling revealed plausible structures when a
peroxide, or two hydroxide (water) ligands with partial occupancy
(0.5) were fit, respectively, while fitting a single full-occupancy water
(hydroxide) molecule resulted in strong residual electron density. In
the peroxide-bound structure, the O–O bond length of the peroxide
refines to 1.5 Å, which is considered a reasonable bond distance of a
peroxide dianion (O2

2-) [136]. Structures of the oxidized as-isolated
state of CcO have frequently been modelled with a peroxide active
site ligand [137] even though the chemical rational for a peroxide
ligand in the active site of the oxidized form of the enzyme is not
clear. In the scope of this study, there is no obvious explanation for
the formation of a peroxide ligand during preparation of dithionite
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reduced crystals used in the current experiment.

Fe EXAFS Two Fe atoms of CcO are embedded in porphyrine ring
of heme a3 and heme b, containing a number of symmetrically ar-
ranged carbon and nitrogen atoms, and are as well co-ordinated by
one or two axial imidazole groups, respectively. In such a symmet-
rical system, multiple scattering is considered to significantly con-
tribute to EXAFS. Generally, strong multiple-scattering contributions
are present in the EXAFS over an extended range above the absorp-
tion edge. By including multiple scattering in the EXAFS analysis,
it is possible to extend the low-energy fitting range to include re-
gions of the low k (for example, below k = 3). Therefore, multiple
scattering paths obtained by FEFF7 calculations were used in fitting
Fe EXAFS of all three analyzed datasets. Contribution of the CuB in
Fe EXAFS is expected to be minor, due to the relatively big distance
from heme a3 Fe (∼ 4.8 Å), and therefore was not explored in fits.

Fe EXAFS data was fit in the shorter k-range up to k = 12.5 to em-
phasise oscillations in the lower k region. The shift in experimentally
obtained EXAFS of all three analyzed samples can be observed in
the region from 4 to 7 Å−1. EXAFS as well appears different between
samples when plotted as a function of |χ(R)|.

Single scattering shells were defined according to nitrogen and
carbon shells of the well-ordered porphyrin structure. Three multi-
ple scattering shells were included in the fits. Oxygen shell was not
added to these fits, therefore the identity of the potential ligand in
the "red-air" sample cannot be accessed. Including multiple scatter-
ing shells gives produced successful fits of low k region, revealing
an interesting shortening of the Fe–N distance in "red-air" compared
to "red". In particular, shorter Fe–N distances within the porphyrine
group are observed in oxidized sample, as a consequence of ligand
binding to the high-spin heme. Therefore, this finding could indicate
the ligation at the heme a3 Fe site.
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Figure 3.13: Interpretation of the Fe EXAFS. The differ-
ences between experimentally obtained EXAFS (A) "ox",
"red", and "red-air" is observed in the low k region (4-
7 Å−1). Fitting of the multiple scattering (MS) functions
(B) was performed to describe the contributions of well-
ordered porphyrin and imidazole groups in this region,
revealing shortening of Fe–N distances in reduced sam-
ples.
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3.4.8 Conclusions and outlook

This study demonstrates that XAS can be used to analyze metal co-
factors of CcO. Both XANES and EXAFS collected at Cu and Fe K-
edge display differences between three analyzed redox states of CcO.
However, due to the multiple number of the spatially separated ab-
sorbers of the same element (3 Cu, 2 Fe) in the protein, the bulk na-
ture of XAS method does not allow to differentiate between the con-
tributions from different co-factors. Moreover, obtaining an EXAFS
model of high fidelity has proven to be difficult.

Before studying a complex, multiple co-factor system, a good ap-
proach would be to study the co-factors of ba3-CcO individually. For
example, CuA-depleted quinol oxidases [138], as well as isolated CuA
domains [139], could be used to gain the understanding of the CuB
site.

Nevertheless, XANES can be successfully used as a fingerprint
of the redox state. The shift of the absorption edge towards lower
energies upon reduction is traditionally used as the most immediate
proof of redox change. However, position and the shape of the edge
can be affected by several factors, and the shifts are element-specific,
so it is good to extend the assessment of the redox state to other qual-
itative or quantitative approaches.

In transition metal co-factors, the redox state can be further ac-
cessed by analyzing the pre-edge. The intensity of the 1s→3d transi-
tion featured in pre-edge can give information on electronic config-
uration and the co-ordination geometry of the absorber. Therefore,
a higher resolution of the pre-edge region would be valuable in the
assessment of metal co-factors of CcO. This can be experimentally
obtained by fine-tuning the energy steps for pre-edge region scan-
ning.

In addition, using computational methods, such as Orca, in quan-
titative interpretation and modeling of XANES spectra, would be one
of the next steps in understanding XANES of ba3-CcO. TD-DFT calcu-
lations have been initiated but are not featured in the scope of Paper
IV or this thesis.
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In the scope of this study, it was also observed that oxidized co-
factor sites, especially copper, were prone to radiation damage dur-
ing XAS data collection at low temperatures. Radiation damage study
on copper helped in establishing a better experimental setup, which
ultimately resulted in lowered radiation dose in the following exper-
iment and obtaining damage-free datasets.

Still, in addition to trapping the radiation damage intermediates,
cryo-XAS data collection carries the problem of ice formation inside
of the solution samples, which is shown as as glitches in the XAS
spectra, and can result in discarding a large amount of data. For low
concentrated biological samples, where the concentration of the ab-
sorber often does not exceed 5 mM, the amount of collected data is
critical. This issue could be countered by running a room temper-
ature collection using the flow cell, allowing for the sample to be
constantly replenished. Due to the heavy requirements on the sam-
ple consumption, this alternative was not explored in the scope of
the thesis. The future plans involve the use of AdaptoCell, a flow cell
provided at Balder, MAX IV.

Touching on the topic of sample requirements, absorber concen-
trations, and the intensity of the signal, using protein crystals instead
of the protein in solution could as well be explored, as the highly-
ordered solid containing a large number of packed protein molecules
would give a stronger absorption signal. Moreover, using CcO crys-
tals for XAS data collection would open the possibility to consider
polarized XAS [140], which allows us to selectively enhance spe-
cific transitions with respect to the incident X-ray polarization vector,
thereby giving rise to the selected transitions.

In the future, one could envision a setup in which X-rays are used
for simultaneous X-ray diffraction (XRD) and spectroscopic charac-
terization of CcO crystals, where the redox and spin state of metal
co-factors is directly probed to ensure that the atomic structure re-
vealed by XRD displays the correct catalytic state [141]. Recently
reported [142] approach which combines XRD and X-ray emission
spectroscopy (XES) was used to characterize microcrystals of pho-
tosystem II (PSII) at room temperature using intense femtosecond

101



Chapter 3. Results and Discussion

3.4.8 Conclusions and outlook

This study demonstrates that XAS can be used to analyze metal co-
factors of CcO. Both XANES and EXAFS collected at Cu and Fe K-
edge display differences between three analyzed redox states of CcO.
However, due to the multiple number of the spatially separated ab-
sorbers of the same element (3 Cu, 2 Fe) in the protein, the bulk na-
ture of XAS method does not allow to differentiate between the con-
tributions from different co-factors. Moreover, obtaining an EXAFS
model of high fidelity has proven to be difficult.

Before studying a complex, multiple co-factor system, a good ap-
proach would be to study the co-factors of ba3-CcO individually. For
example, CuA-depleted quinol oxidases [138], as well as isolated CuA
domains [139], could be used to gain the understanding of the CuB
site.

Nevertheless, XANES can be successfully used as a fingerprint
of the redox state. The shift of the absorption edge towards lower
energies upon reduction is traditionally used as the most immediate
proof of redox change. However, position and the shape of the edge
can be affected by several factors, and the shifts are element-specific,
so it is good to extend the assessment of the redox state to other qual-
itative or quantitative approaches.

In transition metal co-factors, the redox state can be further ac-
cessed by analyzing the pre-edge. The intensity of the 1s→3d transi-
tion featured in pre-edge can give information on electronic config-
uration and the co-ordination geometry of the absorber. Therefore,
a higher resolution of the pre-edge region would be valuable in the
assessment of metal co-factors of CcO. This can be experimentally
obtained by fine-tuning the energy steps for pre-edge region scan-
ning.

In addition, using computational methods, such as Orca, in quan-
titative interpretation and modeling of XANES spectra, would be one
of the next steps in understanding XANES of ba3-CcO. TD-DFT calcu-
lations have been initiated but are not featured in the scope of Paper
IV or this thesis.

100

3.4. Paper IV: X-ray absorption spectroscopy of ba3-type
cytochrome c oxidase

In the scope of this study, it was also observed that oxidized co-
factor sites, especially copper, were prone to radiation damage dur-
ing XAS data collection at low temperatures. Radiation damage study
on copper helped in establishing a better experimental setup, which
ultimately resulted in lowered radiation dose in the following exper-
iment and obtaining damage-free datasets.

Still, in addition to trapping the radiation damage intermediates,
cryo-XAS data collection carries the problem of ice formation inside
of the solution samples, which is shown as as glitches in the XAS
spectra, and can result in discarding a large amount of data. For low
concentrated biological samples, where the concentration of the ab-
sorber often does not exceed 5 mM, the amount of collected data is
critical. This issue could be countered by running a room temper-
ature collection using the flow cell, allowing for the sample to be
constantly replenished. Due to the heavy requirements on the sam-
ple consumption, this alternative was not explored in the scope of
the thesis. The future plans involve the use of AdaptoCell, a flow cell
provided at Balder, MAX IV.

Touching on the topic of sample requirements, absorber concen-
trations, and the intensity of the signal, using protein crystals instead
of the protein in solution could as well be explored, as the highly-
ordered solid containing a large number of packed protein molecules
would give a stronger absorption signal. Moreover, using CcO crys-
tals for XAS data collection would open the possibility to consider
polarized XAS [140], which allows us to selectively enhance spe-
cific transitions with respect to the incident X-ray polarization vector,
thereby giving rise to the selected transitions.

In the future, one could envision a setup in which X-rays are used
for simultaneous X-ray diffraction (XRD) and spectroscopic charac-
terization of CcO crystals, where the redox and spin state of metal
co-factors is directly probed to ensure that the atomic structure re-
vealed by XRD displays the correct catalytic state [141]. Recently
reported [142] approach which combines XRD and X-ray emission
spectroscopy (XES) was used to characterize microcrystals of pho-
tosystem II (PSII) at room temperature using intense femtosecond

101



Chapter 3. Results and Discussion

X-ray pulses produced at LCLS. XES probes occupied electron lev-
els, where the Kβ1,3- line can be used as a probe of the number of
unpaired 3d electrons, hence providing information about the oxida-
tion and/or spin state of the metal co-factor. Optimization of sample
delivery conditions to support both methods simultaneously would
be one of the main bottlenecks in designing this approach.

3.5 Summary of the results and final concluding
remarks

In paper I, TR-SFX study of CO-bound ba3-CcO explores structural
changes in response to photoinduced dissociation of CO from the
active site, where the observations at the millisecond timescale high-
light the difference between ba3- and aa3-type of CcO, and can be
used as a proxy in understanding of oxygen-binding affinity and dy-
namics.

Building on knowledge of sample preparation and experimental
setup for time-resolved studies of CcO, in paper II, we employed TR-
SFX to study structural changes in ba3-CcO upon reaction with dioxy-
gen, released from the photosensitive cage upon time-controlled laser
illumination. High resolution diffraction data collected at SwissFEL
and LCLS XFEL facilities reveals interesting phenomena relative to
crystallization conditions, chemical reduction treatment of the crys-
tals, and ultimately, following the reaction with dioxygen, tracked
at 10 ms and 30 ms upon laser illumination. Based on the observa-
tions from the SFX data, UV-Vis spectroscopy studies, and consensus
literature, we hypothesised on possible model of CcO reduction dy-
namics, and functional interpretation of dioxygen-induced changes.
Future studies will explore different sample preparation protocols,
and possibly different takes on time-resolved pump-probe setup.

To establish a feasible serial crystallography pipeline to study
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CcO using synchrotron radiation, we designed a cost-efficient, user-
friendly syringe-coupled flow cell device, which allows for uninter-
rupted viscous sample flow and SX data collection at room tempera-
ture. Proof-of-principle experiments using LCP microcrystals of rest-
ing oxidized ba3-CcO validated the use of flow cell in serial syn-
chrotron crystallography (SSX), yielding a high-resolution structure
resembling room-temperature SFX structure previously obtained by
our group [113]. Application of the flow-cell device is extended on
other states of CcO, as well as on other protein systems and sample
media, and is currently offered at several synchrotron facilities.

Finally, to overcome the limitations of crystallography and other
spectroscopy methods (UV-Vis, EPR) in studying silent redox states
of transition metal co-factors of enzymes, we explore X-ray absorp-
tion spectroscopy to study different redox states of copper and iron
atoms in co-factors of ba3-CcO. Interpretation of spectral features, re-
sulting from core electron transitions and photoelectron scattering of
neighboring atoms, was accessed by qualitative analysis of X-ray ab-
sorption near-edge structure (XANES) and theory-based model cal-
culation for extended X-ray absorption fine structure (EXAFS) fit-
ting. Despite CcO being a complex system to study with XAS, ex-
perimental data and mathematical model successfully highlighted
differences between three analyzed redox states of CcO. Neverthe-
less, further improvements to the model are needed to explain the
possible ligation environment in the active site, while computational
approaches might elucidate information contained in low-resolution
XANES features for a detailed electronic configuration fingerprint.

In conclusion, the synthesis of information obtained by SX and
XAS, supported by UV-ViS, highlight the importance of multiplexing
crystallography-based with spectroscopy-based approaches in obtain-
ing a more extensive knowledge of complex biochemical systems.
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