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#### Abstract

Three designs of Monte Carlo experiments are used to investigate the initial-value problem in censored dynamic random-effects (Tobit type 1) models. We compared three widely used solution methods: naive method based on exogenous initial values assumption; Heckman's approximation; and the simple method of Wooldridge. The results suggest that the initial values problem is a serious issue: using a method which misspecifies the conditional distribution of initial values can cause misleading results on the magnitude of true (structural) and spurious state-dependence. The naive exogenous method is substantially biased for panels of short duration. Heckman's approximation works well. The simple method of Wooldridge works better than naive exogenous method in short panels, but it is not as good as Heckman's approximation. It is also observed that these methods performs equally well for panels of long duration.
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[^0]
## 1 Introduction

Censored dynamic panel data models have been widely analyzed by many authors (Honore, 1993; Arellano and Bover, 1997; Arellano, Bover and Labeaga, 1999; Honore and Hu, 2001; Hu, 2002). Given the goal of disentangling the true (structural) state-dependence from spurious state-dependence, one of the crucial issues is the initial values problem (Heckman, 1981; Blundell and Smith, 1991; An and Liu, 1997; Blundell and Bond, 1998; Lee, 1999; Arellano and Honore, 2001; Honore, 2002; Hsiao, 2003; Arellano and Carrasco, 2003; Honore and Hu, 2004; Arellano and Hahn, 2005; Honore and Tamer, 2006). The aim of this paper is to compare some widely used solution methods of the initial values problem in censored dynamic random-effects panel data models using various designs of Monte Carlo experiments (MCE).

The initial values problem can appear if the history of the stochastic process underlying the model is not fully observed. If the process is operated before the sample data is observed and if the initial (sample) values have been affected by the unobserved past, then the initial values problem can emerge since the initial values have possibly been created by the evolution of the strictly exogenous variables in interaction with unobserved individual-effects. The solution of the problem is to specify a distribution of initial values which is conditioned on strictly exogenous variables and unobserved individual-effects. Ad hoc treatments of this problem can produce bias and inconsistency in the estimators of the censored dynamic random-effects model as it would also cause in similar probit, logit or Poisson models (Heckman, 1981; Honore, 2002; Hsiao, 2003; Honore and Tamer, 2006).

Besides the initial values problem, the random-effect approach has some other limitations. It requires an assumption about the conditional distribution of unobserved individual-effects. To avoid these problems a fixed-effects approach can be used, which can be attractive as a way to ensure that the conditional distribution of unobserved individual-effects does not play a role in the estimation of the parameters. However, it can also be seriously biased since it suffers from the incidental parameters problem (Neyman and Scott, 1948; Greene, 2004). Alternatively, some other estimators based on semiparametric methods or combinations of these methods with the fixed-effects approach (such as censored least absolute deviation estimator suggested by Hu (2002) or the fixed-effects approach developed by Honore (1993)) can be used for estimating a censored dynamic panel data model (see also Honore and Hu, 2001). However, these estimators are still subject to the incidental parameters problem and in these estimators time-invariant exogenous variables are swept away, which can also be a serious problem in the practice. Thus, the random-effects approach is still attractive, and if it is preferred, a proper
solution for the initial values problem is necessary.
The aim of this paper is to compare some widely used solution methods of the initial values problem in censored dynamic random-effects panel data models. To do this, various designs of $M C E$ are provided. We designed cases in which a solution for the initial values problem is necessary, and three solution methods are investigated: The first is the naive approach in which the initial values are considered as exogeneous variables, independent from unobserved individual-effects and strictly exogenous variables. The other two consider the initial values as endogenous variables. Thus, the second is the Heckman's (1981) method, which uses a reduced-form approximation for the conditional distribution of initial values based on available pre-sample information. The third method is the simple method of Wooldridge (2005), which uses an auxiliary distribution of unobserved individual-effects conditioned on initial values and strictly exogenous variables.

The results suggest that the initial values problem is a serious issue which can lead to substantial bias if the conditional distribution of initial values is misspecified. The naive exogenous method can highly overstate (understate) the size of the true state-dependence (spurious state-dependence), if it is wrong. It is found that Heckman's reduced-form approximation works well for all durations of panels. The simple method of Wooldridge works much better than naive exogenous method, and it is as successful as Heckman's approximation with moderately long panels. It is also found that these methods tend to perform equally well for panels of long durations.

The paper is organized as follows; the next section will give the model, description of the initial values problem and three solution methods. Section 3 presents our Monte Carlo designs and results. Section 4 concludes.

## 2 The model and three solution methods of the initial values problem

Consider the following censored dynamic random-effects model with one lag of censored dependent variable: ${ }^{1}$

$$
\begin{gather*}
y_{i 0}=\max \left(0, x_{i 0}^{\prime} \beta+\epsilon_{i 0}\right)  \tag{1}\\
y_{i t}=\max \left(0, x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\epsilon_{i t}\right) \tag{2}
\end{gather*}
$$

[^1]where $\epsilon_{i t}=\alpha_{i}+u_{i t}$ is the composite error terms; $x_{i t}$ is a vector of strictly exogenous variables in a sense that they are independent from all past, current and future values of the disturbance $u_{i t} \sim \operatorname{iidN}\left(0, \sigma_{u}^{2}\right) ; \alpha_{i}$ is time-persistent unobserved individual-effects (unobserved heterogeneity) with a conditional probability distribution $f\left(\alpha_{i} \mid x_{i t}\right)$. In this paper, we assume that the distribution of the random-effects is $\alpha_{i} \sim \operatorname{iidN}\left(0, \sigma_{\alpha}^{2}\right)$, and they are orthogonal to exogenous variables following the standard random-effects assumption. Throughout the paper, the number of individuals $N(i=1, \ldots, N)$ is considered to be large relative to the number of periods $T(t=1, \ldots, T)$. Covariance structure of the model is assumed as
\[

E\left[\epsilon_{i t} \epsilon_{i, t-s} \mid\{x\}_{t=1}^{T}\right]=\left\{$$
\begin{array}{ll}
\sigma_{\epsilon}^{2} & s=0  \tag{3}\\
\rho \sigma_{\epsilon}^{2} & s \neq 0
\end{array}
$$\right\}
\]

The composite variance is written as $\sigma_{\epsilon}^{2}=\sigma_{\alpha}^{2}+\sigma_{u}^{2}$ and $\rho$ is the fraction of the variation explained by the unobserved individual-effects. The likelihood at time $t$ for an individual $i$ is given by

$$
f_{i t}\left(y_{i t} \mid y_{i, t-1}, x_{i t}, \alpha_{i}, \theta\right)=\left\{\begin{array}{lc}
1-\Phi\left[\left(x_{i t}^{\prime} \beta+\gamma y_{i, t-1}+\sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right] & y_{i t}=0  \tag{4}\\
\left(1 / \sigma_{u}\right) \phi\left[\left(y_{i t}-x_{i t}^{\prime} \beta-\gamma y_{i, t-1}-\sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right] & y_{i t}>0
\end{array}\right\}
$$

where $\Phi$ denotes the distribution function and $\phi$ denotes the density function of standard normal random variable; and $\theta=\left[\begin{array}{lll}\beta & \gamma & \sigma_{u}\end{array}\right]$. The full log-likelihood function is given as

$$
\ln \mathcal{L}=\sum_{i=1}^{N} \ln \left[\int_{-\infty}^{\infty}\left[\begin{array}{c}
f_{0}\left(y_{i 0} \mid\left\{x_{i t}\right\}_{t=0}^{T}, \alpha_{i} ; \theta\right) \times  \tag{5}\\
\prod_{t=1}^{T} f_{i t\left[y_{i t}=0\right]} \times \prod_{t=1}^{T} f_{i t\left[y_{i t}>0\right]}
\end{array}\right] f\left(\alpha_{i}\right) d \alpha_{i}\right]
$$

where $f_{0}\left(y_{i 0} \mid\left\{x_{i t}\right\}_{t=0}^{T}, \alpha_{i} ; \theta\right)=\left\{f_{0\left[y_{i t}=0\right]}, f_{0\left[y_{i t}>0\right]}\right\}$ is the probability distribution of initial values which is conditioned on strictly exogenous variables and the unobserved individualeffects.

There are two alternatives; either logical starting point of the stochastic process underlying the model (2) and the observed sample data is the same or the sample data are observed after the process is operated many periods. ${ }^{2}$ For the first case, initial values $y_{i 0}$ may be known constants and therefore there is no reason to specify a probability distribution for initial values. Thus, $f_{0}\left(y_{i 0} \mid\left\{x_{i t}\right\}_{t=0}^{T}, \alpha_{i} ; \theta\right)$ can be taken out from the likelihood function (Heckman, 1981; Honore, 2002; Hsiao, 2003). However, if observed

[^2]sample data start after the process has been operated through many periods, the initial values (the first period in the observed sample data, $t=1$ ) cannot be constant since they have possibly been created by the evolution of exogenous variables interacting with unobserved individual-effects. Thus, in this case a probability distribution of initial values $\left(f_{i 1}\left(y_{i 1} \mid\left\{x_{i t}\right\}_{t=1}^{T}, \alpha_{i} ; \theta\right)\right)$ must be specified.

In general, researchers can follow two alternative ways to solve the initial values problem in practice. The first is to naively forget the problem and assume that the initial values have not been affected by unobserved past, even if it may not be true. It means that the initial values are exogenous variables, independent from unobserved individualeffects. Thus the conditional distribution of the initial values would be equal to their marginal distributions $f_{i 1}\left(y_{i 1}\right)$ and it can be taken outside the maximization procedure of the likelihood function. If the data have not been observed at the beginning of the process, and if the disturbances that generate the process is serially correlated (which is inevitable in the presence of unobserved individual-effects), then this assumption is too strong and causes serious consequences such as bias and inconsistency in the estimators (Heckman, 1981; Hyslop, 1998; Honore, 2002). ${ }^{3}$

The second and more realistic approach is to assume endogenous initial values and specify the conditional distribution. However, it is not a easy task to find a closed-form expression for this distribution. ${ }^{4}$ Heckman (1981) suggested a reduced-form approximation for the conditional distribution of initial values, based on available pre-sample information. Heckman's approximation can provide flexible specifications for the relationship between initial values, unobserved individual-effects and exogenous variables. Consider the following reduced-form equation for initial values:

$$
\begin{gather*}
y_{i 1}=\max \left(0, z_{i 1}^{\prime} \pi+\epsilon_{i 1}\right)  \tag{6}\\
\epsilon_{i 1}=\lambda \alpha_{i}+u_{i 1} \tag{7}
\end{gather*}
$$

where $z_{i 1}$ is a vector of available strictly exogenous instruments which will constitute the pre-sample information. This vector can also contain the first observations of exogenous variables in the observed sample; $\pi$ and $\lambda$ are the nuisance parameters to be estimated; $\epsilon_{i 1}$

[^3]is correlated with $\alpha_{i}$ but it is uncorrelated with $u_{i t}(t \geq 1)$. The random-effects assumption implies that $\alpha_{i}$ is uncorrelated with $u_{i 1}$.Thus, the approximated conditional distribution of initial values is specified as follows:
\[

f_{i 1}\left(y_{i 1} \mid z_{i 1}, \alpha_{i} ; \pi, \lambda\right)=\left\{$$
\begin{array}{lc}
1-\Phi\left[\left(z_{i 1}^{\prime} \pi+\lambda \sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right] & y_{i 1}=0  \tag{8}\\
\left(1 / \sigma_{u}\right) \phi\left[\left(y_{i 1}-z_{i 1}^{\prime} \pi-\lambda \sigma_{\alpha} \alpha_{i}\right) / \sigma_{u}\right] & y_{i 1}>0
\end{array}
$$\right\}
\]

with $\operatorname{Var}\left[\epsilon_{i 1}\right]=\lambda^{2} \sigma_{\alpha}^{2}+\sigma_{u}^{2}$ and the correlation between $\epsilon_{i 1}$ and unobserved individualeffects $\left(\rho_{\epsilon_{i 1} \alpha_{i}}\right)$ is

$$
\begin{equation*}
\rho_{\epsilon_{i 1} \alpha_{i}}=\operatorname{Corr}\left(\epsilon_{i 1}, \alpha_{i}\right)=\frac{\lambda \sigma_{\alpha}}{\sqrt{\lambda^{2} \sigma_{\alpha}^{2}+\sigma_{u}^{2}}}=\frac{\psi}{\sqrt{\psi^{2}+1}} \tag{9}
\end{equation*}
$$

where $\psi=\lambda \sigma_{\alpha} / \sigma_{u}$. The parameters of the structural system (2) and the approximate reduced-form conditional probability (8) can be simultaneously estimated without imposing any restriction (Heckman, 1981; Hsiao, 2003).

Another solution method is suggested by Wooldridge (2005) which is a simple alternative to Heckman's reduced-form approximation. This method considers the distribution of unobserved individual-effects to be conditioned on initial values and exogenous variables. Specifying the distribution on these variables can lead to very tractable functional forms, and consistent estimators in censored dynamic random-effects models as well as in similar probit, logit and Poisson models (Honore, 2002; Wooldridge, 2005).

This method suggests specifying $f\left(\alpha_{i} \mid\left\{x_{i t}\right\}_{t=1}^{T}, y_{i 1}\right)$ instead of $f_{i 1}($.$) using a similar$ strategy to Chamberlain's (1984) correlated-effects model. It is based on the following auxiliary distribution of unobserved individual-effects.

$$
\begin{equation*}
\alpha_{i}=\xi_{0}+\xi_{1} y_{i 1}+\xi_{2} \bar{x}_{i}+\eta_{i} \tag{10}
\end{equation*}
$$

where $\alpha_{i} \mid y_{i 1}, \bar{x}_{i} \sim N\left[\xi_{0}+\xi_{1} y_{i 1}+\xi_{2} \bar{x}_{i}, \sigma_{\eta}^{2}\right]$ and $\eta_{i}$ is a new unobserved individual-effects which is assumed as $\eta_{i} \sim \operatorname{iidN}\left[0, \sigma_{\eta}^{2}\right] ; y_{i 1}$ is the initial sample values; $\bar{x}_{i}$ is the withinmeans of time-variant exogenous variables defined as $\bar{x}_{i}=\frac{1}{T} \sum_{t=1}^{T} x_{i t}$. Thus, we obtain a conditional likelihood which is based on the joint distribution of the observations conditional on initial values. This likelihood function will be like those in standard static random-effect censored model and the parameters can be easily estimated using a commercial random-effects software.

The likelihood function (5) of the censored dynamic random-effects model which is adopted here, involves only a single integral, which can be effectively implemented using Gaussian-Hermite Quadrature (Butler and Muffitt, 1982). This method is much less time consuming and efficient in comparison with the other alternative based on simulation
with a proper simulator, such as frequency (natural) by direct Monte Carlo sampling from normal distribution and GHK. (Gourieroux and Monfort, 1993; Hajivassiliou and Ruud,1994). In this paper, we therefore prefer to use Gaussian-Hermite Quadrature in all likelihood computations.

## 3 Monte Carlo experiments and the results

In order to compare the finite sample performance of the solution methods several designs of $M C E$ are considered that differ on the length of the panel, number of individuals, the relative sizes of the key parameters and on the data generating process for the explanatory variables. ${ }^{5}$ We apply the following strategy: We first analyze the bias for the case in which the initial values are known constants in order to check the possible bias when the initial values problem is not exist. Second, we design cases in which the initial values problem is severe and analyze naive exogenous initial values method as a worst scenario. Third, we use the same data sets to analyze and to compare the performance of Heckman's reduced-form approximation and simple method of Wooldridge.

The data generating process based on the censored dynamic random-effects model is specified as follows.

$$
\begin{gather*}
y_{i 0}=\max \left(0, \frac{\beta x_{i 0}}{1-\gamma}+\frac{\alpha_{i}}{1-\gamma}+\frac{u_{i 0}}{\sqrt{1-\gamma^{2}}}\right)  \tag{11}\\
y_{i t}=\max \left(0, \beta x_{i t}+\gamma y_{i, t-1}+\alpha_{i}+u_{i t}\right) \tag{12}
\end{gather*}
$$

where $i=1, \ldots, N$ and $t=1, \ldots, T ; \alpha_{i} \sim \operatorname{iid} N\left[0, \sigma_{\alpha}^{2}\right]$; and $u_{i t} \sim \operatorname{iid} N\left[0, \sigma_{u}^{2}\right]$. The design adopted for the initial values $y_{i 0}$ aims first to include correlation between initial values and unobserved individual-effects, and second, to create mean stationarity in the stochastic process. All the results presented here are based on $L=200$ conditioning data sets. We produced a new set of panel data for each experiment and the same data set is also used for each solution methods. The number of individuals is set to $N=200$. The behavior of bias is also analyzed for large number of individuals by using $N=300,500,750$ and 1000 . The durations of the panel data sets are set to $T=3,5,8,15,20$. Number of quadrature points (nodes and weights) used in the optimization procedure of the likelihood function is set to $30 .{ }^{6}$

[^4]
## 3.1 $M C E_{1}$ : Benchmark design. A normal explanatory variable

The benchmark design consists of one strictly exogenous explanatory variable which is obtained by using independent and identically distributed standard normal random variates,

$$
\begin{equation*}
x_{i t} \sim N[0,1] \tag{13}
\end{equation*}
$$

True values of the parameters $\beta$ and $\sigma_{u}^{2}$ are set to 1 ; two values for the true statedependence $\gamma=-0.5$ and $\gamma=0.5$ are used. The variance of unobserved individual-effects is first set to $\sigma_{\alpha}^{2}=1$ and then increased to $\sigma_{\alpha}^{2}=3$, in order to analyze the size of the variance of unobserved-effects on the estimated parameters. The design is produced, in average, $45-55 \%$ censored observations.

The results of $M C E_{1}$ are summarized in Table 1a, 1b, 1c and 1d. Tables report results only for the key parameters: $\widehat{\beta}, \widehat{\gamma}, \widehat{\sigma}_{\alpha}^{2}$ and $\widehat{\sigma}_{u}^{2}$. In addition to the mean bias and root mean square error ( $R M S E$ ), the median bias and median absolute error (MAE) are also reported since the estimators of the type considered here often do not have finite theoretical moments. The median bias and MAE are also less sensitive to outliers compared to other two measures. A negative sign on both mean and median bias shows an underestimation and a positive sign shows an overestimation.

## Table 1a about here

We focus first on the case in which initial values are known (Table 1a) in a sense that the sample data and the process start at the same time and also initial values are nonstochastic $\left(y_{i 0}=0\right)$. Thus, there is no initial values problem and the bias is very small even with panels of short durations. The mean and median bias are very close to each other meaning that the bias has a symmetric distribution. The variation around the true values is reduced as $T$ increases. A larger true value for the variance of unobserved individual-effects $\left(\sigma_{\alpha}=\sqrt{3}\right)$ causes a slight increase in the bias and variation. Last row of Table 1a results by number of individuals $(N)$ for a constant number of time periods $(T=5)$. The bias seems not to be affected by the number of individuals in the panel set.

## Table 1b about here

As a second step, the process is operated 25 periods before the sample data are collected in order to create a initial values problem. ${ }^{7}$ Table 1 b presents the results for the

[^5]naive method based on exogenous initial values assumption. In this case, this assumption is wrong and, as expected, it causes large bias in $\gamma$ and $\sigma_{\alpha} . \gamma$ is highly overestimated while $\sigma_{\alpha}$ is highly underestimated. The bias is $40-50 \%$ when $T=3$ for these two parameters. The bias is also remarkable reduced by the duration of panel (especially for $T>10$ ). A large value of $\sigma_{\alpha}$ increased the bias substantially ( $70 \%$ for $\gamma$ and more than $100 \%$ for $\sigma_{\alpha}$ ). The other two parameters ( $\beta$ and $\sigma_{u}^{2}$ ) are found not be largely biased in almost every case.

Table 1c and Table 1d present results for Heckman's reduced-form approximation and simple method of Wooldridge, respectively. Heckman's approximation method performs very well for all durations of the panels. $\gamma$ and $\sigma_{\alpha}$ are almost $3-5 \%$ biased when $T=3$, and a large value of $\sigma_{\alpha}$ causes the bias to be larger ( $5-10 \%$ ). The simple method of Wooldridge also performs well but not as well as Heckman's approximation. The simple method of Wooldridge also tends to overestimate $\gamma$ and underestimate $\sigma_{\alpha}$ for small samples as naive method. The bias produced by this method is about $15-25 \%$ for $T=3$. For a duration which is greater than $T=5$, the size of the bias produced by the simple method of Wooldridge method tends to be equal to the Heckman's approximation. Additionally, all methods perform equally well for the panels which are longer than $T=10-15$.

## Table 1c about here

Table 1d about here

## 3.2 $M C E_{2}$ : A non-normal explanatory variable

As pointed out by Honore and Kyriazidou (2000), normally distributed explanatory variables can make the bias appear smaller than it is for other distributions of the explanatory variables, which can largely affect the results in Monte Carlo studies. We, therefore, modify $M C E_{1}$ by changing the distribution of the explanatory variable to one degrees of freedom chi-square distributed random variable $\chi^{2}(1)$, which has a skewed distribution. We standardize this random variable to transform it to the same mean and variance with the exogenous variable given above. ${ }^{8}$

$$
\begin{equation*}
x_{i t} \sim \frac{\chi_{(1)}^{2}-1}{\sqrt{2}} \tag{14}
\end{equation*}
$$

[^6]The data-generating process for dependent variable (11-12) is the same as for the benchmark case and the only difference is explanatory variable used in the estimation. True values of the parameters are set to: $\beta=1, \gamma=0.5, \alpha_{i} \sim \operatorname{iidN}\left[0, \sigma_{\alpha}^{2}=1\right]$ and $u_{i} \sim \operatorname{iid} N\left[0, \sigma_{u}^{2}=1\right]$. The process is operated through 25 periods before the samples are observed with durations of $T=3,5,8,15,20$, and the average number of observations that are censored is almost the same as the benchmark design.

## Table 2 about here

The results of $M C E_{2}$ are summarized in Table 2. A comparison between the results in Table 1a-1d and the corresponding results in Table 2 suggests that the results in benchmark design $M C E_{1}$ are very robust. The methods do not produce significantly larger bias with non-normal explanatory variables. The bias has symmetric distribution with a decreasing variance. The performance order between the methods is clear: The smallest bias is obtained by Heckman's reduce-form approximation and it is followed by the simple method of Wooldridge for short panels. The initial values problem tended to be not important source of bias when the duration of the panel is increased.

## 3.3 $M C E_{3}$ : An autocorrelated explanatory variable

$M C E_{3}$ is based on a relatively complicated data generating process for explanatory variable which contains higher degree of intra-group variations. In this design, there is only one strictly exogenous variable $x_{i t}$ based on following first order autoregressive process

$$
\begin{equation*}
x_{i t}=\rho x_{i t-1}+\psi_{i t} \tag{15}
\end{equation*}
$$

where $\psi_{i t}$ is a standard normal random variable $\psi_{i t} \sim N[0,1], \rho=0.5$ and $\psi_{i 1}=x_{i 1}$. True values of the parameters are set to: $\beta=1.0, \gamma=0.5, \alpha_{i} \sim \operatorname{iidN}\left[0, \sigma_{\alpha}^{2}=1\right]$ and $u_{i} \sim \operatorname{iidN}\left[0, \sigma_{u}^{2}=1\right]$. The data generating process for dependent variable is kept the same as in (11-12) and the process is operated through 25 periods before the samples are observed with the durations $T=3,5,8,15,20$. The number of the censored observations is almost the same as those produced in first two MCE.

## Table 3 about here

The results of the $M C E_{3}$ are reported in Table 3. Introducing more intra-group variation to explanatory variable does not change the results found above. The magnitude of the bias and the performance order among the solution methods are the same as those obtained in other two $M C E$.

Figure 1 shows the Q-Q plots based on the quantiles of normal distribution, by solution methods. We present only for the true state-dependence and variance of unobserved individual-effects. These figures show whether the asymptotic distribution of the estimators used here can be approximated by normal distribution for our $M C E$ samples. We plot the empirical quantiles of the estimated Monte Carlo parameters in $M C E_{3}$ against those of normal distribution, where $T=10$ and number of $M C E$ replication is $L=200$.

## Figure 1 about here

The Q-Q plots support the normality approximation. The empirical quantiles of estimated Monte Carlo parameters in $M C E_{3}$ lie mostly in straight lines for all solution methods.

## 4 Discussion and conclusions

The performance of some widely used solution methods of initial values problem in censored dynamic random-effects models is analyzed using several designs of Monte Carlo experiments. We first presented results for the case in which the initial values are known constants implying that there is no initial values problem. Second, we designed cases in which the initial values problem is severe, and the naive method based on exogenous initial values is analyzed to simulate the effect of a mistreatment for the problem. Third, the performance of the Heckman's (1981) reduced-form approximation and simple method of Wooldridge (2005) are analyzed and compared using the same conditioning data.

The initial values problem can lead to misleading results on the magnitude of true and spurious state-dependence. The naive exogenous initial values method can produce substantial bias especially for the panels of short duration. It causes true state-dependence to be highly overestimated while the variance of unobserved individual-effects is highly underestimated. Considering the durations of the micro-panel data sets encountered in the practice, which generally have thousands of individuals and small number of periods, the conditional distribution of initial values must be specified. Among the solution methods based on specifying the conditional distribution, Heckman's reduced-form approximation is the best choice for the small samples, but for moderate samples there is no clear performance order between Heckman's and Wooldridge's methods with respect to bias that they produce. The message is that the simple method of Wooldridge can be used instead of Heckman's approximation for the panels of moderate duration (such as, time periods $T=5-10$ time periods). Another intuitive message is that all methods which are compared here tend to perform equally well for panels of long duration (such as, time
periods $T>10-15$ )
From an empirical point of view, Heckman's approximation constitutes a computationally challenging task especially with an unbalanced panel data set. As explained in Honore (2002), ad hoc treatments of the initial values problem are in particular unappealing with unbalanced panel data sets, which are the ones generally used in empirical applications. As seen in the Monte Carlo studies above, the simple method of Wooldridge is attractive especially with panels of moderate durations and also it can be easily applied using a standard random-effect software with either balanced or unbalanced panel data sets.
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Table 1a. Results of $M C E_{1}$ : A normal explanatory variable. Initial values are known


[^7]Table 1b. Results of $M C E_{1}$ : A normal explanatory variable. Naïve exogenous initial values method (when it is wrong)

|  | $T$ |  | $\beta=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\sigma_{u}=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Mean Bias | RMSE | Median Bias | MAE | $\begin{gathered} \text { Mean } \\ \text { Bias } \\ \hline \end{gathered}$ | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE |
|  | 3 |  | -0.041 | 0.125 | -0.038 | 0.083 | 0.242 | 0.265 | 0.245 | 0.245 | -0.461 | 0.419 | -0.445 | 0.445 | 0.057 | 0.115 | 0.059 | 0.067 |
|  | 5 |  | -0.023 | 0.076 | -0.018 | 0.057 | 0.099 | 0.146 | 0.098 | 0.098 | -0.174 | 0.177 | -0.165 | 0.165 | 0.024 | 0.053 | 0.028 | 0.040 |
|  | 8 |  | -0.012 | 0.061 | -0.015 | 0.052 | 0.038 | 0.081 | 0.038 | 0.058 | -0.081 | 0.134 | -0.082 | 0.093 | 0.011 | 0.039 | 0.010 | 0.029 |
|  | 15 |  | 0.004 | 0.040 | 0.005 | 0.025 | 0.014 | 0.034 | 0.016 | 0.021 | -0.031 | 0.101 | -0.025 | 0.048 | 0.008 | 0.023 | 0.006 | 0.016 |
|  | 20 |  | 0.001 | 0.025 | 0.002 | 0.024 | 0.011 | 0.027 | 0.009 | 0.019 | -0.015 | 0.094 | -0.013 | 0.042 | 0.002 | 0.020 | 0.005 | 0.015 |
|  |  |  |  |  | $=1$ |  |  | $\gamma=$ | -0.5 |  |  |  | $=1$ |  |  |  | $=1$ |  |
|  | 3 |  | -0.031 | 0.118 | -0.041 | 0.089 | 0.220 | 0.216 | 0.234 | 0.234 | -0.499 | 0.438 | -0.471 | 0.471 | 0.046 | 0.128 | 0.042 | 0.095 |
|  | 5 |  | -0.014 | 0.082 | -0.019 | 0.056 | 0.108 | 0.101 | 0.108 | 0.108 | -0.180 | 0.227 | -0.176 | 0.176 | 0.031 | 0.070 | 0.030 | 0.046 |
|  | 8 |  | 0.008 | 0.055 | 0.011 | 0.033 | 0.036 | 0.057 | 0.039 | 0.040 | -0.066 | 0.123 | -0.063 | 0.083 | 0.012 | 0.045 | 0.017 | 0.025 |
|  | 15 |  | 0.005 | 0.039 | 0.004 | 0.021 | 0.015 | 0.043 | 0.018 | 0.022 | -0.020 | 0.115 | -0.021 | 0.056 | 0.005 | 0.024 | -0.004 | 0.021 |
|  | 20 |  | -0.001 | 0.035 | -0.002 | 0.020 | 0.008 | 0.036 | 0.011 | 0.023 | -0.012 | 0.104 | -0.010 | 0.043 | -0.001 | 0.022 | 0.001 | 0.017 |
|  |  |  |  |  | 1 |  |  | $\gamma=$ | 0.5 |  |  |  | $\sqrt{3}$ |  |  |  | $=1$ |  |
|  | 3 |  | -0.053 | 0.151 | -0.066 | 0.117 | 0.351 | 0.388 | 0.360 | 0.360 | -1.154 | 1.112 | -1.101 | 1.001 | 0.052 | 0.161 | 0.055 | 0.103 |
|  | 5 |  | -0.027 | 0.081 | -0.025 | 0.061 | 0.211 | 0.252 | 0.222 | 0.222 | -0.589 | 0.567 | -0.556 | 0.556 | 0.035 | 0.098 | 0.039 | 0.079 |
|  | 8 |  | -0.014 | 0.050 | -0.013 | 0.035 | 0.072 | 0.096 | 0.081 | 0.083 | -0.161 | 0.255 | -0.125 | 0.224 | 0.024 | 0.055 | 0.025 | 0.042 |
|  | 15 |  | 0.008 | 0.045 | 0.007 | 0.024 | 0.032 | 0.047 | 0.034 | 0.032 | -0.065 | 0.140 | -0.061 | 0.103 | 0.011 | 0.030 | 0.011 | 0.031 |
|  | 20 |  | 0.003 | 0.034 | -0.004 | 0.023 | 0.021 | 0.036 | 0.019 | 0.026 | -0.033 | 0.115 | -0.028 | 0.075 | 0.013 | 0.027 | 0.011 | 0.024 |
| $T$ |  | $N$ |  |  | $=1$ |  |  | $\gamma=$ | 0.5 |  |  |  |  |  |  |  | $=1$ |  |
| 5 |  | 300 | -0.015 | 0.046 | -0.017 | 0.023 | 0.092 | 0.136 | 0.093 | 0.093 | -0.153 | 0.158 | -0.156 | 0.156 | 0.022 | 0.047 | 0.026 | 0.034 |
| 5 |  | 500 | -0.011 | 0.037 | -0.010 | 0.024 | 0.091 | 0.130 | 0.092 | 0.092 | -0.154 | 0.155 | -0.152 | 0.152 | 0.025 | 0.045 | 0.026 | 0.032 |
| 5 |  | 750 | -0.008 | 0.028 | -0.007 | 0.022 | 0.091 | 0.129 | 0.093 | 0.093 | -0.153 | 0.160 | -0.151 | 0.151 | 0.021 | 0.044 | 0.024 | 0.032 |
| 5 |  | 1000 | -0.005 | 0.022 | -0.003 | 0.015 | 0.090 | 0.125 | 0.091 | 0.091 | -0.151 | 0.161 | -0.151 | 0.151 | 0.021 | 0.044 | 0.023 | 0.031 |

[^8]Table 1c. Results of $M C E_{1}$ : A normal explanatory variable. Heckman's approximation

|  | $T$ |  | $\beta=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\sigma_{u}=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | $\begin{gathered} \hline \text { Median } \\ \text { Bias } \\ \hline \end{gathered}$ | MAE | $\begin{gathered} \hline \text { Mean } \\ \text { Bias } \\ \hline \end{gathered}$ | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \end{gathered}$ | MAE |
|  | 3 |  | -0.018 | 0.097 | -0.012 | 0.048 | 0.016 | 0.081 | 0.012 | 0.054 | -0.052 | 0.217 | -0.070 | 0.128 | 0.035 | 0.093 | 0.041 | 0.072 |
|  | 5 |  | -0.015 | 0.065 | -0.014 | 0.041 | 0.011 | 0.059 | 0.011 | 0.041 | -0.028 | 0.137 | -0.027 | 0.090 | 0.026 | 0.057 | 0.031 | 0.053 |
|  | 8 |  | -0.010 | 0.062 | -0.008 | 0.036 | 0.012 | 0.050 | 0.010 | 0.030 | -0.019 | 0.105 | -0.017 | 0.070 | 0.015 | 0.041 | 0.029 | 0.032 |
|  | 15 |  | -0.008 | 0.032 | -0.011 | 0.023 | 0.011 | 0.035 | 0.010 | 0.026 | -0.005 | 0.095 | -0.008 | 0.068 | 0.013 | 0.030 | 0.016 | 0.028 |
|  | 20 |  | -0.005 | 0.030 | -0.006 | 0.019 | 0.008 | 0.029 | 0.007 | 0.024 | -0.001 | 0.091 | -0.003 | 0.060 | 0.012 | 0.025 | 0.014 | 0.019 |
|  |  |  |  |  |  |  |  | $\gamma=$ | -0.5 |  |  |  | $=1$ |  |  |  | $=1$ |  |
|  | 3 |  | -0.013 | 0.115 | -0.012 | 0.055 | 0.015 | 0.101 | 0.013 | 0.081 | -0.055 | 0.205 | -0.062 | 0.138 | 0.016 | 0.081 | 0.015 | 0.066 |
|  | 5 |  | -0.004 | 0.081 | -0.005 | 0.045 | 0.014 | 0.092 | 0.015 | 0.062 | -0.027 | 0.142 | -0.027 | 0.091 | 0.012 | 0.070 | 0.011 | 0.047 |
|  | 8 |  | 0.008 | 0.064 | 0.009 | 0.042 | 0.012 | 0.068 | 0.008 | 0.055 | -0.015 | 0.099 | -0.021 | 0.080 | 0.010 | 0.051 | 0.012 | 0.031 |
|  | 15 |  | 0.003 | 0.041 | 0.011 | 0.036 | 0.008 | 0.054 | 0.006 | 0.030 | -0.012 | 0.097 | -0.008 | 0.075 | 0.011 | 0.033 | 0.010 | 0.022 |
|  | 20 |  | -0.006 | 0.033 | -0.008 | 0.022 | 0.009 | 0.036 | 0.008 | 0.026 | -0.005 | 0.089 | -0.004 | 0.064 | 0.006 | 0.027 | 0.008 | 0.019 |
|  |  |  |  |  |  |  |  | $\gamma=$ | 0.5 |  |  |  | $\sqrt{3}$ |  |  |  | $=1$ |  |
|  | 3 |  | -0.028 | 0.106 | -0.025 | 0.082 | 0.031 | 0.091 | 0.030 | 0.088 | -0.082 | 0.291 | -0.097 | 0.242 | 0.049 | 0.104 | 0.051 | 0.081 |
|  | 5 |  | -0.017 | 0.078 | -0.023 | 0.057 | 0.016 | 0.066 | 0.017 | 0.071 | -0.038 | 0.156 | -0.041 | 0.145 | 0.031 | 0.078 | 0.042 | 0.055 |
|  | 8 |  | 0.022 | 0.062 | 0.015 | 0.045 | 0.018 | 0.061 | 0.013 | 0.049 | -0.012 | 0.112 | -0.020 | 0.085 | 0.023 | 0.061 | 0.030 | 0.038 |
|  | 15 |  | -0.015 | 0.034 | -0.012 | 0.024 | 0.017 | 0.046 | 0.015 | 0.038 | -0.012 | 0.107 | -0.014 | 0.082 | 0.012 | 0.039 | 0.026 | 0.025 |
|  | 20 |  | 0.010 | 0.031 | 0.009 | 0.021 | 0.012 | 0.037 | 0.010 | 0.027 | -0.011 | 0.098 | -0.007 | 0.071 | 0.007 | 0.027 | 0.012 | 0.019 |
| $T$ |  | $N$ |  |  |  |  |  | $\gamma=$ | 0.5 |  |  |  | $=1$ |  |  |  | $=1$ |  |
| 5 |  | 300 | -0.013 | 0.052 | -0.014 | 0.031 | 0.008 | 0.042 | 0.008 | 0.026 | -0.018 | 0.124 | -0.029 | 0.081 | 0.024 | 0.052 | 0.030 | 0.043 |
| 5 |  | 500 | -0.013 | 0.046 | -0.013 | 0.027 | -0.005 | 0.039 | 0.004 | 0.023 | -0.015 | 0.112 | -0.017 | 0.078 | 0.024 | 0.050 | 0.029 | 0.041 |
| 5 |  | 750 | -0.012 | 0.045 | -0.014 | 0.029 | 0.004 | 0.031 | 0.007 | 0.025 | -0.016 | 0.101 | -0.016 | 0.075 | 0.022 | 0.048 | 0.030 | 0.045 |
| 5 |  | 1000 | -0.011 | 0.038 | -0.012 | 0.022 | 0.004 | 0.026 | -0.003 | 0.018 | -0.014 | 0.102 | -0.016 | 0.074 | 0.020 | 0.046 | 0.031 | 0.047 |

[^9] Hermite Quadrature is 30 ; RMSE is the root mean square error; and MAE is the mean absolute error.
Table 1d. Results of $M C E_{1}$ : A normal explanatory variable. Simple method of Wooldridge

|  | $T$ |  | $\beta=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\sigma_{u}=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Mean Bias | RMSE | $\begin{gathered} \hline \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | Median Bias | MAE | $\begin{gathered} \hline \text { Mean } \\ \text { Bias } \\ \hline \end{gathered}$ | RMSE | Median Bias | MAE |
|  | 3 |  | 0.045 | 0.104 | 0.051 | 0.082 | 0.098 | 0.188 | 0.111 | 0.139 | -0.145 | 0.262 | -0.152 | 0.185 | 0.039 | 0.103 | 0.038 | 0.071 |
|  | 5 |  | 0.014 | 0.086 | 0.017 | 0.071 | 0.022 | 0.074 | 0.023 | 0.051 | -0.062 | 0.198 | -0.051 | 0.117 | 0.011 | 0.065 | 0.012 | 0.044 |
|  | 8 |  | 0.011 | 0.052 | 0.012 | 0.052 | 0.001 | 0.030 | 0.002 | 0.023 | -0.010 | 0.103 | -0.010 | 0.082 | 0.004 | 0.041 | 0.009 | 0.027 |
|  | 15 |  | -0.008 | 0.036 | -0.005 | 0.023 | -0.006 | 0.027 | -0.006 | 0.021 | -0.003 | 0.098 | -0.005 | 0.074 | -0.005 | 0.026 | 0.000 | 0.019 |
|  | 20 |  | -0.006 | 0.030 | -0.004 | 0.021 | -0.002 | 0.021 | -0.003 | 0.019 | 0.001 | 0.094 | 0.002 | 0.063 | 0.002 | 0.023 | 0.003 | 0.018 |
|  |  |  |  |  | $=1$ |  |  | $\gamma=$ | $-0.5$ |  |  |  |  |  |  |  | $=1$ |  |
|  | 3 |  | 0.031 | 0.123 | 0.043 | 0.118 | 0.096 | 0.166 | 0.099 | 0.136 | -0.156 | 0.245 | -0.153 | 0.179 | 0.024 | 0.145 | 0.028 | 0.083 |
|  | 5 |  | 0.013 | 0.085 | 0.021 | 0.073 | 0.025 | 0.079 | 0.029 | 0.057 | -0.055 | 0.183 | -0.061 | 0.121 | 0.008 | 0.075 | 0.011 | 0.051 |
|  | 8 |  | 0.010 | 0.067 | 0.009 | 0.056 | 0.010 | 0.036 | 0.014 | 0.029 | -0.017 | 0.112 | -0.029 | 0.094 | 0.004 | 0.046 | 0.013 | 0.033 |
|  | 15 |  | 0.011 | 0.042 | 0.008 | 0.032 | -0.004 | 0.032 | -0.003 | 0.025 | -0.011 | 0.095 | -0.017 | 0.082 | 0.003 | 0.032 | 0.008 | 0.021 |
|  | 20 |  | 0.005 | 0.029 | -0.002 | 0.024 | -0.007 | 0.026 | -0.005 | 0.021 | -0.005 | 0.093 | -0.011 | 0.066 | 0.002 | 0.022 | 0.007 | 0.017 |
|  |  |  |  |  | $=1$ |  |  | $\gamma=$ | 0.5 |  |  | $\sigma_{\alpha}$ | $\sqrt{3}$ |  |  |  | $=1$ |  |
|  | 3 |  | 0.041 | 0.156 | 0.055 | 0.147 | 0.116 | 0.191 | 0.133 | 0.153 | -0.336 | 0.326 | -0.314 | 0.319 | 0.021 | 0.150 | 0.033 | 0.092 |
|  | 5 |  | 0.015 | 0.087 | 0.020 | 0.089 | 0.026 | 0.082 | -0.021 | 0.077 | -0.138 | 0.245 | -0.144 | 0.178 | 0.010 | 0.081 | 0.017 | 0.061 |
|  | 8 |  | 0.010 | 0.058 | 0.017 | 0.065 | 0.021 | 0.036 | -0.024 | 0.057 | -0.067 | 0.158 | -0.055 | 0.125 | -0.010 | 0.053 | -0.011 | 0.037 |
|  | 15 |  | -0.009 | 0.046 | -0.011 | 0.040 | -0.002 | 0.035 | -0.012 | 0.033 | -0.031 | 0.121 | -0.028 | 0.084 | -0.007 | 0.036 | -0.011 | 0.029 |
|  | 20 |  | -0.008 | 0.025 | -0.010 | 0.022 | -0.004 | 0.024 | -0.012 | 0.024 | -0.011 | 0.101 | -0.010 | 0.067 | -0.004 | 0.023 | -0.009 | 0.023 |
| $T$ |  | $N$ |  |  | $=1$ |  |  | $\gamma=$ | 0.5 |  |  |  |  |  |  |  | $=1$ |  |
| 5 |  | 300 | 0.017 | 0.068 | 0.012 | 0.056 | 0.021 | 0.067 | 0.020 | 0.046 | -0.051 | 0.175 | -0.053 | 0.089 | 0.010 | 0.047 | 0.010 | 0.033 |
| 5 |  | 500 | 0.015 | 0.054 | 0.011 | 0.042 | 0.020 | 0.052 | 0.019 | 0.042 | -0.049 | 0.167 | -0.051 | 0.086 | 0.010 | 0.048 | 0.011 | 0.031 |
| 5 |  | 750 | 0.015 | 0.048 | 0.013 | 0.038 | 0.018 | 0.040 | 0.018 | 0.040 | -0.050 | 0.152 | -0.048 | 0.075 | 0.011 | 0.036 | 0.011 | 0.030 |
| 5 |  | 1000 | 0.013 | 0.047 | 0.013 | 0.027 | 0.019 | 0.039 | 0.020 | 0.041 | -0.042 | 0.135 | -0.044 | 0.072 | 0.009 | 0.029 | 0.008 | 0.027 |

[^10]Table 2. Results of $M C E_{2}$ : A non-normal explanatory variable (chi-squared distribution with one degrees of freedom).

|  | $\beta=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\sigma_{u}=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T$ | Mean Bias | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | Mean Bias | RMSE | Median Bias | MAE | Mean Bias | RMSE | $\begin{gathered} \hline \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | Mean Bias | RMSE | Median Bias | MAE |
| Known initial values |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.005 | 0.096 | 0.013 | 0.054 | -0.003 | 0.086 | -0.005 | 0.043 | -0.010 | 0.120 | -0.005 | 0.071 | 0.004 | 0.121 | 0.005 | 0.072 |
| 5 | 0.006 | 0.057 | 0.006 | 0.035 | -0.001 | 0.046 | 0.001 | 0.030 | -0.004 | 0.073 | -0.007 | 0.055 | 0.002 | 0.074 | -0.006 | 0.041 |
| 8 | 0.007 | 0.042 | 0.004 | 0.024 | 0.004 | 0.025 | 0.004 | 0.018 | -0.003 | 0.072 | -0.006 | 0.050 | 0.003 | 0.045 | -0.001 | 0.029 |
| 15 | 0.005 | 0.034 | 0.003 | 0.024 | 0.001 | 0.018 | 0.001 | 0.014 | -0.009 | 0.063 | -0.003 | 0.036 | 0.002 | 0.029 | 0.003 | 0.017 |
| 20 | 0.001 | 0.021 | 0.001 | 0.023 | 0.000 | 0.015 | -0.001 | 0.010 | -0.007 | 0.060 | -0.006 | 0.035 | 0.001 | 0.020 | 0.002 | 0.016 |
| Nä̈ve exogenous initial values method (when it is wrong) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -0.016 | 0.088 | -0.017 | 0.056 | 0.219 | 0.218 | 0.211 | 0.211 | -0.542 | 0.612 | -0.412 | 0.412 | 0.042 | 0.116 | 0.042 | 0.076 |
| 5 | 0.013 | 0.066 | 0.015 | 0.039 | 0.102 | 0.107 | 0.119 | 0.119 | -0.158 | 0.178 | -0.156 | 0.156 | 0.015 | 0.064 | 0.015 | 0.043 |
| 8 | 0.007 | 0.045 | 0.009 | 0.031 | 0.046 | 0.043 | 0.044 | 0.045 | -0.066 | 0.093 | -0.060 | 0.065 | 0.011 | 0.047 | 0.004 | 0.028 |
| 15 | 0.006 | 0.032 | 0.008 | 0.015 | 0.011 | 0.018 | 0.008 | 0.014 | -0.023 | 0.062 | -0.018 | 0.041 | 0.009 | 0.029 | 0.003 | 0.020 |
| 20 | 0.004 | 0.024 | 0.006 | 0.014 | 0.005 | 0.016 | 0.007 | 0.010 | -0.011 | 0.055 | -0.010 | 0.038 | 0.007 | 0.025 | 0.005 | 0.017 |
| Heckman's approximation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -0.011 | 0.095 | -0.010 | 0.065 | -0.001 | 0.081 | 0.002 | 0.048 | -0.058 | 0.217 | -0.070 | 0.128 | 0.022 | 0.096 | 0.020 | 0.074 |
| 5 | 0.010 | 0.065 | 0.008 | 0.042 | 0.005 | 0.053 | 0.003 | 0.030 | -0.028 | 0.137 | -0.027 | 0.090 | 0.018 | 0.045 | 0.015 | 0.056 |
| 8 | 0.008 | 0.042 | 0.005 | 0.026 | 0.001 | 0.034 | 0.001 | 0.021 | -0.019 | 0.105 | -0.017 | 0.072 | 0.011 | 0.044 | 0.014 | 0.035 |
| 15 | -0.005 | 0.030 | -0.004 | 0.022 | 0.000 | 0.028 | -0.003 | 0.018 | -0.005 | 0.071 | -0.008 | 0.058 | 0.008 | 0.036 | 0.010 | 0.022 |
| 20 | -0.002 | 0.022 | -0.002 | 0.015 | 0.000 | 0.014 | 0.001 | 0.012 | -0.001 | 0.062 | -0.003 | 0.040 | 0.004 | 0.028 | 0.008 | 0.020 |
| Simple method of Wooldridge |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.011 | 0.186 | 0.014 | 0.067 | 0.098 | 0.147 | 0.110 | 0.139 | -0.175 | 0.252 | -0.172 | 0.163 | 0.020 | 0.108 | 0.038 | 0.075 |
| 5 | 0.010 | 0.085 | 0.015 | 0.048 | 0.029 | 0.074 | 0.030 | 0.051 | -0.061 | 0.198 | -0.057 | 0.107 | 0.010 | 0.065 | 0.012 | 0.046 |
| 8 | 0.009 | 0.045 | 0.010 | 0.029 | 0.001 | 0.030 | 0.002 | 0.021 | -0.010 | 0.103 | -0.010 | 0.062 | 0.008 | 0.037 | 0.010 | 0.025 |
| $15$ | 0.008 | 0.028 | 0.007 | 0.017 | $-0.006$ | 0.025 | -0.006 | 0.016 | -0.003 | 0.069 | -0.005 | 0.043 | 0.003 | 0.026 | 0.006 | 0.026 |
| 20 | -0.004 | 0.023 | -0.005 | 0.015 | -0.002 | 0.015 | -0.003 | 0.012 | -0.001 | 0.053 | 0.002 | 0.039 | 0.002 | 0.025 | 0.007 | 0.023 |

[^11]Table 3. Results of $M C E_{3}$ : An autocorrelated explanatory variable

|  | $\beta=1$ |  |  |  | $\gamma=0.5$ |  |  |  | $\sigma_{\alpha}=1$ |  |  |  | $\sigma_{u}=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | $\begin{gathered} \text { Mean } \\ \text { Bias } \end{gathered}$ | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | $\begin{gathered} \hline \text { Mean } \\ \text { Bias } \\ \hline \end{gathered}$ | RMSE | $\begin{gathered} \text { Median } \\ \text { Bias } \end{gathered}$ | MAE | $\begin{gathered} \hline \text { Mean } \\ \text { Bias } \end{gathered}$ | RMSE | Median Bias | MAE | $\begin{gathered} \text { Mean } \\ \text { Bias } \end{gathered}$ | RMSE | Median | MAE |
| Known initial values |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.009 | 0.050 | -0.002 | 0.046 | -0.015 | 0.140 | -0.017 | 0.096 | -0.024 | 0.200 | -0.018 | 0.114 | 0.012 | 0.149 | 0.019 | 0.097 |
| 5 | 0.004 | 0.048 | 0.006 | 0.040 | -0.003 | 0.065 | 0.002 | 0.047 | -0.015 | 0.125 | -0.014 | 0.072 | 0.008 | 0.075 | 0.010 | 0.070 |
| 8 | 0.004 | 0.047 | 0.004 | 0.034 | -0.005 | 0.041 | 0.001 | 0.030 | -0.009 | 0.095 | -0.008 | 0.063 | 0.005 | 0.053 | 0.008 | 0.041 |
| 15 | 0.006 | 0.035 | 0.003 | 0.029 | -0.000 | 0.023 | 0.001 | 0.015 | -0.015 | 0.089 | -0.015 | 0.061 | 0.003 | 0.034 | 0.006 | 0.031 |
| 20 | 0.005 | 0.020 | 0.003 | 0.014 | -0.001 | 0.021 | 0.000 | 0.014 | -0.010 | 0.088 | -0.016 | 0.060 | 0.004 | 0.029 | 0.002 | 0.018 |
| Nä̈ve exogenous initial values method (when it is wrong) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -0.046 | 0.056 | -0.034 | 0.041 | 0.207 | 0.214 | 0.208 | 0.208 | -0.487 | 0.587 | -0.482 | 0.482 | 0.053 | 0.228 | 0.047 | 0.199 |
| 5 | -0.017 | 0.038 | -0.016 | 0.026 | 0.088 | 0.104 | 0.093 | 0.093 | -0.154 | 0.207 | -0.167 | 0.172 | 0.033 | 0.129 | 0.027 | 0.082 |
| 8 | -0.003 | 0.033 | -0.003 | 0.012 | 0.032 | 0.049 | 0.034 | 0.037 | -0.068 | 0.119 | -0.062 | 0.079 | 0.012 | 0.075 | 0.016 | 0.041 |
| 15 | 0.003 | 0.015 | 0.004 | 0.012 | 0.005 | 0.028 | 0.004 | 0.022 | -0.022 | 0.093 | -0.024 | 0.066 | 0.004 | 0.036 | 0.005 | 0.029 |
| 20 | 0.002 | 0.011 | 0.006 | 0.010 | 0.002 | 0.021 | 0.002 | 0.014 | -0.010 | 0.092 | -0.012 | 0.058 | 0.006 | 0.034 | 0.007 | 0.020 |
| Heckman's approximation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0.004 | 0.043 | 0.005 | 0.024 | 0.001 | 0.088 | -0.002 | 0.063 | -0.043 | 0.219 | -0.052 | 0.150 | 0.014 | 0.113 | 0.011 | 0.077 |
| 5 | 0.007 | 0.024 | 0.008 | 0.018 | 0.004 | 0.049 | 0.003 | 0.033 | -0.030 | 0.136 | -0.023 | 0.081 | 0.011 | 0.067 | 0.005 | 0.051 |
| 8 | 0.004 | 0.021 | 0.003 | 0.016 | 0.005 | 0.038 | 0.002 | 0.024 | -0.015 | 0.111 | -0.014 | 0.072 | 0.005 | 0.046 | 0.009 | 0.042 |
| 15 | 0.003 | 0.020 | 0.002 | 0.013 | 0.001 | 0.025 | 0.002 | 0.019 | -0.011 | 0.095 | -0.012 | 0.066 | 0.004 | 0.035 | 0.007 | 0.029 |
| 20 | 0.002 | 0.014 | 0.002 | 0.012 | 0.001 | 0.021 | 0.000 | 0.015 | -0.009 | 0.089 | -0.010 | 0.061 | 0.007 | 0.033 | 0.009 | 0.026 |
| Simple method of Wooldridge |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | -0.022 | 0.053 | 0.011 | 0.054 | 0.064 | 0.181 | 0.056 | 0.108 | -0.083 | 0.290 | -0.091 | 0.191 | 0.011 | 0.145 | 0.017 | 0.117 |
| 5 | 0.011 | 0.044 | 0.010 | 0.042 | 0.026 | 0.076 | 0.024 | 0.046 | -0.027 | 0.148 | -0.028 | 0.093 | 0.013 | 0.088 | 0.014 | 0.062 |
| 8 | 0.009 | 0.041 | 0.010 | 0.021 | -0.001 | 0.042 | -0.003 | 0.028 | -0.017 | 0.109 | -0.011 | 0.074 | 0.008 | 0.062 | 0.009 | 0.054 |
| 15 | 0.004 | 0.022 | 0.007 | 0.017 | 0.003 | 0.029 | -0.011 | 0.019 | -0.016 | 0.088 | -0.010 | 0.062 | 0.007 | 0.054 | -0.001 | 0.027 |
| 20 | 0.005 | 0.020 | 0.006 | 0.014 | 0.000 | 0.022 | -0.001 | 0.016 | -0.011 | 0.087 | -0.009 | 0.059 | -0.003 | 0.042 | 0.006 | 0.022 |

[^12]Figure 1. Q-Q plots based on the quantiles of normal distribution by solution methods for true state-dependence and the variance of unobserved individual-effects. $L=200$ estimated Monte Carlo parameters based on $T=10$ and the design; $x_{i t}=\rho x_{i t-1}+\psi_{i t}$, $\psi_{i t} \sim N[0,1], \rho=0.5$ and $x_{i 0}=\psi_{i 1} ; y_{i 0}=\max \left(0, \beta x_{i 0} /(1-\gamma)+\alpha_{i} /(1-\gamma)+u_{i 0} / \sqrt{1-\gamma^{2}}\right)$; $y_{i t}=\max \left(0, \beta x_{i t}+\gamma y_{i, t-1}+\alpha_{i}+u_{i t}\right) ;\left(\beta, \gamma, \sigma_{\alpha}, \sigma_{u}\right)=(1,0.5,1,1)$; and number of individuals is $N=200$.







Figure 1. Continued
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[^1]:    1 The other alternative is to consider that the lagged values of the dependent variable is also latent. Considering the lagged dependent variable as observed or latent lead to different implications in both economic and estimation terms. See Honore (1993), Hu (2002) and Hsiao (2003) for useful discussions.

[^2]:    2 Considering the complex associations between variables in economics it is not easy to determine an objective starting point for a process. For example, let us consider the relative earnings of immigrants in a host country. We can start to observe them upon arrival and logically the starting point of the earnings generating process can be assumed as started upon arrival. However, this assumption will ignore earnings experiences and accumulated human-capital acquired in county of origin which can also be considered as a part of the process.

[^3]:    3 It is assumed that the actual disturbance process is serially uncorrelated (such as first order autocorrelation $A R(1))$ and the dynamic feature of the model is obtained by including a lagged dependent variable. However, it does not mean that the disturbances are serially uncorrelated. It is possible only if the variance of the unobserved individual-effects is zero, meaning that the model has no panel data characteristics.
    4 One possibility is to assume that the conditional distribution of initial values to be at the steady state. However, it is still difficult to find a closed-form expression for the distribution even for the simplest case where there is no explanatory variable. This assumption is also very strong if age-trended variables are driving the process (Heckman, 1981; Hyslop, 1998; Hsiao, 2003).

[^4]:    5 Our $M C E$ is designed in Fortran software, and the optimization for the likelihood functions is performed using $Z X M I N$, which is very fast and robust. The routines written for the experiments can be provided by the author upon request.
    6 We used different number of quadrature nodes and weights in order to check stability of estimated parameters. It is observed that 30 quadrature points produce very stable results.

[^5]:    7 We operate the system through 25 periods before the sample data is observed. For example, when $T=3$, the sample data contain the $\left(y_{i 26}, y_{i 27}, y_{i 28}\right)$ and we use it as $\left(y_{i 1}, y_{i 2}, y_{i 3}\right)$. Where $y_{i 1}$ are the initial sample values.

[^6]:    $8 \quad$ Note that $Z=\left(\chi_{(k)}^{2}-k\right) / \sqrt{2 k}$, where $k$ is the degrees of freedom. $Z$ is the standardized $\chi^{2}$ random variable.

[^7]:    Note: Monte Carlo design is based on a standard normal explanatory variable $x_{i t} \sim N[0,1]$; Initial values are all constant (censored $y_{i 0}=0$ ); $\beta=1$; $\gamma=(0.5,-0.5) ; \sigma_{\alpha}=(1, \sqrt{3}) ; \sigma_{u}=1$; All results are based on $L=200$ Monte Carlo replications; number of individuals is $N=200$, if else is not stated; number of nodes in Gaussian-Hermite Quadrature is 30 ; RMSE is the root mean square error; and MAE is the mean absolute error.

[^8]:    Note: Monte Carlo design is based on a standard normal explanatory variable $x_{i t} \sim N[0,1] ; \quad y_{i 0}=\max \left(0, x_{i 0} /(1-\gamma)+\alpha_{i} /(1-\gamma)+u_{i 0} / \sqrt{\left.1-\gamma^{2}\right)}\right.$ $y_{i t}=\max \left(0, \beta x_{i t}+\gamma y_{i, t-1}+\alpha_{i}+u_{i t}\right)$ is operated through $T=25$ periods before the samples are observed; $\beta=1 ; \gamma=(0.5,-0.5) ; \sigma_{\alpha}=(1, \sqrt{3}) ; \sigma_{u}=1$; All results are based on $L=200$ Monte Carlo replications; number of individuals is $N=200$, if else is not stated; number of nodes in GaussianHermite Quadrature is 30 ; RMSE is the root mean square error; and MAE is the mean absolute error.

[^9]:    Note: Monte Carlo design is based on a standard normal explanatory variable $x_{i t} \sim N[0,1] ; y_{i 0}=\max \left(0, x_{i 0} /(1-\gamma)+\alpha_{i} /(1-\gamma)+u_{i 0} / \sqrt{1-\gamma^{2}}\right)$, $y_{i t}=\max \left(0, \beta x_{i t}+y_{i, t-1}+\alpha_{i}+u_{i t}\right)$ is operated through $T=25$ periods before the samples are observed; $\beta=1 ; \gamma=(0.5,-0.5) ; \sigma_{\alpha}=(1, \sqrt{3}) ; \sigma_{u}=1$; All results are based on $L=200$ Monte Carlo replications; number of individuals is $N=200$, if else is not stated; number of nodes in Gaussian-

[^10]:    Note: Monte Carlo design is based on a standard normal explanatory variable $x_{i t} \sim N[0,1] ; \quad y_{i 0}=\max \left(0, x_{i 0} /(1-\gamma)+\alpha_{i} /(1-\gamma)+u_{i 0} / \sqrt{\left.1-\gamma^{2}\right)}\right.$, $y_{i t}=\max \left(0, \beta x_{i t}+\gamma y_{i, t-1}+\alpha_{i}+u_{i t}\right)$ is operated through $T=25$ periods before the samples are observed; $\beta=1 ; \gamma=(0.5,-0.5) ; \sigma_{\alpha}=(1, \sqrt{3}) ; \sigma_{u}=1$; All results are based on $L=200$ Monte Carlo replications; number of individuals is $N=200$, if else is not stated; number of nodes in GaussianHermite Quadrature is 30 ; RMSE is the root mean square error; and MAE is the mean absolute error.

[^11]:    Note: Monte Carlo design is based on a standardized one degrees of freedom chi-squared explanatory variable $x_{i t} \sim \chi_{(1)}^{2}-1 / 2$; for the case initial
     operated through $T=25$ periods before the samples are observed; $\left(\beta, \gamma, \sigma_{\alpha}, \sigma_{u}\right)=(1,0.5,1,1)$. All results are based on $L=200$ Monte Carlo replications; number of individuals is $N=200$; number of nodes in Gaussian-Hermite Quadrature is 30 ; RMSE is the root mean square error; and MAE is the mean absolute error.

[^12]:    Note: Monte Carlo design is based on an autocorrelated explanatory variable $x_{i t}=\rho x_{i, t-1}+\psi_{i t}, \psi_{i t} \sim N[0,1], \rho=0.5$ and $x_{i 0}=\psi_{i 1}$; for the case initial
    values are known $y_{i 0}=0$; for other cases the process $y_{i 0}=\max \left(0, x_{i 0} /(1-\gamma)+\alpha_{i} /(1-\gamma)+u_{i 0} / \sqrt{1-\gamma^{2}}\right), y_{i t}=\max \left(0, \beta x_{i t}+\gamma y_{i, t-1}+\alpha_{i}+u_{i t}\right)$ is operated through $T=25$ periods before the samples are observed; $\left(\beta, \gamma, \sigma_{\alpha}, \sigma_{u}\right)=(1,0.5,1,1)$. All results are based on $L=200$ Monte Carlo replications; number of individuals is $N=200$; number of nodes in Gaussian-Hermite Quadrature is 30; RMSE is the root mean square error; and MAE is the mean absolute error.

