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“Nothing in life is to be feared, it is only to be understood.
Now is the time to understand more so that we may fear less.”

-Marie Curie





Abstract

In an age of global pandemics, studying how viruses and their genomes evolve is of
great importance. It has previously been found that genomes of many eukaryotes
and prokaryotes have specific preferences for nucleotides, dinucleotides and codons.
Such preferences are characterized by the selective pressure acting on the genomes,
and are referred to as specific genomic signatures. The presence of such signatures
has, to our knowledge, not been studied in viruses, and it is therefore the aim of this
thesis to thoroughly investigate genomic signatures in viruses.

In the first twopapers of this thesis, newalgorithms for the studyof genomic signa-
tures were developed. Here, such genomic signatures were based on variable-length
Markov chains of a genome. Compared to pre-existing methods, our new algorithms
are a thousand times faster, and compared to the state-of-the-art, the algorithms are
up to 600 times faster while also requiring less memory. These methods enable com-
putationally efficient analysis of genomic signatures, even on laptops.

In the subsequent two papers, we thoroughly analyzed the genomic signatures of
viruses and compared such signatures to those of the viruses’ hosts. The results illus-
trate that a majority of viruses have specific genomic signatures. In addition, in most
cases, the signatures of viruses are not similar to the signatures of their hosts other
than in GC content. This dissimilarity indicates that viruses’ signatures are indepen-
dent of their host’s signature, despite viruses’ dependence on their host’s genetic and
protein-expression machinery.

In the final paper, we illustrated an application of the genomic signatures by ap-
plying them to identify recombination events between Human alphaherpesvirus 1 and
Human alphaherpesvirus 2.

We thus demonstrate that genomic signatures of variable length are an important
property of virus genomes. They hint at the importance of the evolution of specific
patterns of the nucleotide sequence of viruses. These patterns can likely identify even
remotely related viruses in collections of unknown sequences, thus helping detect and
classify novel viruses. In addition, it might be possible to use and modify the genomic
signatures to, e.g., attenuate viruses to create vaccine candidates.
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Sammanfattning på svenska

För att kunna undvika framtida viruspandemier krävs en djupare insikt i virusevolu-
tion. Tidigare studier har visat att i eukaryoters (t.ex. djur och växter) och prokary-
oters (t.ex. bakterier) genomen finns det en specifik preferens för vissa nukleotider,
dinukleotider och kodon. Dessa specifika preferenseri en organisms genom kallas
för dess genomiska signatur och formas av de selektionstryck som har inverkan på
genomet. Det är denna avhandlings syfte att undersöka om även virus har specifika
genomiska signaturer.

I avhandlingens första två manuskript utvecklade vi nya algoritmer och verktyg
för att kunna genomföra studier av virus genomiska signaturer. De genomiska signa-
turerna modelleras här av Markovkedjor med variabel längd, för vilka de tidigare till-
gängliga algoritmerna är antingen långsamma eller kräver mycket minne. I jämförelse
medden tidigare snabbaste algoritmer är vår implementation upp till 600 gånger snab-
bare samt kräver betydligt mindre minne. Detta gör att genomiska signaturer kan
analyseras på samtliga genom och med lättillgänglig hårdvara, till exempel bärbara
datorer.

I följande två manuskript genomförde vi en noggrann undersökning av vilka virus
som har specifika genomiska signaturer, och om de är art-, genus-, eller familjespeci-
fika. Resultaten illustrerar att i många fall har virus specifika signaturer. Dessa speci-
fika signaturer är bevarade i hela genomen och i vissa fall väldigt lika signaturer från
närbesläktade virus. Dessutom visade vi på att dessa signaturer i många fall är skilda
från signaturerna hos virusens värdar, vilket är anmärkningsvärt eftersom mycket av
de selektionstryck som verkar på virusets genom tros vara liknande de som verkar på
värdens genom.

I det sista manuskriptet visade vi på ett användningsområde av genomiska signa-
turer, för detektion av rekombination mellan två arter av virus.

Vi har visat att virus har specifika genomiska signaturer som skiljer sig från de-
ras värdars genomiska signaturer. Detta antyder att det finns viktiga evolutionära
fördelar för virusen att forma deras genom på vissa specifika sätt. Våra insikter kan
eventuellt användas för att klassificera sekvenser av okänt ursprung samt för att förän-
dra virus genom i syfte att tillverka vaccin.
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Chapter 1 Introduction

1.1 Viruses
Viruses are small ubiquitous parasitic agents that cannot replicate outside of the cells
of their hosts. They are believed to infect all domains of life and are thus not only im-
portant human pathogens, but also major contributors to most, if not all, ecosystems
on the planet. Upon infection of a host cell, viruses use parts of their host’s cellular
machinery to produce proteins and reproduce. Despite these common themes, there
is an enormous diversity in the viral domain.

As an example of this diversity, consider the different mechanisms involved in
the replication of viruses. Some viruses are entirely dependent on their host’s replica-
tion machinery to copy their genomes, such as Papillomaviridae [1]. Other viruses con-
tain genes that facilitate the replication of their genomes. For example, many viruses
with RNA genomes, such as the Poliovirus [2], contain an RNA-dependent RNA poly-
merase (RdRp), and some DNA viruses contain other proteins that facilitate replica-
tion, such as the Herpes simplex viruses [3], and Poxviruses [4]. Likewise, most viruses
rely on their host cell’s genetic machinery to express their genome and create proteins,
although some viruses also contain genes that participate in this process [5].

After the virus has replicated, the virus can leave its host cell through various
mechanisms. These mechanisms include budding, where the virus particle leaves the
cell by taking part of the host cell’s membrane, common among Herpesviridae [6]. Ad-
ditionally, viruses can use apoptosis—where the host’s cell is lysed, and virus particles
are released, e.g., Adenoviridae [7]—or exocytosis—where multiple virus particles are
released from the cell with the help of the host’s transport system, e.g., Picornaviri-
dae [8].

Some viruses wait a long time before leaving their host cell. For example, some
viruses that infect bacteria, such as the lambda phage [9], integrate into their host’s
genome and are replicated along with the host’s genome as the host cell divides. Other
viruses, such as the human immunodeficiency viruses [10], integrate into their host’s
genome, where they can remain dormant. Other viruses do not integrate into the
host’s genomes but still lie dormant in specific target cells with typically limited symp-
toms, e.g., Herpesviruses [11].

The first virus discovered was the plant pathogenTobacco mosaic virus in 1892 [12],
although the term ‘virus’ was first used in 1898 [13]. Today, it is estimated that viruses
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are the most abundant biological entity on earth, with at least one viral species per
other species [14]. Despite this abundance, the International Committee on Taxon-
omy of Viruses (ICTV), which organizes the taxonomy of viruses, only recognizes
10 434 virus species in 2022 [15].

1.1.1 Structure of viruses

Viruses protect and transport their genomes from one host to the next in virus parti-
cles (virions) which is typically composed of an outer shell (capsid) and sometimes also
a lipid layer (envelope). The capsid is typically composed of a single or a few small pro-
teins, and the most common shape is an icosahedron, a 20-sided structure that closely
resembles a sphere [16]. For some viruses, the capsid is additionally surrounded by an
envelope. This envelope is composed of lipids and is usually acquired from one of the
host cell’s membranes. In addition to protecting the genomic material, the capsid and
envelope are instrumental in allowing the virus to enter new host cells.

1.1.2 Genomes of viruses

In the viral domain, different viruses use different types of genomic material for their
genomes. The genomic material is composed of either DNA or RNA, which can be
double or single-stranded, with either orientation of the single strand. In total, seven
types are recognized and organized into the Baltimore classification based on the
method of mRNA synthesis [17, 18]: (i) double-stranded DNA, (ii) single-stranded
DNA, (iii) double-strandedRNA, (iv) positive single-strandedRNA, (v) negative single-
stranded RNA, (vi) retro-transcribed single-stranded RNA, and (vii) retro-transcribed
double-stranded DNA.

Furthermore, some viruses have genomes that are composed of several parts, re-
ferred to as segmented genomes. These segmented viruses include, for example, the
Influenza viruses.

Virus genomes are, on average, small in comparison to the genomes of eukary-
otes and prokaryotes. Nevertheless, there is a large range of genome sizes among
these small genomes. For example, the Porcine circovirus has a genome that is only
1729 nucleotides long [19], while the current largest known virus genome belongs to
the Pandoravirus salinuswhich has a genome of 2.5million nucleotides [20]. The latter
rivals the size of bacterial genomes (Figure 1.2).

Perhaps due to how short viral genomes are, most viral genomes are tightly packed
with genes, with an average of 6% to 10% of their genome not coding for genes [21].
In prokaryotic genomes, 6% to 25% of the genome is non-coding [22, 23], and for
eukaryotes, asmuch as 98%of the genome can be non-coding [24]. Nonetheless, there
is still a considerable difference between the sizes of coding virus genomes and coding
prokaryotic and eukaryotic genomes, both in terms of the number of genes and the
length of the coding sequence.

2 CHAPTER 1. INTRODUCTION
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Figure 1.1 Illustration of the Baltimore classes. The Baltimore classification is based on the
method of mRNA synthesis. Highlighted here are the intermediary products for the different
types of genome compositions in the viral domain.
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Figure 1.2 The range of genome sizes. Includes many bacteria, viruses, and eukaryotes avail-
able in NCBI.
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1.2 Virus evolution
Viruses are under constant pressure to evolve to overcome evolutionary barriers [25].
Such barriers include their host’s virus defense or the specific cellular environment.
Organisms are able to adapt to their environments by processes acting on random
changes (mutations) in their genomes. Variants of the same genome or gene with dif-
ferent mutations are referred to as alleles. While viruses are here used as examples
throughout, the concepts described apply to the evolution of all organisms.

1.2.1 Natural selection
Natural selection describes a primary method of evolution [26, 27]. According to natu-
ral selection, alleles that increase a virus’ reproductive success will, over time, become
dominant in the population as those individuals can out-compete others. Such bene-
ficial alleles are generally said to increase the fitness of the individual or population.
Examples of alleles that increase the fitness of viruses could be alleles that help a virus
infect new cells or those that help it escape the host’s immune response.

As an example of natural selection, consider a genetic variant of a virus (a virus
strain) with an allele that allows it to produce five new viruses per infected cell, while
the strains without this allele only produce two new viruses. After the first generation
of these viruses, there are three more strains with the beneficial allele. After the next
generation, there are 25 viruses with the beneficial strain and only four of the non-
mutated strain (see Figure 1.3 for an illustration). Over several generations, the strains
with the beneficial allele will dominate the entire population. Likewise, strains with
alleles that have a negative impact on the virus will lead to fewer descendants, and
thus those strains are likely to be out-competed by other strains.

Natural selection is an important evolutionary mechanism for viruses as they are
constantly evolving to compete in their environment. Viruses compete not just with
other viruses for resources but also with their hosts. The evolution of viruses is com-
plex, and an allele that increases the fitness of a virus in one host or environment may
be detrimental in another host, for example, due to differences in the adaptive immune
system.

1.2.2 Genetic drift
Genetic drift is an additional evolutionary process that acts on all alleles, regardless of
their impact on the fitness of the population [28]. Genetic drift is based on the random
events that influence which alleles are carried over from one population to the next,
for example based on which viruses successfully infect a new host. Due to this ran-
domness, the frequency of alleles in a population can change over time and, in some
cases, lead to significant variation in which alleles are present in a population. This
process can be particularly notable when two populations are physically separated,
such as the infection of two hosts by the same virus strain. Despite being subjected to
similar selective pressures, the frequency of alleles among the viruses in the two hosts
can be slightly different.
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Natural selection
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Genetic drift

Bottleneck

Figure 1.3 Illustration of three evolutionary processes. In the natural selection example,
the blue allele (thicker line) replicates more efficiently and eventually dominates the population.
In the genetic drift example, the red allele (thicker line) replicates less efficiently, but due to
random effects, some strains do not successfully replicate. In the bottleneck example, only part
of the population survives (the lighter green and blue colors), which influences the alleles of the
surviving population.

The effect of genetic drift is more notable in smaller populations or when only
a few viruses carry a specific allele. The randomness in reproduction has a larger
influence on smaller populations as there is a greater possibility that only viruses with
a certain allele randomly do not reproduce. Specifically, this process can lead to alleles
with a negative influence on the fitness of a population becoming prominent [29].

As an example of genetic drift, consider three viruses that infect three cells. One
of these viruses has a negative allele that causes it to reproduce slower than the other
two. Randomly, one of the cells infected with one of the faster viruses dies. In the
other two cells, the viruses can replicate and produce three and two progeny viruses,
respectively. In the next generation, two of the viruses that replicate normally do not
reproduce, while the others do, leading to three normal viruses and a total of four
viruses that reproduce slower. Despite producing fewer progeny viruses, the fraction
of viruses with the negative allele has increased from 33% to 57% (Figure 1.3).
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1.2.3 The bottleneck effect
Bottleneck events are an important driver of genetic drift [29]. In a bottleneck event,
only a small portion of the original population can reproduce. Examples of bottleneck
events include those where a large portion dies out, either due to random events or
external factors. Alternatively, the surviving population can have some property that
enabled it to survive this specific event without being generally advantageous. This
is similar to the founder effect, which describes that when a subset of a population
moves to a new area, the resulting population will be dominated by the alleles in that
subset. The alleles in the population after the bottleneck can be neutral or even disad-
vantageous in the environment (see Figure 1.3 for an illustration).

One prominent bottleneck event for viruses is the transmission of the virus from
host to host [30]. For example, the alleles that enable an optimal expression of a virus’
genome and replication of the genome in the host cell may not be optimal as the virus
particle is transferred from one host to another. Likewise, none of the alleles that do
not permit the virus to spread from one host to the next will be present as the virus
infects a new host.

1.2.4 Speciation
New virus species can be formed in various scenarios. Among them are co-speciation,
intrahost speciation, and speciation from host switches.

Co-speciation refers to when viruses speciate as their host speciates. For example,
many herpesviruses have speciated along with new species of their hosts [31]. Under
this mode of speciation, we might expect that the rate of virus evolution is consistent
over time as the viruses gradually adapt to an evolving cellular environment that is
relatively similar to the previous host.

Intrahost speciation is the speciation of viruses where a virus species is duplicated
into two different species that infect the same host. For example, intrahost speciation
has been suggested to have resulted in the virus species Equid herpesvirus 1, 3, 4, and
8 [32]. Under this mode of speciation, the virus species likely must have limited inter-
actions between their genomes, as they otherwise might recombine to the same strain.
Such recombination can be restricted, for example, by occupying separate niches in
the host. It has also been suggested that some herpesviruses prevent recombination
through the creation of separate replication compartments [33]. Another method of
preventing recombination might be to drastically alter the nucleotide sequence to pre-
vent the initiation of homologous recombination [34].

Speciation due to host switches occurs as a virus strain evolves to infect a new
host species. This is called zoonosis if the new or old host is human. For example,
this is the origin of HIV-1 and HIV-2, with a host switch from chimpanzees and Sooty
mangabeys, respectively (eviewed in [35]). As the virus adapts to the new host, it is
typically subject to a different selection pressure than in the previous host. This al-
tered selection pressure can lead to a significant amount of mutations and, over time,
a significantly different virus genome.

6 CHAPTER 1. INTRODUCTION



1.2.5 Molecular processes underlying evolution
Single nucleotide mutations
The mutations that enable viral evolution stem from processes that introduce changes
in the genome. Such changes can, for example, be introduced during genome replica-
tion, from the host’s immune system, or stem from damage caused by external sources.
The mutation rate of viruses is typically orders of magnitude higher than their hosts’,
but the rate varies considerably depending on the virus and genome type [25]. For
example, the Tobacco mosaic virus is estimated to mutate with a frequency in the range
of 7.26 to 10.3 × 10−6 [36], while the human norovirus has an estimated mutation
frequency of 1.5×10−4 [37]. However, recently, it has been found that the long-term
evolutionary rate of viruses might be closer to the host’s evolutionary rate, based on
the observation that over longer time periods, many of the introduced mutations are
reversed [38, 39].

Gene duplication
Gene duplication is an important evolutionary process that enables the generation of
novel genetic material in genomes [40]. There are several potential outcomes of gene
duplication. The genetic sequence can be preserved for redundancy or to increase
the expression of the protein encoded by the gene. Alternatively, because there is an
intact copy of the gene, the duplicated gene is free from selective pressure and can be
mutated to generate novel gene functions.

Despite being a common occurrence in prokaryotes and eukaryotes [40], only a
small number of genes are reported as duplicated in RNA viruses [41]. In contrast,
gene duplication is common for dsDNA viruses but infrequent for ssDNA viruses [42].
For example, for the Acanthamoeba polyphaga mimivirus between 26.3% and 35.0%
of the genes have a homologous gene in the genome, likely caused by gene duplica-
tion [43].

Recombination
Another feature of viral evolution is that of genetic recombination [44]. In a recombi-
nation event, genomic material is exchanged between two genomes, often dependent
on identical inherited (homologous) sequences in the two genomes. For many viruses,
recombination serves two purposes: (i) to gain several beneficial mutations and (ii) to
expel harmful mutations.

The presence of recombination in viruses has a beneficial impact on their evolu-
tion [44]. It allows beneficial mutations from different strains to combine in a sin-
gle genome and thus form an evolutionary more fit individual genome. For example,
recombination between different species is believed to enable host-switches of, e.g.,
Coronaviridae [45, 46], Geminiviridae [47], and Papillomaviridae [48].

In the absence of recombination, according to Muller’s ratchet [49], mutations
with negative impacts (deleterious mutations) accumulate in a population’s genomes.
This effect stems from the observation that the number of deleterious mutations likely
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outnumbers the beneficial mutations. Thus, recombination is crucial as it allows dele-
terious mutations to be removed from a genome by exchanging the region with such
mutations with a region without the deleterious mutations.

Reassortment

Segmented viruses are subjected to an additional evolutionary mechanism. When
multiple segmented viruses simultaneously infect the same host cell, new variants
can form by combining segments from different strains. This enables beneficial mu-
tations in one strain to be combined with beneficial mutations in a different strain.
This is exemplified by the influenza A viruses, where this process has led to human
pandemics [e.g., reviewed in 50].

1.2.6 Virus-host evolutionary relationship

Viruses are under constant evolutionary pressure to adapt to their evolving host and
its immune system [39]. This is referred to as the “Red Queen hypothesis”, in reference
to viruses needing to constantly evolve to maintain their fitness in their environment,
as the host attempts to rid itself of the virus [51].

Most studied virus-host relationships are pathogenic, where the virus is harmful
to its host. However, not all viruses are only harmful to their hosts [52]. Notably, some
viruses can benefit their host and make the host more competitive in its environment,
for instance in some bacteria, by infecting and killing competitors while providing
immunity to the same infection [53].

The apparent symbiotic human viruses were recently reviewed [54]. A number
of viruses were identified as symbiotic in the sense that they are not necessarily as-
sociated with any disease. Such human viruses include those that help the immune
system develop at an early age (e.g., Pegiviruses) and those that protect from infection
by other viruses (e.g., Anelloviruses).

There are many reasons for the adaptation of the viral genome towards the virus’
specific host environment. Due to the high mutation rate, it is reasonable to assume
that viral genomes are highly optimized for their current host or hosts. For viruses
that infect many hosts (generalist viruses), such adaptation may not focus on a specific
host but on something that works in all hosts (e.g., reviewed in plant viruses [55]).

Additionally, many viruses that have infected humans for a long time have evolved
to cause relatively mild symptoms [56]. This is based on the assumption that if a virus
causes less severe symptoms, its host is more prone to meeting other potential hosts
and thus spread the virus further. If, instead, the virus quickly kills the host, it only has
a small amount of time to spread to a new host. However, it is not known if viruses
consistently mutate to decrease their virulence, and they could also become more vir-
ulent.
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Figure 1.4 Illustration of possible selection pressures acting on genomes. Genomes are
adapted based on their cellular environment and through, for example, replication errors, to,
e.g., have an optimal translation and folding energy, and to not be targeted by anti-virus systems
in the hosts.

1.3 Nucleotide sequence adaptation
A significant portion of the evolution of virus genomes relates to the amino acid se-
quence and the resulting proteins. Such protein evolution includes increased binding
affinity to a host’s receptors or avoidance of the human adaptive immune system by
altering the conformation of the surface proteins. While most studies of adaptation
in viruses have focused on protein-coding adaptations, it has also been suggested that
viruses also adapt their nucleotide sequence to their environment [57]. Nucleotide
adaptation is possible without influencing the amino acids due to the redundancy of
codons. For each amino acid, there are between one and six possible codons that are
translated to that amino acid. Typically, the last of the three nucleotides of the codon
can be altered without changing the amino acid. Changing the nucleotide sequence
without altering the amino acids is complicated by the presence of overlapping read-
ing frames, where the same sequence codes for multiple proteins by initiating tran-
scription at multiple points [58, 59]. It might be possible to adapt the nucleotide se-
quence further by mutating to an amino acid that has similar properties to the original
amino acid.

1.3.1 GC content
One of the most general properties of a genome is its nucleotide composition. The
nucleotide composition is often reduced to the GC content, defined as the fraction
of the genome that is either Gs or Cs. The GC content of a genome is an important
factor for the thermal stability of the genome, with a larger fraction of Gs or Cs provid-
ing higher stability [60]. However, there is no significant correlation among prokary-
otes between the average GC content and optimal growth temperature [61]. Instead,
prokaryotic communities appear to prefer different GC contents depending on the en-
vironment, with different averages of GC content for microbes in soil as compared to
ocean samples [62]. In other organisms’ genomes, for example in the human genome,
there is significant variation in GC content [63], where regions with low GC content
typically have a lower gene density [64, 65].
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1.3.2 Dinucleotides
In addition to GC content, many adjacent pairs of nucleotides (dinucleotides) occur
with a frequency not expected from the nucleotide content. For example, the dinu-
cleotide CpG can be significantly less common than expected from the number of Cs
and Gs. That some dinucleotides, most prominently the CpG dinucleotide, are less fre-
quent than expected in the genomes of vertebrates has been noted for a long time [66].
This is primarily thought to be linked to the epigenetic-related methylation of the CpG
dinucleotide. When the methylated CpG dinucleotide is spontaneously deaminated,
the dinucleotide TpG is sometimes formed and not always properly corrected [67].

Some viral genomes have been shown to mimic their host’s dinucleotide usage, in
particular, to avoid the CpG dinucleotide [68, 69]. This dinucleotide is targeted by, for
instance, the APOBEC and ZAP families of proteins in vertebrates which deaminates
the CpG dinucleotides, leading to a decreased fitness of the virus [70–73].

The dinucleotide usage has been illustrated to be unique to some genomes [74].
In addition, this specific preference for certain dinucleotides was illustrated in E. coli
and C. elegans to be conserved throughout most of the genome [74]. This indicated
that by analyzing the dinucleotide content of a sequence of DNA, it would be possible
to identify which genome that sequence belongs to. Based on this observation, the
measure of dinucleotides could be used as a “genomic signature”. This concept of a
genomic signature is the basis of this thesis, although we will expand it to include
more than dinucleotides.

This genomic signature based on dinucleotide frequency was further analyzed in a
larger set of genomes [75], where the specificity of the signature was further cemented.
There, the authors compared the average dissimilarity of dinucleotides in 50 kbp sam-
ples of a set of eukaryotic and prokaryotic organisms. Among these 50 kbp samples,
they found that the average dissimilarity in a species was significantly smaller than
the average dissimilarity between other species.

1.3.3 Codon adaptation
The genomes of many organisms are also biased towards the usage of specific codons,
referred to as codon usage bias [76, 77]. One of the major determinants of which
codons are used to express a given amino acid is believed to be related to the specific
genetic machinery of the organism [78]. In particular, during the translation of a gene,
a specific set of transfer RNAs (tRNAs) are typically more abundant, making the ex-
pression of genes that utilize those tRNAs more efficient. Therefore, there might be
selective pressure on the genome to use that set of tRNAs [79, 80]. This codon adap-
tation is thought to be especially important for highly expressed genes.

One of the major contributions to codon usage is that of the GC content of the
genome. This correlation is particularly notable for bacteria, where codon usage can
be estimated from the GC content of non-coding regions [81]. Likewise, in some
DNA viruses, the codon usage is determined by the GC content [82]. In some other
organisms, there is a considerable variation between genes in which codons are pre-
ferred [83]. For instance, human genes have a large variation in the preferred codonus-
age [83]. Although, this has partly been explained by tissue-specific codon usage [84].
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1.3.4 Codon pair bias
In addition to the codon usage being biased in some organisms, the codon pairs appear
in a frequency not expected by the codon usage [85]. The specific mechanisms that are
influenced by the codon pair bias are not yet elucidated, but in yeast, the codon pairs
appear to influence the efficiency of the translation machinery [86]. This impact on
the translational efficiency was suggested to be caused by interactions between adja-
cent tRNAs during elongation. Furthermore, codon pairs have also been illustrated
to have a significant influence on mRNA stability [87]. Specifically, genes with an al-
tered codon pair usage were expressed in cells, and the altered genes were illustrated
to have a less stable mRNA than the wild-type gene. This codon pair bias has, e.g.,
been used to attenuate a polio virus by changing the frequency of codon pairs [88].

1.4 Alignment-based sequence comparison
Bioinformatics deals with computational methods of analyzing and interpreting bi-
ological data. Already in the 1960s, computers were used to analyze sequences and
their evolution based on sequence similarity [89]. Today, the size of the problems
has grown along with the myriad of data types and methods available. However, the
identification of sequence similarity is still a foundational problem, and is computed
through sequence alignment.

A sequence alignment of two or more genomes is an arrangement of the sequences
which indicates similarities (matches between the sequences) and dissimilarities (mis-
matches, substitutions, and deletions). See Figure 1.5 for an example.

s

t

TACGACACCGTAACCATACAT
|||||| ||  ||||||||||
TACGACGCC--AACCATACAT

s t
Figure 1.5 Illustration of an alignment. Here ‘|’ indicates a match between the two se-
quences, ‘-’ indicates an insertion or deletion, and unmarked positions indicate other mis-
matches. Alignments derive their importance from the fact that an alignment with many
matches hints at the existence of a common ancestor. s and t likely share a common ancestor,
as they have much shared sequence.

There are many ways to formalize what constitutes the best alignment and many
ways to compute the best alignment given any specific mathematical definition by as-
signing a gap penalty and a score for pairingmatches ormismatches, e.g., theDayhoff’s
famous PAM matrices [90]. The resulting alignment depends on the choice of parame-
ters [91]. In some cases, such as when the assigned penalty for mismatches far exceeds
that of gaps, the alignments end up consisting primarily of gaps. An early alignment al-
gorithm is the Needleman-Wunsch algorithm [92], which calculates global alignment,
i.e., the alignment of entire sequences. Aligning sequences is computationally expen-
sive, requiring time in the order of n ×m with n and m being the respective length
of the aligned sequences. This makes the task computationally prohibitive for longer
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sequences, such as chromosomes or even the largest genes (in the human genome 2.4
Mbp [93]).

In many applications, such as estimating the evolutionary history of a collection
of sequences, an alignment of all sequences in question is needed, referred to as a
multiple-sequence alignment. This makes the problem significantly harder as the
alignment of each sequence needs to consider every other sequence. In addition, this
adds to the computational complexity. In fact, there likely is no computationally effi-
cient algorithm that solves the problem exactly [94]. Instead, many methods resort to
approximations.

Perhaps the most popular alignment-based tool is BLAST, which uses short exact
matches in sequences to gradually create a local alignment of a single sequence to a
large collection of sequences [95]. A local alignment is defined as an alignment of
a subsequence of the first sequence to a subsequence of the other sequence. This is
especially useful when the two sequences in question are dissimilar or where parts of
the sequences are highly mutated while others are conserved.

Sequence alignment is an invaluable tool for many biological tasks, such as finding
the origin of a newly discovered sequence and determining the evolutionary relation-
ship between sequences. This is based on the observation that if two sequences align
with few mismatches (high alignment score), there likely is a recent common ancestor
of the two sequences (e.g., Figure 1.5).

Another important application of sequence alignment is that of read mapping. For
example, given a collection of DNA sequencing reads from a human, a read mapper
places each read at a genomic position in the human genome. An example use case is
the detection of mutations in a genome which can indicate disease or potential treat-
ments. Popular read mappers include minimap 2 [96], and Bowtie 2 [97].

1.4.1 Limitations of sequence alignment
Sequence alignment relies on a number of assumptions about the evolutionary rela-
tionships of the sequences [98]. For viruses, two assumptions are especially hard to
support. (i) The alignment of sequences in question needs to be largely homologous.
However, many viruses have high mutation rates [99]. This can make alignments
of more distantly related or not conserved regions highly gapped and unreliable. (ii)
The alignment of whole genomes assumes that the genomes are clonally related. In
viruses, this is frequently violated as parts of the genomes can move between different
strains, for example, through recombination. This makes estimating the evolutionary
distance between two sequences based on alignment difficult. Furthermore, for align-
ment scores as high as 60%, remote homologs are often difficult to distinguish from
unrelated sequences [100].

To address these issues, alignments are typically limited to conserved genes, with
the assumption that these can be used to represent the evolutionary history of the
viruses in question. Alternatively, alignments are based on the amino acid sequence.
Genes are typically selected basedon their presumed shared evolutionary origin. How-
ever, the alignment of different genes from the same viruses often gives conflicting
evolutionary histories, e.g., for papillomaviruses [101], and herpesviruses [102].
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1.5 Alignment-free sequence comparison
To study evolution and sequence similarity without the computational demands and
assumptions of sequence alignment, alignment-free sequence comparisonhas become
a popular alternative. The most common alignment-free methods use the counts of
words of length k, so-called k-mers, in sequences. For example, ACGT is a 4-mer, and
CATATTAC is an 8-mer.

Early alignment-free methods considered the GC content of genomes [103], es-
sentially equivalent to the count of 1-mers. This was later expanded to include din-
ucleotides (2-mers) [74], tetranucleotides (3-mers) [104], and up to 9-mers [105]. It
was further found in 2003 that by relying just on GC content, it was possible to distin-
guish between 40% of the then sequenced species [106]. Other early work on k-mers
utilized the fact that if two sequences are homologous and align well, they must share
many k-mers [107] (see Figure 1.6).

s

t

CACACCCTCAGGCCCACG
 |||||| |||  |||| 
AACACCCACAGTACCACC

s

t AACACCCACAGTACCACC
AAC

   ACC

 ACA
  CAC

CACACCCTCAGGCCCACG

    CCC

    CCC

     CCT

     CCA
...

CAC

   ACC

 ACA
  CAC

Figure 1.6 Illustration of correspondence between alignment and matching k-mers. The
positions that align on the left correspond to matches between the 3-mers on the right. The
blue boxes illustrate matching 3-mers and the gray 3-mers do not match.

Today, the most popular alignment-free approach considers the frequency of long
k-mers (often k ≥ 20) in two sequences and assigns a similarity score based on how
many of the long k-mers are present in both sequences. This type of analysis pow-
ers many popular modern tools, such as Kraken 2 [108], which, similar to BLAST, can
identify the origin of a sequence but is considerably faster. Other methods, such as
Mash [109] and skmer [110] use the number of shared k-mers of two sequences to
estimate their evolutionary distance.

Most long k-mers will occur approximately once in a genome (Figure 1.7). Some
alignment-free methods utilize this fact to gain the advantages of sequence alignment
and homology without computing the alignment. Specifically, the matching k-mers
are assumed to originate from the same position in the genome. Depending on the
genome size, the value of k needs to be chosen carefully to ensure that the matching
k-mers come from the same location in the genome, and so that random mutations
do not lead to the presence of the same k-mer at a different position. This works well
for the classification of a genome and for studying the evolutionary relationship be-
tween closely related strains. However, with mutations above a certain threshold, few

1.5. ALIGNMENT-FREE SEQUENCE COMPARISON 13



100 102 104 106

Count

0.0

0.2

0.4

0.6

0.8

1.0

Pr
op

or
tio

n

2
9
21

Figure 1.7 The proportion of frequency of 2,9,21-mers in Drosophila melanogaster. Most
21-mers occur once and 2-mers roughly one sixteenth of the genome size. For the 9-mers there
is significantly more variation, where some k-mers are frequent and others are infrequent.

k-mers will be shared, which makes reasoning about the relationship of the species
difficult.

Instead, the frequencies of shorter k-mers have been illustrated to be informative
of both the sequence and the biology (reviewed in [34]). Here, the typical method picks
a value of k ≤ 15 and compares the count of k-mers from a collection of sequences.
For example, two distantly related species might not have a significant amount of con-
served sequence, but with a large fraction of inherited sequence from an ancestral
species, they might still have a relatively similar frequency of many shorter k-mers as
compared to unrelated species. In addition, shared frequencies of shorter k-mers can
indicate evolutionary pressure acting on their genomes.

Early methods using short k-mers defined the D2 statistic that compares exactly
the count of each k-mer in two sequences to determine how related they are [111].
Later work established a background-adjusted version called D∗

2 that instead com-
pares the count of the k-mers based on the expected counts [112]. Applications of
this measure include host-prediction of bacteriophages [113], based on a presumed
adaptation of the virus to the host. A similar approach called CVTree has been used to
estimate the phylogeny of prokaryotic organisms [114].

1.5.1 Limitations of k-mer based approaches
What the appropriate length of k is for a specific task is not obvious. When analyz-
ing 1-mers or 2-mers, all such k-mers will exist in the sequence and be very frequent
(Figure 1.7), but it might be difficult to distinguish between highly related sequences.
Therefore, a slightly larger k needs to be selected, where most k-mers are still fre-
quent but where the counts are sufficiently distinct to differentiate between related
sequences. In many cases, 6-mers or 9-mers have provided a good tradeoff between
these factors [113, 115]. For longer sequences, using k = 10 [116] or k = 14 [117]
can give better results.

Furthermore, with the typical k-mer approaches, the size of k is fixed. This is
suitable for longer genomes, where the count of each k-mer can be estimated well.
However, even in longer genomes, many longer k-mers are infrequent, making esti-
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mations about their frequency throughout a genome impossible. Therefore, it is often
necessary to tune the size of k based on the length of the sequences. For instance, the
frequency of most 9-mers in the Drosophila melanogaster genome varies from 100 to
5 000 occurrences (Figure 1.7). There, the estimation of the frequency of the low-
count k-mers from, e.g., a fragment of the sequence, would be less accurate than the
estimation of the high-count k-mers.

As the length of k increases, the number of possible k-mers in an infinitely large
genome increases exponentially asO(4k). In real genomes, the number of possible k-
mers is bounded by the sequence length (n−k+1). This also makes it computationally
expensive to analyze the counts of k-mers for larger values of k.

1.6 Markov chains
There is a close correspondence between the count of k-mers and the probabilistic
models called Markov chains. The Markov chains are an extension of an independent
and identically distributed (i.i.d.) model, which captures the probability of observing
either of the A, C, G, and T nucleotides in a sequence. This corresponds exactly to the
relative frequency of the 1-mers (fA, fC, fG, fT). In these types of models, the probabil-
ity of observing each nucleotide is assumed to be independent of all other observed
characters.

The higher-order Markov chain expands on the i.i.d. model by modeling the prob-
ability of observing a character c after a k-merw. With k = 1,w is an individual char-
acter (A, C, G, or T), and the model is a first-order Markov chain. Note that ‘Markov
chain’ without further qualifications refers to a first-order Markov chain. In higher-
order Markov chains, the k-mers w, where k > 1, each correspond to a state of the
model, and the model contains the probabilities of observing each nucleotide after
each k-mer. Both c and w are composed of characters from an alphabet Σ, which in
the context of DNA is typicallyΣ = {A, C, G, T}, with c ∈ Σ andw ∈ Σ∗. We denote
the probability as p(c|w), which can be estimated based on the frequency fw ofw and
the combined k-mer wc, as p̂(c|w) = fwc/fw .

Specifically, each set of k-mers corresponds to a higher-order Markov chain with
an order of (k − 1). Each probability of the higher-order Markov chain can be esti-
mated from the k-mer counts as p̂(c|w) = fwc/

∑
σ∈Σ fwσ . See Figure 1.8 for an

example.

1.6.1 Variable-length Markov chain
The variable-length Markov chains (VLMCs) are an extended model of the higher-
order Markov chains [118, 119]. Where the higher-order Markov chains has a fixed
size of the k-mers, in the VLMCs, the size of the k-mer in each state is allowed to
vary. This makes the VLMCs more flexible, as they can include shorter k-mers when,
e.g., a k-mer is infrequent and thus the probabilities cannot be estimated well, but can
have longer k-mers where that improves the specificity of the model. Consider, for
example, the sequencing errors that are introduced in sequencing experiments. On
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Higher-order Markov chain Variable-order Markov chain

k-mer c Count p̂(c|k-mer) k-mer c Count p̂(c|k-mer)

AAAA 190 AAAA 190
AAAA A 70 70/190 ≈ 0.38 AAAA A 70 70/190 ≈ 0.38
AAAA C 20 20/190 ≈ 0.11 AAAA C 20 20/190 ≈ 0.11
AAAA G 40 40/190 ≈ 0.21 AAAA G 40 40/190 ≈ 0.21
AAAA T 60 60/190 ≈ 0.32 AAAA T 60 60/190 ≈ 0.32
AAAC 200 AAAC 200
AAAC A 30 30/200 = 0.15 AAAC A 30 30/200 = 0.15

… …
CGAG 10 GAG 101
CGAG A 3 3/10 = 0.3 GAG A 33 33/101 ≈ 0.33
CGAG C 3 3/10 = 0.3 GAG C 23 23/101 ≈ 0.23
CGAG G 0 0/10 = 0.0 GAG G 14 14/101 ≈ 0.14
CGAG T 4 4/10 = 0.4 GAG T 40 40/101 ≈ 0.40

… …

Figure 1.8 Relationship between k-mers and the probabilities inMarkov chains. Estimat-
ing the probabilities of A, C, G, T following the k-mer CGAG is complicated by the low frequency
of the k-mer, but with variable-length Markov chains, it is possible to exclude the k-mer and
instead use the probabilities following GAG. The small counts of k-mers makes the estimated
probabilities vulnerable to potential errors in the sequence, such as those from sequencing er-
rors.

infrequent k-mers, such errors will have a large impact on the estimated probabilities.
Therefore, by excluding infrequent k-mers, the models can be more robust.

There are many ways to select which k-mers are included in a VLMC [120–126].
However, the standard method is based on the Kullback-Leibler divergence [126]. In
this method, each state with k-mer cw is compared to the more general state with
(k − 1)-mer w, which is one shorter and typically referred to as the parent of the cw
state. The divergence is computed as

∆cw = fcw
∑
σ∈Σ

p̂(σ|cw) log
(
p̂(σ|cw)
p̂(σ|w)

)
. (1.1)

States with k-mers cw that have a ∆cw < K are removed from the VLMC. The
value ofK is referred to as the threshold and is used to determine the size of the model,
with smaller values giving larger VLMCs.

1.6.2 Advantages of variable-length Markov chains
Compared to the k-mer or higher-order Markov chain approaches, the VLMC in-
cludes a principled way to constrain the model’s size. For k-mers and higher-order
Markov chains, a fixed k value has to be set, which always gives 4k parameters in the
model. As k increases, the number of parameters increases exponentially, and many
k-mers will not even occur once. Since the VLMCs do not have to include all k-mers
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for a fixed k, the number of parameters can instead vary depending on which can be
estimated with sufficient support. For example, suppose a k-mer is infrequent in a
given sequence. In that case, the VLMC can instead include the (k − 1)-mers where
the corresponding probabilities can be accurately estimated (e.g., Figure 1.8).

1.6.3 Applications of variable-length Markov chains
Variable-length Markov chains have previously been applied to study various biolog-
ical questions. Example applications include the detection of horizontal gene trans-
fer in bacterial genomes [127], tracing the origin of plasmids [102], and predictions
of indel flanking regions in proteins [128]. More recently, VLMCs were applied in
conjunction with k-mers to better approximate the background adjustment of the d∗2
measure when clustering transcriptomes [129].

To perform these analyses, a VLMC is computed for each genome in a collection.
Then, the likelihood of each query sequence is computed for all VLMCs. The VLMC
that gave the highest likelihood is identified, indicating which genome the query se-
quence is the most similar to.

1.6.4 Other variable k-mer approaches
Variable-length Markov chains are not the only alignment-free method that incorpo-
rates k-mers of different lengths. Other methods that account for k-mers of variable
sizes include EP-SIM [130], which targets short k-mers, and PopPUNK [131], which tar-
gets longer k-mers. EP-SIM [130] achieves this by using Entropic Profiles, which com-
bines information about the distribution of k-mers up to a fixed length in the entire
genome with the distribution of k-mers at each position in the genome. PopPUNK [131]
instead uses every other k-mer size between two ranges kmin and kmax (default = 29),
and computes how many such k-mers are shared between two genomes. In addition,
an early definition of D2 suggested that it might be useful to include the count of
k-mers of multiple lengths, where l ≤ k ≤ u for some l and u [111].

1.6.5 Summary of Markov chains
In summary, higher-order Markov chains, and in particular variable-length Markov
chains, are methods that capture the specifics of sequences without relying on se-
quence homology. They can be applied to classify sequences of unknown origin or to
study evolutionary relationships between sequences. Variable-length Markov chains
improve on higher-order Markov chains and k-mers by allowing for flexibility in
which k-mers are included in the models.

1.7 Genomic signatures
As previously discussed, certain organisms have been shown to have a specific pre-
ferred usage of, for example, dinucleotides [74, 75] and codons [83]. In addition, early
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work on k-mers showed that it is possible to distinguish between coding and non-
coding regions by using the counts of 3-mers [132]. Although genomic signatures
were originally defined only on dinucleotides, we extend this definition to include
k-mers of variable lengths. By analyzing longer k-mers, such as 6- or 9-mers, it is
likely possible to observe more specific genomic signatures than with dinucleotides.
The specific patterns of k-mers will be biased by, for example, preferences for spe-
cific dinucleotides, codons, or codon pairs. In addition to these biases, they may also
be influenced by specific binding sites or transcription factors, or other mechanisms
acting on their genomes.

Many virus genomes have a nucleotide composition that is similar to the compo-
sition of their hosts [133]. However, this is not the case for all viruses, as exemplified
by the two alphaherpesviruses HSV-2 and VZV, which both infect humans but have
a large difference in GC content: 70%, and 46%, respectively. In addition, the dinu-
cleotide content of some plasmids is similar to their hosts, while plasmids with broad
host ranges are often not similar to any of their hosts [75].

Furthermore, it has been shown that it is possible to alter the fitness of viruses by
altering their codon usage, for example, to increase gene expression of HPV 16 [57]
and HPV 11 [134] and to attenuate the ΦX174 phage [135]. This highlights that spe-
cific codon usage is important for the expression of viral genes. Despite this, it was
recently shown that most eukaryotic viruses’ genes are not adapted to be similar to
the host’s average codon usage [133].

Codonpairs have also been illustrated to be similar between the polio virus and the
human genome, and can be used to attenuate the virus [88]. However, the frequency
of codon pairs has also been illustrated to strongly correlate with the frequency of din-
ucleotides [136]. In addition, for several viruses that were attenuated by altering their
codonpairs, the cause of the attenuation is thought to be an increase of the specific din-
ucleotides that are targeted by the host immune system [137–139]. However, altering
the codon pairs has also been illustrated to have an attenuating effect on influenza A
viruses, while specific changes in dinucleotides did not attenuate the viruses [87]. Fur-
thermore, both codon pairs and dinucleotides have been shown to only marginally be
similar to the host of viruses, which implies that there may not be a large degree of
adaptation of either [136, 140].

As previously discussed, the analysis of biological properties of genomes, such
as the GC content or dinucleotides, falls into the domain of alignment-free methods.
For instance, the counts of 1-mers (fA, fC, fG, fT) corresponds to the GC content of
the genomes ((fC + fG)/(fC + fG + fA + fT)). Likewise, comparing 2-mers (e.g., fCG)
is equal to comparing dinucleotides of the genomes. Parts of all 3-mers in a genome
include the codons of the genome. Note that in the typical method, k-mers disregards
genes’ reading frame and counts all possible 3-mers.

Recently, the 5-mer counts of archaea genomes were found to correlate both with
the phylogeny of the genomes and the salinity and temperature of the ecological niche
of the archaea [141]. They also showed that many archaeal viruses cluster primarily
according to their taxonomy rather than with their hosts. This result is in contrast
to other studies on bacteriophages’ host similarity, where many viruses that infect
bacteria were shown to be similar to their hosts [113, 142].
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In addition, the counts of 3-mers of ancient integrated retroviruses in the human
genome were recently analyzed [143]. They found that most integrated virus genomes
still had a similar 3-mer composition to extant viruses and were not, over time, sig-
nificantly altered to have human-like 3-mer counts. Furthermore, by using 3-mer
counts, they identified several previously undiscovered inserted virus-like elements
in the human genome.

In summary, all of these findings support that there are preferences for various
biological properties in the genomes of viruses, with implications for their fitness.
These specific preferences for a certain set of k-mers in the genome of a species are re-
ferred to as the genomic signature of that organism. Note that the k-mer preferences
that we discuss here are those that are subject to selective pressure, which causes a
certain set of k-mers to be present throughout a genome.

Furthermore, it might be possible to illustrate more specific genomic signatures
with the help of k-mers instead of dinucleotides. To address some of the issues with k-
mers, we use the variable-length Markov chain for the analysis of genomic signatures,
as previously suggested [127].
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Chapter 2 Aim

To our knowledge, no comprehensive analysis of the genomic signatures in viruses
exists. Specifically, it is not known if there are specific preferences of k-mer counts
throughout the genomes of viruses, as has been previously shown for eukaryotes and
prokaryotes with dinucleotides. Thus, the aim of this thesis was to study the evolution
and host-adaptation of virus genomes, with a focus on genomic signatures. The first
part of this aim was to develop methods that make analysis of genomic signatures easy
to performand computationally efficient (paper I, II).With these improved algorithms,
the second part of the aim was to thoroughly investigate how common and specific
genomic signatures are in viruses (paper III). The third part was to establish to which
extent the genomic signatures of viruses are adapted to the genomic signatures of their
hosts (paper IV). The final part of the aim was to demonstrate how genomic signatures
can be used to answer important evolutionary questions by applying them to detect
recombination (paper V).
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Chapter 3 Methods

3.1 Variable-length Markov chains
The construction of VLMCs is a time and memory-intensive task. There are several
algorithms for the construction of VLMCs from the early 2000s [122–124], but none
are able to handle modern datasets or sequence sizes. An improved but no longer
available method from 2008 achieved increased memory and speed efficiency [144,
145]. Thus, there is a need for new algorithms for VLMCs that can handle modern
datasets.

One traditional application of the VLMC is to predict the likelihood of a sequence
given a specific VLMC. This can be applied, for example, to classify unknown se-
quences in metagenomic studies. For a given sequence S and VLMC λ with the max-
imum length of the k-mers as k, the likelihood is computed as

L(S|M) =

|S|∏
i=0

p(Si|Si−k . . . Si−1, λ). (3.1)

Here p(Si|Si−k…Si−1, λ) refers to the likelihood of the ith nucleotide in S after ob-
serving the k previous nucleotides. For computational purposes, this is typically log-
transformed and then negated to give positive values,

−
|S|∑
i=0

log p̂(Si|Si−k . . . Si−1, λ). (3.2)

This gives a measurement called the negative log-likelihood, which is sometimes re-
ferred to as the score of a sequence.

Since the likelihood and negative log-likelihood of a sequence depends on the
length of the sequence, with a longer sequence giving a larger value, we usually use the
normalized likelihood. This is computed by calculating the negative log-likelihood of
a sequence and dividing the result by the length of the sequence. This is then trans-
formed into a likelihood by computing the exponential of the result.

A further consideration is the correlation between GC content and the likelihood
under a VLMC.This correlation indicates a tendency to assign a large likelihood to un-
related sequences due to a similarity in GC content. Correcting for the GC content is
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straightforward, as the GC content of a sequence can be found for any VLMC. Specif-
ically, the GC-adjusted negative log-likelihood of a sequence S can be computed as

|S|∑
i=0

log
p̂(Si|Si−k . . . Si−1, λ)√

p̂(Si|λ)
, (3.3)

where k is the maximal length of a k-mer in the model. This adjusted version no
longer recognizes sequences with similar GC content as similar unless they also share
similarities in longer k-mers.

We additionally apply sliding window analyses to study the genomic signatures
in viruses. The sliding window approach refers to the computation of the negative
log-likelihood of short, overlapping parts of the sequence (windows). Typically, this is
visualized as a window that is moved (or slid) over the sequence. We usually show the
results as the normalized likelihood of the sequence of each VLMC for each window.

3.1.1 Parameter selection of VLMCs
Selecting which parameters to use when training VLMCs depends on the specific task.
The specific parameter selection method can vary. In the following, we offer some
guidance.

There are three parameters that can be tuned when constructing VLMC: the max-
imum length of an included k-mer, the minimum count to include a k-mer and the
Kullback-Leiber threshold. The most important parameter is the threshold of the
Kullback-Leibler-based comparison between each parent and child state ∆cw (Equa-
tion (1.1)). In VLMCs, the parent state is the k − 1 suffix of the child k-mer. For
example, the child state ACG would have a parent state that corresponds to CG. The
value of∆cw correlates roughly with how different the probabilities of the two states
are and with the count of the corresponding k-mer (Figure 3.1).

One approach to selecting parameters of a model is the Bayesian information cri-
terion (BIC) [146]. The BIC of a specific model is defined as

BIC = card(λ) ln |S| − 2 lnL(S|λ), (3.4)

where S is the sequence that the VLMC λ is trained on, |S| is the length of the se-
quence, and card(λ) is the size or number of parameters of the model. We compute
card(λ) from the number of (terminal) states in the modelλmultiplied by the number
of free parameters per state (for DNA, there are three free parameters). By computing
the BIC on a large set of short and medium-sized sequences, we found that the optimal
value given by the BIC of ∆cw increases linearly with sequence size (Figure 3.2).

From the same analysis, we also find that the optimal maximal length of k-mers
included in the models also grows with the sequence length (Figure 3.2). For most
cases, the optimal maximal depth is below 10, even for sequences 10million nt long.

Furthermore, the size of the VLMCs grows linearly with an increase in sequence
length (Figure 3.3). Here, the size of a VLMC is defined as the sum of the length of all
included k-mers. This illustrates the flexibility of the VLMCs, as they are adapted to
the length of the sequence.
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Figure 3.1 Illustration of ∆cw as a function of the difference in probabilities. Each dot
corresponds to a state with a count of either 10 (on the left) or 100 (on the right). The Mean
prob. diff. refers to the average absolut difference in the probabilities of the child and parent
state. With K = 3.9075, all states in the shaded area will be removed.

For other tasks, such as the construction of phylogenetic trees to analyze the evolu-
tionary relationships between sequences, setting∆cw close to 0 gave trees that better
corresponded to the trees of similar methods. This highlights that it is important to
select appropriate parameters based on the task.

3.1.2 Graphical representation of VLMCs
To enable easy visual inspection of VLMCs, we have also developed a graphical rep-
resentation. The representation is based on the probabilities of the models, and the
structure of the representation shows the included k-mers in the VLMCs. Thus, the
shape of the representation allows for visual inspection of the differences in genomic
content between sequences.

By using the relative frequencies present in the VLMC, we construct a representa-
tion of the k-mers the model represents. In the most general case, the VLMCs contain
only the probabilities of the single nucleotides A, C, G, and T, and the visualization thus
contains the probability of each nucleotide (Figure 3.4A). As we increase the complex-
ity of the model, the VLMCs capture the frequencies of dinucleotides (Figure 3.4B). In
the representation, the dinucleotide AC follows C, as AC is an extension of the C context.
The size of the dinucleotide fraction in the visualization corresponds to the likelihood
of observing the dinucleotide in the sequence. Including 3-mers extends the visual-
ization in an analogous manner (Figure 3.4C). The size of 3-mer in the visualization
corresponds to the likelihood of observing the 3-mer in the sequence and is placed
after its suffix to illustrate the growing contexts in the VLMCs. During the VLMC
construction, however, some k-mers are pruned, and thus the corresponding spaces
in the visualization are left blank, as can be seen for 3-mers in Figure 3.4C.

We illustrate an application of the representation by computing the VLMCs of the
Human alphaherpesvirus 1 (HHV-1) and the Human alphaherpesvirus 3 (HHV-3) (Fig-
ure 3.4D, E). By looking at the illustration of HHV-1, it is clear that it has a GC-rich
genome, as the fractions of G and C dominate. Further, the CC, CG, GC, and GG dinu-
cleotides occupy a large portion of the dinucleotide space. The long k-mers in the
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Figure 3.2 Illustration of the optimal parameters of the VLMC creation. The optimality is
defined by the BIC. The observed min count and max depth are the values of the state in the
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Figure 3.3 The size of VLMCs correlates with the genome size. With fixed parameters
settings of ∆cw = 3.9075, the size of VLMCs grow linearly with the genome size.
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Figure 3.4 Graphical representation of VLMCs. Each area in the visualization contains the
conditional probability of observing that context in the VLMC. A, B, and C contains an in-
creasingly more complex VLMC computed on the sequence NC_001416.1, while D and E are
computed on HHV-1 and HHV-3, respectively (see text for details). The different shapes of the
models allow for visual inspection of the differences in their respective genomes.

model also correspond to branches of GC-rich k-mers, with an occasional T or A. In
contrast, the illustration of the HHV-3 genome shows a relatively balanced nucleotide
content, with a slight bias towards A and T. A few long branches start at repeats such
as AAAA or ATAT. The visualizations show that these two viruses, although both Her-
pesviruses infect humans, are different.

3.2 Datasets
The datasets of each paper are described in the respective paper. As a summary, to
benchmark the speedup and memory usage of the algorithms in paper I and II, we
used some of the largest known genomes, with representatives from most domains
(Table 3.1). In paper III, we used a dataset of eukaryotic viruses. The included se-
quences were selected based on the current ICTV classification of viruses (Table 3.2).
In paper IV, we additionally included prokaryotic viruses as well as a large collection
of host genomes (Table 3.3).
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Organism Accession Length (Mbp) GC%

Pandoravirus salinus NC_022098.1 2.474 61.72
Sorangium cellulosum GCF_004135735.1 11.261 72.58
Drosophila melanogaster GCA_004798055.1 133.404 42.12
Oryza sativa GCA_001623365.2 387.424 43.61
Symbiodinium kawagutii GCA_009767595.1 935.067 45.54
Homo sapiens GCA_000001405.28 3099.706 41.04
Palaemon carinicauda GCA_004011675.1 6699.724 37.37
Pinus taeda GCA_000404065.3 22 103.636 37.45
Ambystoma mexicanum GCA_002915635.2 32 396.370 44.97
Neoceratodus forsteri GCA_016271365.1 34 557.648 44.13

Table 3.1 Genomes used to benchmark the algorithms in papers I and II. The Accession is
the NCBI accession id of the corresponding assembly or sequence for the organism.

Baltimore Number of sequences Number of species Number of families

dsDNA 818 528 18
dsDNA-RT 89 89 2
dsRNA 717 135 10
ssDNA 895 711 8
(+)ssRNA 1107 926 44
(-)ssRNA 567 306 21
ssRNA-RT 53 53 1

Table 3.2 Summary of dataset used in paper III. The number of sequences are sometimes
much larger than the number of species due to the segmented viral genomes.

Group Number of sequences Number of species Number of families

Archaea 445 140 29
Bacteria 5491 1483 327
Fungi 1803 167 54
Insecta 7873 399 99
Metazoa 12 821 530 293
Viridiplantae 5528 391 98
Viruses 12 272 9338 179

Table 3.3 Summary of dataset used in paper IV. The number of sequences include both the
segments of segmented viruses and the chromosomes of prokaryotes and eukaryotes.
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Figure 3.5 Themethod used to determine if a virus has a specific genomic signature. Each
virus genome is split into twoparts, one containing30%of the genome (the query) and the other
70% of the genome (the signature). For each query, we find the signature that is the most similar
to it based on the likelihood of the sequence.

3.3 Method of detecting genomic signatures
To analyze to what degree viruses have specific genomic signatures, we studied if each
virus sequence had a specific pattern of k-mers throughout its sequence. To do this,
we split each virus sequence into two parts, the first 30%, termed query, and the last
70%, termed signature (Figure 3.5). By comparing the two parts with VLMCs com-
puted on the 70% and likelihoods computed on the 30%, this illustrated in which
cases the patterns of k-mers present in both parts were similar. A more thorough test
could instead test arbitrary parts of the genome against each other. We found that this
more thorough and time-consuming test gave similar results as the simple test. To not
bias these results by repeat regions, simple repeat regions were removed prior to the
analysis.

We designed a statistical test to verify that the observed results would not be
observed simply due to the number of viruses in each genus or family. This test
compared the number of observed viruses with specific signatures to the number of
viruses with specific signatures that would be expected at random. The distributions
were compared with a one-sided t-test with an alpha of 0.05 and adjusted with the
Bonferroni method.

3.4 Genomic signatures of viruses compared to
their hosts

We further analyzed how similar viruses’ signatures are to their hosts’ signatures in
paper IV. To do this, we designed a statistical test based on dissimilarities between
viruses and their hosts compared to those between viruses and all other members of
the host’s domain. We expanded this by also comparing to members of the virus’ host’s
family, order, and phylum (Figure 3.6).

The second test of host adaptation of viruses’ signatures compared viruses with
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Compare viruses to hosts
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Compare viruses with same host

Same host Same genera - di�erent host

Figure 3.6 The methods of analyzing host adaptation in paper 4. Dissimilarities between
viruses’ signatures and hosts’ signatures were compared to determine if viruses had adapted
their signatures based on similar selection pressures as those acting on the hosts’ signatures.
The dissimilarities between signatures of viruses with the same host were compared to the dis-
similarities of related viruses with other hosts.

the same host. Here, we compared the distribution of dissimilarities of viruses with
the same host to the distribution of dissimilarities between those viruses and all other
members of the same genera with different hosts.

Both analyses were implemented with Mann-Whitney U tests [147] as the dissim-
ilarity distributions were not normally distributed. The p-values corrected for multi-
ple hypotheses with the Benjamini/Hochberg method [148].

3.5 Sequencing
In paper V, we developed a method to detect recombination events from sequencing
data. We provide the exact details in the paper. In the following, we provide the rea-
soning behind the choice of sequencing. We sequenced both virus strains grown in
laboratory conditions and a sample from a patient. To do the sequencing, we opted
for nanopore sequencing. Primarily, recombination events are easier to classify with
long reads, which the nanopore sequencer can provide. Specifically, it is easier to de-
tect a recombination event if there is a sufficient amount of sequence on both sides
of the recombination breakpoint. Therefore, the longer the reads, the easier to de-
tect recombination. We selected nanopore over other long-read sequencing methods
because we could easily run the methods ourselves.
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Chapter 4 Results

4.1 Algorithms for variable-lengthMarkov chains
The aim of paper I was to improve the algorithms for the construction of variable-
length Markov chains. Previous algorithms for this task were slow and could not
handle even moderately sized bacterial genomes due to the large amounts of memory
required. This was identified as a significant issue as we were interested in comparing
the genomic signatures of viruses to their hosts (see paper IV).

To speed up the VLMC construction, we re-implemented a faster algorithm that
was no longer available [144]. This algorithm is based on a data structure called lazy
suffix trees [149]. We improved this algorithm by designing a parallelized construc-
tion scheme. In addition, some further optimizations were realised with hash maps.

The new method is significantly faster and requires up to 1000 times less mem-
ory than the original algorithm. Compared to VOMM [150], the previous state-of-the-
art, the new algorithm was up to 100 times faster for common parameter choices of
VLMCs (Table 4.1). For example, computing a VLMC on the Human genome with
VOMM takes 3.3 hours, and with our algorithm, 2.2 minutes. However, the memory us-
age was slightly larger at ≈ 19 bytes per character, while VOMM uses ≈ 12 bytes per
character. For example, computing a VLMC on the Human genome takes ≈ 63GB
of RAM, while VOMM uses ≈ 39GB of RAM. On larger genomes, the parallelized algo-
rithm achieves a speedup of close to 9 on 32 cores. As 92% of the algorithm can run
in parallel, this is close to the best possible speedup according to Amdahl’s law [151].

We also extensively tested which parameters to use for the training of VLMCs
based on the BIC parameter selection method. We found that the BIC gave an opti-
mal depth of the model and ∆cw threshold that increases with sequence size, but the
optimal min count does not, and for the longer genomes was often above 100. This
model selection is further explored here on a larger set of sequences in Section 3.1.1.

In conclusion, our improved algorithm enables the computation of VLMCs on
all prokaryotic genomes and most eukaryotes, except for the current two largest se-
quenced genomes. With parameters determined by the BIC, the method is up to 100
times faster than the VOMM. In addition, it was the first parallel algorithm for the con-
struction of VLMCs. We also implemented a parallelized computation of the negative
log-likelihood (see Equation (3.2)) and the computation of the negative log-likelihood
of adjacent subsequences of a sequence (sliding window).
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4.2 External-memory construction
The relatively high memory usage of the previous algorithm prohibited its use on
larger genomes. While such genomes could have been excluded here, the time to com-
pute VLMCs on moderately sized genomes for parameters larger than the ones sug-
gested by the BIC was still significant. For example, increasing the maximum value
of k in the model from 8 to 15 resulted in 14 times slower construction. Therefore,
the aim of paper II was to develop an algorithm that could compute VLMCs for larger
values of k and longer genomes.

The algorithm is based on k-mer counts, which can be computed for genomes
and sequencing data sets with several efficient methods [152–154]. From these k-mer
counts, all of the l-mer counts for l ≤ k are computed iteratively. And, as illustrated
in fig. 1.8, from these l-mers, it is possible to estimate a variable-length Markov chain.
The l-mers are then sorted to enable the computation of ∆cw , so that each parent w
(e.g., CGT) is proceeded by all its child cw states (e.g., ACGT).

The algorithm is up to 70 times faster than our previous algorithm. In addition, it
is more memory efficient than our previous algorithm and can also optionally run in
external memory, where data is stored on disk instead of in RAM. While running in
external memory is approximately two times slower than the RAM implementation,
it enables the construction of even the largest sequenced genomes.

These computational improvements also allow VLMCs to be computed directly
on sequencing read data. We illustrated that VLMCs computed on sequencing reads
are similar to VLMCs computed on reference genomes. This enables applications
where VLMCs are computed directly on sequencing data, bypassing assembly.

We also developed two dissimilarity measurements for VLMCs. We call them dv
andd∗v , which compare two VLMCs faster than the negative log-likelihood. The meth-
ods are similar to the k-mer method d∗2 [112]. We used d∗v to construct phylogenetic
trees from sequencing reads, with slightly better results than other methods, particu-
larly on higher sequencing error rates.

In conclusion, this algorithm enables the computation of VLMCs on genomes of
all sizes. These improvements further enable VLMCs and genomic signatures to be
computed directly on sequencing data, allowing computations even on most laptops.

4.3 Genomic signatures in viruses
Powered by these improved algorithms, the aim of paper III was to map to which ex-
tent viruses have specific genomic signatures. It has previously been illustrated that
many prokaryotes and eukaryotes have specific dinucleotide content [74, 75]. In par-
ticular, the dinucleotide contents of many of these organisms are preserved in much of
the genomes. This might indicate a selective pressure acting on the genomes of these
organisms, where the specific dinucleotide content confers some evolutionary advan-
tage. Since viruses often rely on their host’s genetic and translational machineries
for their replication and gene expression, viruses might be subject to similar selective
pressure acting on their genomes as their hosts. However, it is not known if viruses
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Method

Organism Size (Mnt) VOMM Paper I Paper II

Pandoravirus salinus 2.474 5.4 0.11 0.40
Sorangium cellulosum 11.261 24.9 0.30 0.48

Drosophila melanogaster 133.404 400 3.25 0.85
Oryza sativa 387.424 1251 13.6 6

Symbiodinium kawagutii 935.067 3116 27 15
Homo sapiens 3099.706 12 039 131 39

Palaemon carinicauda 6699.724 22 209 368 73
Pinus taeda 22 103.636 75 289 8895 130

Ambystoma mexicanum 32 396.370 *462
Neoceratodus forsteri 34 557.648 *531

Table 4.1 The time in seconds to construct a VLMC with the parameters given by the
BIC. VOMM refers to the algorithm from [150], which constitutes the state-of-the-art, and Paper
I refers to the HashMap version presented there and II to the in-memory version of the algo-
rithm unless otherwise stated. * refers to the use of the external-memory version. Empty cells
correspond to the corresponding algorithm using more than 360 GB of RAM or more than 24
hours.

have specific genomic signatures or to what extent such signatures are similar to the
signatures of their hosts.

To analyze genomic signatures in viruses, we compared the genomic signatures
of the last 70% of each genome to the first 30% of genomes. This gives a method
of investigating if there is a specific bias in nucleotide content, dinucleotides, codons,
and codon pairs throughout the genome. Each virus was assigned as having either a
species-, genus-, or family-specific signature, depending on which 30% part was the
most similar to the genomic signature computed on the last 70% of the genomes. See
Figure 3.5 for an illustration.

Webased the genomic signatures on variable-lengthMarkov chains (VLMCs)with
a maximal depth of 6, which captures up to 7-mers in the genomes. Choosing an
appropriate size of the VLMCs is crucial to accurately capture the genomic signatures,
which is done by picking a value of ∆cw (Equation (1.1)). Small values of ∆cw make
the models capture the sequence used to train the model well (the last 70%), but the
model is too specific, which leads to a low likelihood of the first 30% (Figure 4.1).
With larger values of ∆cw , the VLMCs become too general and cannot distinguish
between the sequence and unrelated sequences. We found that setting∆cw to 3.9075,
as suggested by the documentation of an earlier VLMC algorithm [127] (corresponds
to half of the chi-squared distribution with 3 degrees of freedom at a p-value of 0.05) is
a reasonable tradeoff between these factors. The average (per family) length of k-mers
in the VLMCs ranged from 1 (which captures dinucleotides) to close to 6 (captures 7-
mers).

By thoroughly analyzing genomic signatures in viruses, our method revealed that
most viruses have genomic signatures that are at least family-specific. In addition,
most viruses with genomes longer than 50 000 nt had species-specific signatures. In
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Figure 4.1 Illustrationof parameter selection for thedetectionof genomic signatures. The
sequence to the right of the dotted line is used to train the VLMC. For small values of ∆cw (0,
1.2), there is amarkeddifference between the averagewindow likelihoodof the sequence used to
train the VLMC and the first 30% of the sequence. For larger values of∆cw (10), the specificity
of the model decreases, and the likelihood of unrelated sequences approaches the likelihood of
the training sequence.

contrast, many short viruses had either genus- or family-specific signatures or no dis-
cernable signatures (Figure 4.2). Likewise, most viruses had specific signatures in the
dsDNA group (which contains the longest viruses), while the other Baltimore classifi-
cation groups had no specific trend regarding DNA or RNA viruses. In all cases, the
results were statistically verified.

We further developed a sliding window protocol to analyze the presence of signa-
tures throughout each genome. This sliding window protocol compares windows of
lengths from 50 nt to 10 000 nt of each genome to the genomic signatures of all other
genomes. Each window is also compared to the signature of the source genome, but
the window is removed from the genome prior to computing the signature. By ana-
lyzing these windows of each genome, we found that for many viruses, the signatures
are present in most or all of the genome. In some cases, certain regions had family-
specific signatures, while the rest of the genome was species-specific, which might
indicate highly conserved regions. There were also some areas where the signatures
could not be detected, most notably in regions with many repeats.

In addition, we analyzed how similar the signatures of each viral family were by
constructing a neighbor-joining tree. There, we found that many of the viruses with
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genus- or family-specific signatures also had similar signatures to most of the mem-
bers of their genus or family. This is expected as if they had not had similar signa-
tures, they would not be genus- or family-specific. However, for many of the species-
specific genomic signatures, the signatures were often not similar to all signatures
from the same genus or family. Instead, there were many smaller groups of similar
signatures, often from the same family but not necessarily from the same genus.

We also investigated if the genomic signatures of viruses were very similar to the
signatures of their hosts. To do this, we analyzed if each virus’ signature was the most
similar to the signature of one of its hosts or a closely related host. Our results show
that only a small set of viruses were similar to their host.

In conclusion, most viruses have specific genomic signatures. In addition, many
closely related species have similar signatures, but many viruses also have distinct sig-
natures. In addition, the signatures are present in the entire genomes, which indicates
that a selective pressure acting on the genomes of viruses gives rise to the genomic sig-
nature. However, only a few viruses had signatures similar to their host’s signatures,
which shows there are different preferences and likely a different selective pressure
acting on the signatures of hosts and viruses.

4.4 Virus-host similarities in genomic signatures
In paper III, we found that most viruses did not have genomic signatures similar to
their host’s signature. However, the assumed adaptation of viruses’ genomic signa-
tures to their host’s signatures could be more subtle and compete with other selective
pressure influencing the signatures. Therefore, the similarity between the genomic
signatures of viruses and hosts might be more subtle than the previous method could
detect. Thus, the aim of paper IV was to study whether each virus’ signature is subtly
similar to its host(s) signature. We designed a statistical test of similarity with the null
hypothesis that each virus’ signature is as similar to its host(s) as it is to all organisms
in the same phylum or kingdom as the host. To separate GC content from the rest of
the signatures, we used the d∗v dissimilarity developed in paper II. As a comparison,
we included the organisms’ nucleotide, dinucleotide, codon, and codon-pair usage.

We found that most viruses’ signatures are not more similar to their host’s sig-
natures than expected, other than in GC content. There were a few exceptions, no-
tably, all of the endogenous viruses Polydnaviridae, 11% of the Flaviviridae, 6% of the
Coronaviridae, 6% of the Adenoviridae, and 6% of theGeminiviridae. On average, more
viruseswith insect hostsweremore similar to their hosts than viruseswith other hosts,
including bacteria and archaea.

In contrast, the nucleotide content of most viruses was more similar to their hosts
than expected. In particular, close to 90% of Archaea and Bacterial viruses had a sim-
ilar GC content to either their hosts or a closely related host. For other viruses, close
to 60% of viruses were similar to a related host in GC content. For dinucleotides,
close to 40% of insect and non-insect metazoa viruses were similar to their hosts. For
codons and codon pairs ≈ 20% to 30% of viruses were similar to a related host.

We further analyzed the similarity of signatures within a few example host or-
ganisms. We found that, in many cases, there is significant variation between genes
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Figure 4.2 The percentage of each family that has specific signatures. Note that among
the viruses with long genomes, most viruses have even species-specific signatures. Among the
viruses with short signatures, the method is not able to detect specific signatures. However, for
viruses with genomes around 104 long, there is a large variation in how many viruses from each
family have specific signatures.
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in a genome. As expected, we observed that this variation between genes was larger
than the variation between chromosomes. In addition, the variation between genes
was considerably larger than the variation between the average of the entire genomes
from the same taxonomic order. By adjusting the similarity between signatures with
the GC content, the signatures appear to be more conserved in the genomes of organ-
isms than the dinucleotides, codons, and codon pairs.

Despite only a few viruses with similar signatures to their hosts, there might be
other patterns of adaptation of the viruses’ signatures to their host’s environment. In
particular, the selective pressure acting on viruses might not be similar to the selective
pressure acting on the host to shape the signature. Therefore, we tested if the genomic
signatures of viruses with the same host were similar. Specifically, we tested the null
hypothesis that viruses with the same host were equally similar to viruses with differ-
ent hosts from the same genera as the included viruses. We found that for a few hosts,
viruses with that host were more similar than expected, including some of the same
viruses from the virus-host analysis, namely, Adenoviridae and Geminiviridae.

In conclusion, most viruses do not have genomic signatures that are significantly
adapted to be similar to their hosts’ signatures. While most viruses were similar to
their host’s GC content, most viruses with the same hosts did not have a more similar
GC content than closely related viruses with other hosts. There are a few exceptions,
where a small subset of the signatures of viruses in each family appear to be adapted
to be similar to other viruses’ signatures with the same host or their host’s signatures.

4.5 Recombination detection
To demonstrate the applicability of the specific genomic signatures, we applied them
to detect recombination events. Specifically, the aim of paper V was to develop a
methodology to detect the presence of recombination events in sequences. Due to the
research group being interested in Herpesviruses, we used Human alphaherpesvirus 1
(HSV-1) and Human alphaherpesvirus 2 (HSV-2) to illustrate the approach. HSV-1 and
HSV-2 interspecies recombination are relevant as HSV-1 and HSV-2 have been pre-
viously shown to be able to recombine [155], and there are circulating recombined
strains [156, 157]. Such interspecies recombination can have drastic consequences on
the biology of viruses [44], altough the consequences of this interspecies recombina-
tion are unknown.

We tested this approach on some artificial recombined sequences (Figure 4.3) and
some previously described recombined genomes [156, 157] (Figure 4.4, Figure 4.5).
These results illustrated that genomic signatures could be used to detect interspecies
recombination events. The GC-corrected likelihood (Equation (3.3)) was used here,
making detecting recombination events easier.

To emphasize this application, we developed a pipeline to detect recombination
events in sequencing reads from patient samples. We first designed an approach to
generate recombinant strains in the lab to verify the pipeline. One strain of HSV-1
and one strain of HSV-2 were grown and plaque-purified in the lab. The strains were
mixed and allowed to grow at an equal multiplicity of infection (0.1) on green monkey
kidney cells for 21 hours. After 21 hours, the supernatant was separated from the
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cells based on the assumption that the supernatant would contain mostly complete
viral particles. The DNA was extracted from the supernatant and sequenced using a
nanopore minion. The green monkey kidney genome was removed while sequencing
with the help of adaptive sampling.

We ran a sliding window approach with genomic signatures on the resulting reads.
We found that there were reads where some parts appeared to be more similar to HSV-
1 and others more similar to HSV-2. This indicates that the approach of detecting
recombination events from genomic signatures is viable even when applied to reads
with high error rates, such as those from long-read nanopore sequencing. However,
we also note that when the recombination events involve well-characterized genomes
where sequences are readily available, applying read mapping might be more efficient
and accurate. Therefore, we also developed a method based on read mapping. Each
read is mapped to both reference sequences and classified as recombinant if one part
of the read aligns better to HSV-1 and another part aligns better to HSV-2.

As the conditions in grown lab samples and patient samples can be drastically dif-
ferent, with more possible contaminants in patient samples, we finally tested the ap-
proach on a random patient sample that was reported as positive for both HSV-1 and
HSV-2 from the diagnostics laboratory at Sahlgrenska university hospital. Here, we
additionally found reads that contained recombination events. This was done as part
of methods verification and development to verify if patient samples positive for both
HSV-1 and HSV-2 are positive for both strains or if they result from recombination.

In conclusion, genomic signatures can be used to detect recombination events in
viruses. This is particularly useful when the parents of the recombined strains are not
previously known. In addition, the approach can be used to identify prior recombina-
tion events in genomes by identifying areas where there is variation in the signature
of the genome.
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Figure 4.3 Artificial recombination betweenHSV-1 andHSV-2. Illustrates the sliding win-
dow scores of the recombinant. With VLMCs, it is clear that detecting the artificial recombina-
tion event is possible.
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Figure 4.4 Contemporary recombination between HSV-1 and HSV-2. Illustrates the slid-
ing window scores of the recombinant from [156]. The window likelihood drops around 4000,
7000, and 9000 nucleotides as the reference is missing these parts.
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Figure 4.5 Ancient recombination between HSV-1 and HSV-2. Illustrates the sliding win-
dow scores of the recombinant from [157]. In the area between 6700 and 7100, the sequence
has a higher likelihood of coming from HSV-1, while the rest of the sequence has a higher like-
lihood of coming from HSV-2.
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Chapter 5 Discussion

By leveraging the computational advances due to our new algorithms, we analyzed
genomes of viruses and hosts and found that most viruses have specific genomic sig-
natures. These genomic signatures are likely caused by a selective pressure acting on
their genomes to favor specific biological properties, such as dinucleotide and codon
preferences. In addition, we have illustrated that the genomic signatures of many
viruses are predominantly not adapted to be similar to the genomic signatures of their
hosts other than in GC content.

5.1 Algorithmic developments
The newly developed algorithms for constructing variable-length Markov chains de-
scribed in this thesis are up to 600 times faster than the previous state-of-the-art. In
addition, they can operate in external memory, which allows computation on arbi-
trarily sized genomes. For example, it is possible to compute VLMCs on the currently
largest sequenced genome [158] in less than ten minutes. While our second algorithm
is faster in most cases, for smaller genomes, such as viral genomes, and where the max-
imal length of included k-mers is small, our first algorithm is faster (see Table 4.1).

5.1.1 New applications
These computational improvements enabled us to study the genomic signatures in
viruses’ hosts. However, the improvements have also expanded the types of possi-
ble analyses with VLMCs, such as large collections of genomes and raw sequencing
datasets.

Example applications where VLMCs can now be applied include the study of pan-
genomes. One could compute one VLMC on the core genome and separate VLMCs
on the auxiliary genome. This approach might provide insights into if there are any
specific patterns of core genes compared to other genes. In essence, this would be the
study of pan-genome signatures. Likewise, VLMCs have previously been applied to
detect horizontal gene transfer [127], which could also be applied to pan-genomes to
potentially trace the origin of genes.

In addition to efficiently computing VLMCs on large genomes, our second algo-
rithm can compute VLMCs directly on sequencing data, enabling their application to
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new types of problems. In particular, we illustrated in paper II that a VLMC com-
puted on a reference sequence is similar to a VLMC computed directly on sequencing
data. These improvements enable the computation of VLMCs, for example, directly
on sequencing data from patients as a means to study their general composition. De-
viations from the expected VLMC in the patient (e.g., a healthy patient) would reveal a
difference in which organisms are abundant and could be used to identify pathogens
without classifying every individual read. Further applications can be the placement
of sequenced organisms in phylogenetic trees based on whole genomes, even when
there is insufficient read coverage to assemble the genomes. Even when there is suffi-
cient data to assemble, this step could be skipped to speed up a pipeline.

5.1.2 Comparing VLMCs
We have implemented various methods of comparing VLMCs. Among them are the
standard negative log-likelihood described in Section 3.1, and the d∗v described in pa-
per II. In addition, we have implemented one of the standard methods of comparing
generativemodels, where sequences are generated frombothmodels, and the negative
log-likelihood is computed on each sequence with the other model [159]. There is also
a d∗v version normalized as the CVTreemethod [114] instead of as the d∗2 method [112].
The implementations of these methods are naive, with only minimal effort spent on
making the comparisons computationally efficient, but there is currently some ongo-
ing work to speed this up further.

The d∗v is corrected for the expected similarity between two VLMCs based on
the nucleotide content. Likewise, we have developed a GC-corrected negative log-
likelihood measurement (Equation (3.3)). These similarity measurements ensure that
the observed similarities stem from similarities in the frequent k-mers and do not
purely originate from a shared GC content. Of course, when this shared GC content
is of interest, this could be measured alongside the similarity, or the non-GC corrected
similarities can be used. Nonetheless, we have observed that these GC-corrected sim-
ilarity measurements can lead to a higher specificity.

We found that with d∗v , the distance between genomes correlates with simulated
mutation rates. Specifically, by comparing a reference E. Coli strain to E. Coli strains
where we introduced some amount of mutations, the d∗v distance increases with the
number of introduced mutations (Figure 5.1). Methods using long k-mers (≥ 20) rely
on estimations of the mutation rate based on the number of matching long k-mers
(e.g., mash [109]), which have recently been improved with additional statistics on the
mutation rate [160]. However, such techniques only work on long k-mers where the
matching k-mers come from an evolutionary conserved sequence. We similarly ob-
serve a correlation with mutation rate, but estimating the actual mutation rate is hard
because of the interdependence of k-mer counts. Instead, transforming our d∗v to the
mutation rate might be possible through regression. The advantage of our approach
compared to, e.g., mash [109] is that the mutation rate can be estimated for higher
mutation rates, where few long k-mers are shared between sequences.

As VLMCs can now be efficiently computed, they can be applied in many sit-
uations where k-mers are used today. For example, the correlation with mutation
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Figure 5.1 The d∗v correlates with a simulated mutation rate. While the relationship be-
tween the mutation rate and the d∗v dissimilarity is not linear, as with mash, it might be possible
to estimate the mutation rate in contrast to mash, the d∗v works for higher mutation rates.

rate enables them to be used for whole-genome phylogenomics, as illustrated in pa-
per II. Likewise, VLMCs can be used to classify sequences, similar to Kraken [108] or
blast [95]. This approach can be especially useful in cases where sequence homology
is lacking, for example, in the study of sequences of unknown origin in metagenomic
applications. In addition, considering the high mutation rates and the vast amounts
of unknown viruses, this method can help provide classifications of novel viruses.

5.1.3 Model selection

The method of constructing VLMCs here has primarily focused on constraining the
size of the VLMC based on the Kullback-Leibler divergence [126]. However, there are
many other methods [120–125], and no available benchmark of the different meth-
ods. By analyzing the BIC [146], we have found that with the Kullback-Leibler based
pruning, the optimal value of the pruning parameter∆cw (Equation (1.1)) grows with
sequence size, which might indicate that this could be included in the pruning method.
However, we have also observed that the resulting VLMCs are generally small with
the BIC, which is generally the case for the BIC [116]. We have found these small mod-
els to work well for analyzing genomic signatures, but it appears to work less well for,
e.g., the phylogenetic analysis in paper II. Likewise, both the AIC [161] and AICc [162]
gave too small models for this application. In addition, the analysis of recombination
events benefitted from slightly larger models than those suggested by the BIC. It is
clear that the parameters of the VLMCs need to be carefully selected for each applica-
tion.
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5.1.4 Benefits of increased computational efficiency
Our computation advances also have environmental benefits. The carbon footprint
of bioinformatics was recently reviewed [163], where the significant carbon emissions
of, e.g., large-scale alignments and over-allocation of memory were highlighted. With
more efficient methods, the environmental impact of evaluating methods and per-
forming analyses is reduced, although the parallelization of methods can sometimes
result in a proportionally higher amount of emissions [164].

There are also advantages for anyone running analyses based on VLMCs. As the
methods run faster, it is easier to evaluate which method is appropriate for a given
problem and dataset. From the perspective of ease of applying VLMCs, the most
important computational achievement here was enabling analyses to run on locally
available hardware, such as laptops, instead of clusters.

In addition to improving the algorithms for constructing VLMCs, considerable ef-
fort was spent on developing tools to analyze the VLMCs. Such tools include sliding-
window protocols, clustering, statistical analyzes, graphical representations, and gen-
eral data-analysis pipelines. These tools provide a fundamental framework for the
continued analysis of genomic signatures based on VLMCs. In all cases, the methods
are made available in containers to enable their portability and to provide documen-
tation on how to build and use the methods.

5.1.5 Possible limitations
One minor limitation of our fastest algorithm of computing VLMCs, unlikely to skew
analysis, is caused by the fixed size of k-mers the method uses to estimate VLMCs.
Specifically, at the end of each sequence, the k-mers smaller than the maximum size
are not included in the counts. For example, if the maximum length ofk is 15, the 14k-
mers at the end of the sequence with lengthk−1, k−2 . . . , 1will not be included. For
genomes, this will only have a small impact on the total counts. Note, however, that
this will have a slightly larger influence on sequencing read datasets, where this small
error in the counts of the smaller k-mers will influence the counts from every read.
On long reads, this effect will still be small in relation to the total length size of the
sequencing data. On short reads, for example, 100 nt, one k-mer will be missing per
100−k+1 possible k-mers. However, the ends of short reads are often already of low
quality, and, therefore, filtering those k-mers might not negatively influence analyses.
In addition, in relation to the total number ofk-mers, the missing counts make up only
a small minority. However, this highlights that one should not use excessively long k-
mers when training the VLMCs with this method, particularly on short reads. These
same errors will be introduced for every N character in the sequence. Depending on
the application, it might be advisable to randomly replace Ns with random nucleotides.

One potential discrepancy between VLMCs and genomic signatures relates to se-
lecting k-mers to include in the models. The model selection is based on which k-
mers can accurately model the training sequence. As such, the included k-mers are
the frequent k-mers and the k-mers where the next-symbol probabilities are infor-
mative. However, this selection of k-mers in the model does not necessarily correlate
with the k-mers under selective pressure in the genome. It is possible to identify the
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k-mers that currently are mutated by analyzing many contemporary strains of a virus
species to identify which changes are consistently introduced (e.g., [165]). Combining
this information with the genomic signatures can give a deeper understanding of how
the genomes and genomic signatures evolve.

5.2 Genomic signatures in viruses
Our analysis of the genomes of viruses with VLMCs has revealed that many viruses
have specific genomic signatures. In addition, these genomic signatures are often not
significantly adapted to be similar to the host’s signatures other than in GC content.

5.2.1 Underlying mechanisms of genomic signatures
A specific genomic signature indicates a preference for certain k-mers throughout a
genome. There are many possible explanations for such a preference. Likely, they
result from several factors, primarily selective pressure, but also gene duplication and
replication errors.

Selective pressure

We discussed the potential mechanisms of adaptation of the nucleotide sequences of
viruses that give genomic signatures in detail in paper III and introduced many pos-
sible reasons for such adaptation in Section 1.3 and Section 1.7. One likely source of
the specific genomic signatures is the selective pressures that act primarily on the nu-
cleotide sequence. These presumed selective pressures stem from the host’s cellular
environment and act, e.g., to optimize the translation of genes.

Among these selective pressures are those acting on the nucleotides, dinucleotides,
codons, and codon pairs of a genome. For instance, a particular set of codons might
be preferred to adapt the virus to the host’s translational machinery. In addition, spe-
cific codon pair bias has been suggested to influence both the translation of genes and
mRNA stability [86, 87]. The importance of these properties for the fitness of viruses
has been demonstrated by altering the dinucleotides, codons, and codon pair usage of
virus’ genomes, leading to attenuated strains of the respective viruses [88, 135, 137]. In
fact, even random synonymous codon changes can attenuate viruses [166]. This high-
lights that the specific preference of biological properties in the genomes of viruses is
important for their fitness in their hosts, which results in specific genomic signatures.

Furthermore, additional and unknown selective pressures might act on viruses
to shape their preference for certain k-mers, such as specific binding sites or other
mechanisms involved in the replication, translation, or stability of the genome.

An alternative selective pressure acting on viral genomes might be related to the
initation of recombination. A recent theory suggested that short frequent k-mers in
a genome could help initiate recombination [34], leading to selective pressure on the
genome to create such k-mers. This theory is based on the fact that short k-mers in
stem-loop structures might help initiate the binding of different strands.
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The fact that we find specific genomic signatures in many viruses reflects that
there are similar selective pressures that acts on the entire genomes. Specifically, in the
case where only a few genes were adapted for, e.g., high gene expression, we would not
observe such a pronounced bias in the preference for a specific set of k-mers. Likely,
many different selective pressures acting in tandem give rise to specific genomic sig-
natures.

Gene duplication

Gene and genome duplication are important mechanisms of genome growth. Among
viruses, such duplications are more prominent for DNA viruses than RNA viruses [41].
Immediately after a gene or whole genome duplication, there is an increase in the
bias towards a particular set of k-mers, namely those present in the duplicated re-
gions. This bias might be especially prominent when the duplicated gene is conserved,
which can happen either to increase redundancy or to increase the expression of the
gene product [40]. If the duplicated genes are mutated with high frequency after du-
plication, the duplication would not necessarily bias the genome to a specific set of
preferred k-mers. However, the estimated mutation rate of viruses varies widely [25],
and in some cases, even with ancient gene duplications, there might still be some re-
maining bias from duplications.

However, while gene duplication contributes to a bias in the preferred set of k-
mers in a genome, this can not explain all of our results. Specifically, many genomes
with ancient gene duplications also have distinct, specific genomic signatures. Thus,
specific genomic signatures have to be caused by additional mechanisms, such as se-
lective pressure.

Replication errors

Errors in the replication of genomes can cause neutral mutations to accumulate in
genomes. In some cases, the replication machinery consistently introduces the same
errors. For example, in the hepatitis C virus, the replication machinery regularly
makes A to G and C to U (or vice versa) errors [167]. In humans, there is instead a
tendency to remove the CpG dinucleotide [67]. Such errors during replication, where
a specific mutation is introduced, can give rise to a pattern where certain k-mers are
repeated more often than others. Given a sufficient amount of such mutations, this
can give the preferred set of k-mers that we observe with the specific genomic signa-
tures. See Figure 5.2 for an illustration.

5.2.2 Virus genomic signatures’ host independence
In paper IV, we found that most viruses’ genomic signatures are not similar to their
hosts’ genomic signatures other than in GC content. This lack of similarity of many
k-mers is supported by the varied codon usage and nucleotide content of many genes
in, e.g., the human genome [83]. However, we found the same pattern also for some
bacteriophages, while at least some bacteria have a clear preference for a specific set of
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Figure 5.2 Simulation of decreased CpG dinucleotide frequency in a sequence. Illustrates
the sliding window likelihood of part of Murine adenovirus 2, which in paper III is shown to
not have a specific signature. Here, only the part of the sequence not used to train the VLMC
is displayed. The genomic signature is more easily distinguishable in the presence of selective
pressure to eliminatemost of the CpGdinucleotides. Note that this illustration does not consider
the influence on the coding sequence.

codons [168]. One possible explanation for this discrepancy is that the genomic signa-
tures in viruses are caused by different selection pressure from the selection pressure
acting on the host’s genome. For example, some viruses carry t-RNA-like genes [5]
or are, for other reasons, less dependent on the specifics of the host’s gene expression
machinery [169]. Therefore, the most efficient codons in the host might not be the
most efficient for the virus.

There were a few exceptions where the viruses had similar signatures to their
hosts and similar signatures to other viruses with the same host. These included
viruses from the dsDNA family Adenoviridae and the ssRNA(-) family Coronaviridae.
For Adenoviridae, all viruses that infect Homo sapiens, Macaca fascicularis, Macaca mu-
latta, Chlorocebus aethiops, Gallus gallus, and Bos taurus were respectively more similar
than expected. For Coronaviridae, all viruses that infect the bat families Pteropodidae,
Rhinolophidae, andVespertilionidaewere respectivelymore similar than expected. How-
ever, we note that only a small fraction of the viruses from the families were similar
to a host, which might indicate that such adaptation is not prominent. Instead, this
might indicate that all viruses with those hosts are more closely phylogenetically re-
lated than the other viruses in the same genera. This would be expected when the
viruses speciated through intra-host speciation, where multiple virus species evolved
in the same host.

Similarly to previous results [133], we found that many viruses had a similar GC
content to their hosts. However, only a few viruses with the same host were signif-
icantly similar in GC content. One explanation is that the GC content of many re-
lated viruses is caused by a shared selective pressure acting on these genomes that
is not significantly different between different hosts, such as when infecting similar
niches in different hosts. Furthermore, we found that the bacteriophages were the
group of viruses most similar to their hosts in GC content, which might indicate that
this is an important adaptation for phages. This pronounced similarity in GC con-
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tent in conjunction with short k-mers has been previously used to predict the host of
some phages [113, 142]. Note, however, that the lack of significant similarity in the
GC-corrected similarity might indicate that such predictions need to be considered
carefully.

5.2.3 Evolution in multiple hosts
Additionally, the patterns of genomic signatures in viruses are likely the result of se-
lection pressures acting on viruses over their and their ancestors’ evolution. This is
specifically important when the ancestral host of the virus is dissimilar from its cur-
rent host. Both speciation through host switches and co-speciation places viruses un-
der different selective pressure than before speciation. Therefore, the genomic signa-
tures may reflect selective pressure both from an ancient host as well as the current
host of the virus.

Furthermore, some viruses infect several hosts. Many viruses use vectors to move
from one host to another, for instance, Flaviviridae and Geminiviridae. It has been sug-
gested for some viruses that the virus is primarily adapted to the non-vector host [170]
due to an observed dinucleotide bias. In addition, some viruses are generalists and in-
fect multiple species [171]. In both cases, selective pressure might be acting on the
viral genomes from multiple hosts, and therefore, there is no significant adaptation to
one specific host’s genomic signature.

5.2.4 Variations in specific genome-wide signatures
The method used in paper III could not detect genomic signatures in some viruses.
Here, we illustrated that thiswas partly an issue with sequence length, as subsequences
of 5000 nt from viruses with species-specific signatures often did not present specific
signatures. Thus, there is a methodological limitation in the detection of genomic
signatures for shorter genomes.

However, more of those subsequences had a specific signature than the viruses
with genomes between 5000 nt to 10 000 nt long. This might indicate that, for some
viruses, there might not be pronounced genomic signatures. To illustrate this, con-
sider the normalized likelihood of sliding windows in four viruses (Figure 5.3). As
in paper III, the signatures are computed only on the last 70% of the sequence. For
viruses with specific signatures, we expect to observe a high likelihood for all win-
dows, including those in the first 30% of the sequence, which is not used to train the
signatures. If all windows have a high likelihood, this indicates a specific signature
and thus a genome-wide preference for certain k-mers.

For viruses with no specific genomic signatures, there are two possibilities. (i)
There are no particular preferences for certain k-mers, so the signature is difficult to
distinguish from other viruses. This lack of preference can be seen for the Tobacco
mosaic virus in Figure 5.3, with an average window likelihood below 0.26, and many
areas are difficult to distinguish from the Tomato mottle virus. Compare this to HSV-1
in Figure 5.3, which has an average window likelihood above 0.26 and a large differ-
ence in likelihood to other viruses. (ii) There are preferences for specific k-mers, but
they vary considerably within the sequence. This case is exemplified by the Murid
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betaherpesvirus 2 in Figure 5.3, where the middle of the sequence has an average like-
lihood close to 0.28, but the beginning and end have considerably lower likelihoods.
Such variation in the genomic signature can also be seen for theMurinemastadenovirus
A in Figure 5.3, where the first 30% of the sequence has considerably lower average
likelihood than the 70% of sequence used to train the model.

There are likely both viruses with no detectable signatures due to methodological
limitations, but there are also viruses that lack specific signatures. This lack of specific
signatures might stem from a mix of several different signatures in the genomes or
simply no pronounced preference for any specific k-mers.

5.3 Recombination and genomic signatures
We illustrated an application of genomic signatures on the identification of recombi-
nants. Specifically, we implemented a method of detecting interspecies recombina-
tion of HSV-1 and HSV-2. These recombinants were generated in silico and in vitro.

The in vitro recombinants were harvested from one strain each of HSV-1 and HSV-
2 that were simultaneously inoculated on green monkey kidney cells. While we har-
vested the supernatant of these cells with the assumption that there would be more
complete virions in the supernatant, the supernatant could also contain genome frag-
ments from lysed cells. Therefore, further tests are needed to ensure that the predicted
recombined sequences come from viable viruses.

Furthermore, the lab-grown strains were harvested after only 21 hours to prevent
either strain from out-competing the other. Specifically, the HSV-2 strain, in this case,
grows faster than the HSV-1 strain. While we found recombinant reads after 21 hours,
it might be possible to increase our understanding of how quickly and readily the
viruses recombine by analyzing the supernatant at multiple time periods.

When the suspected recombination event involves two organisms for which there
are available sequences, applying homology-based tools, such as read-mapping, might
give better results than the genomic signatures. As pangenomes and pan-genome
graphs become available for herpesviruses, an even better option might be to use a
pan-genomics mapper to directly identify which parts of the read are the most simi-
lar to either strain.

However, in cases where there are no known homologous sequences or the spe-
cific species involved in the recombination is not known, a sliding window analysis of
the sequencing reads based on genomic signatures can identify areas where the signa-
ture differs from the expected signature. These areas might correspond to horizontal
gene transfer, such as through recombination.
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Chapter 6 Outlook

We have shown that many viruses have specific genomic signatures, likely caused by
evolutionary selection on the genome. What these selection pressures are, however,
has yet to be discovered. With the knowledge that we can detect specific genomic
signatures in viruses, future work could analyze each selection pressure individually.
Specifically, it might be possible to determine in detail which selective pressures influ-
ence the genomic signatures of certain viral species, and to which degree. It is already
clear that the GC content significantly impacts the signatures. Thus, selection pres-
sures acting on the GC content influence the signature. By specifically analyzing, for
example, dinucleotide, codon, and codon pair usage, in relation to which viruses have
specific genomic signatures, it might be possible to determine their specific influence
on the genomic signatures. Likewise, we could alter, e.g., the codon bias of a virus
genome to study the impact on the specific genomic signature.

The presence of specific genomic signatures in viruses indicates a link with the
fitness of the virus. A potential application of this is to introduce changes in a genome
that contradict the genomic signature. This approach is, in principle, similar to codon
and codon pair deoptimization techniques [88, 134]. As the genomic signatures in-
clude information from multiple sources, such as dinucleotides, codons, and codon
pairs, it might be possible to achieve a higher level of attenuation than with any in-
dividual approach. In addition, the flexible nature of the signatures also makes this
approach adaptive to the specific virus. As such, the genomic signatures could be used
to attenuate viruses to generate potential vaccine candidates.

Likewise, it might be possible to adapt a gene to a new host by changing the gene
to be similar to the genomic signature of the rest of the genome, for example, for use
with viral vectors. However, as we have noticed that many viruses are not similar in
signature to their hosts other than in GC content, optimizing the genomic signatures
of viral genes towards a host signature might not increase protein production. In
particular, based on the assumption that viruses are already highly adapted to their
environments, it is unlikely that such an approach could create a more fit virus in its
natural environment.

By studying the genomic signatures of individual viruses and families, it might be
possible to gain insights into their biology. For instance, the sliding window analysis
of genomes can reveal regions of genomes where the selective pressure differs from
other regions. Such regions might indicate horizontal gene transfer, e.g., as illustrated
here, or other areas of biological importance, including hypervariable regions.
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The presence of genomic signatures indicates the potential for approaches that
can classify unknown sequences. With the increase in computational efficiency pre-
sented here, the genomic signatures can be applied to modern datasets, e.g., metage-
nomic datasets and pangenomes. The genomic signatures can identify more remotely
related species than the long unique k-mers that, e.g., Kraken 2 [108] uses, or the ho-
mologous regions that BLAST [95] uses. As such, genomic signatures can be used to
classify reads that those methods can not. This represents a homology-free method
that could help shed light on the vast amounts of genomic dark matter by providing
putative classification. Our method can be especially important for immunocompro-
mised patients with opportunistic infections, where a putative assignment of an un-
known pathogen can help suggest treatments.

The importance of systems that recognize and classify viruses has recently become
apparent. Such systems will only increase in importance as many new viruses emerge,
both by being released as ancient ice melts [172] and from pathogens that recently
have started to migrate as their vectors can survive in areas where they previously
could not [173]. Our methods could be used to monitor samples for viruses, even
when such viruses lack sequence homology to known viruses.

As the estimated number of viruses is in the millions, but the officially recognized
viruses are only 10 434, there is a need for novel methods to help characterize viruses.
The genomic signatures and methods presented here offer a promising approach to
detecting viruses based on biological properties and not sequence homology and can
help identify emerging viruses.
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