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Abstract 

Chemical imaging can elucidate complex mechanisms, relationships, 
and components of biological samples. For example, it can reveal 
properties such as chemical composition, chemical structure, reactivity, 
and topography. Several imaging techniques exist, each providing 
different types of information. Yet, no single technique can 
comprehensively characterize a sample. Having a holistic profile often 
requires correlating complementary methods; for example, scanning 
electron microscopy (SEM) can be combined with secondary ion mass 
spectrometry (SIMS) imaging to obtain insights on both the physical 
topography (via SEM) and the chemical composition (via SIMS) of a 
sample surface. This approach is referred to as correlative imaging. 

Correlative chemical imaging is applicable in many scientific fields, 
such as biology, chemistry, geology, and material science. Among the 
wide variety of modern imaging techniques that exist, nanoscale SIMS 
(NanoSIMS) emerges as a powerful tool, having seen growing 
applications, especially in biochemistry and cell biology. To this end, it 
can be used for the detection of isotopically labeled material in a sample 
and provides the chemical composition of the sample surface with high 
lateral resolution (down to 50 nm), sensitivity (ppm-ppb range), and 
mass resolution (up to 10000). By using an isotopic label, target 
molecules in the sample can be studied, although unlabeled samples can 
be used in some cases. NanoSIMS presents some limitations; for 
example, it usually cannot discern the ultrastructure of very small, 
intricate sample details (e.g., subcellular ultrastructure). Therefore, 
NanoSIMS is often correlated with additional imaging techniques, such 
as microscopy, to push its capabilities and overcome its shortcomings. 

In the papers which are part of this thesis, NanoSIMS imaging was 
correlated with either electron or light microscopy to address different 
biological questions. To discern nanoscale subcellular ultrastructures, 
transmission electron microscopy (TEM) was employed, and to localize 
an organelle labeled with an antibody and a fluorescent tag, STED 
microscopy was used. In paper I, NanoSIMS was employed to detect 
13C-dopamine in PC12 cells, and the images correlated with TEM to 

 

ii 
 

localize the dopamine within large dense core vesicles (LDCVs). In 
paper II, NanoSIMS was correlated with stimulated emission-depletion 
(STED) microscopy to localize endoplasmic reticulum stress-induced 
stress granules (SGs) in neuronal progenitor cells (NPCs) incubated 
with an isotopically labeled amino acid, and to characterize their protein 
turnover by changes in isotopic enrichment. In paper III, I investigated 
the role of vesicle size in the dynamics of partial release exocytosis 
events of PC12 cells by correlating TEM and NanoSIMS imaging data. 
In paper IV, NanoSIMS and TEM were correlated to look at the 
subcellular protein turnover in NPCs using different isotopically 
labeled amino acids and time-points. Overall, these studies demonstrate 
the importance of adequate correlative imaging strategies, and the 
variety of biological aims that can be achieved through different 
correlative chemical imaging approaches. 

  



 

i 
 

Abstract 

Chemical imaging can elucidate complex mechanisms, relationships, 
and components of biological samples. For example, it can reveal 
properties such as chemical composition, chemical structure, reactivity, 
and topography. Several imaging techniques exist, each providing 
different types of information. Yet, no single technique can 
comprehensively characterize a sample. Having a holistic profile often 
requires correlating complementary methods; for example, scanning 
electron microscopy (SEM) can be combined with secondary ion mass 
spectrometry (SIMS) imaging to obtain insights on both the physical 
topography (via SEM) and the chemical composition (via SIMS) of a 
sample surface. This approach is referred to as correlative imaging. 

Correlative chemical imaging is applicable in many scientific fields, 
such as biology, chemistry, geology, and material science. Among the 
wide variety of modern imaging techniques that exist, nanoscale SIMS 
(NanoSIMS) emerges as a powerful tool, having seen growing 
applications, especially in biochemistry and cell biology. To this end, it 
can be used for the detection of isotopically labeled material in a sample 
and provides the chemical composition of the sample surface with high 
lateral resolution (down to 50 nm), sensitivity (ppm-ppb range), and 
mass resolution (up to 10000). By using an isotopic label, target 
molecules in the sample can be studied, although unlabeled samples can 
be used in some cases. NanoSIMS presents some limitations; for 
example, it usually cannot discern the ultrastructure of very small, 
intricate sample details (e.g., subcellular ultrastructure). Therefore, 
NanoSIMS is often correlated with additional imaging techniques, such 
as microscopy, to push its capabilities and overcome its shortcomings. 

In the papers which are part of this thesis, NanoSIMS imaging was 
correlated with either electron or light microscopy to address different 
biological questions. To discern nanoscale subcellular ultrastructures, 
transmission electron microscopy (TEM) was employed, and to localize 
an organelle labeled with an antibody and a fluorescent tag, STED 
microscopy was used. In paper I, NanoSIMS was employed to detect 
13C-dopamine in PC12 cells, and the images correlated with TEM to 

 

ii 
 

localize the dopamine within large dense core vesicles (LDCVs). In 
paper II, NanoSIMS was correlated with stimulated emission-depletion 
(STED) microscopy to localize endoplasmic reticulum stress-induced 
stress granules (SGs) in neuronal progenitor cells (NPCs) incubated 
with an isotopically labeled amino acid, and to characterize their protein 
turnover by changes in isotopic enrichment. In paper III, I investigated 
the role of vesicle size in the dynamics of partial release exocytosis 
events of PC12 cells by correlating TEM and NanoSIMS imaging data. 
In paper IV, NanoSIMS and TEM were correlated to look at the 
subcellular protein turnover in NPCs using different isotopically 
labeled amino acids and time-points. Overall, these studies demonstrate 
the importance of adequate correlative imaging strategies, and the 
variety of biological aims that can be achieved through different 
correlative chemical imaging approaches. 

  



 

iii 
 

Sammanfattning på svenska 

Kemisk avbildning kan belysa komplexa mekanismer, relationer och 
komponenter hos biologiska prover. Till exempel kan det avslöja 
provernasegenskaper såsom kemisk sammansättning, kemisk struktur, 
reaktivitet och form. Flera avbildningsmetoder finns tillgängliga, var 
och en som ger olika typer av information. Men ingen enskild teknik 
kan heltäckande karakterisera ett prov. Att ha en holistisk profil kräver 
ofta att man korrelerar kompletterande metoder; till exempel kan 
scanning electron microscopy (SEM) kombineras med bildbehandling 
med sekundärjoner (SIMS) för att erhålla insikter både om den fysiska 
formen (via SEM) och den kemiska sammansättningen (via SIMS) hos 
en provyta. Denna metod kallas korrelativ bildbehandling. 

Korrelativ kemisk avbildning kan tillämpas inom många vetenskapliga 
områden, såsom biologi, kemi, geologi och materialvetenskap. Bland 
det stora utbudet av moderna avbildningsmetoder är nanoscale SIMS 
(NanoSIMS) ett kraftfullt verktyg som har sett ökande tillämpningar, 
särskilt inom biokemi och cellbiologi. För dessa ändamål kan det 
användas för detektion av isotopiskt märkt material i ett prov och ger 
den kemiska sammansättningen av provytan med hög lateral 
upplösning (ner till 50 nm), känslighet (ppm-ppb område) och 
massupplösning (upp till 10000). Genom att använda en isotopisk 
markör kan målmolekyler i provet studeras, även om omärkta prover 
kan användas i vissa fall. NanoSIMS har vissa begränsningar; till 
exempel kan den vanligtvis inte urskilja ultrastrukturen hos mycket 
små, intrikata provdetaljer (t.ex. subcellulär ultrastruktur). Därför 
korreleras NanoSIMS ofta med ytterligare bildbehandlingsmetoder, 
såsom mikroskopi, för att utöka dess kapacitet och övervinna dess 
brister. 

I de artiklar som ingår i denna avhandling så korrelerades NanoSIMS-
bildtagning med antingen elektronmikroskopi eller ljusmikroskopi för 
att besvara olika biologiska frågeställningar. För att skilja nanoskaliga 
subcellulära ultrastrukturer användes transmissions elektronmikroskopi 
(TEM), och för att lokalisera en organell märkt med ett antikropp och 
en fluorescerande markör användes STED-mikroskopi. I artikel I 
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användes NanoSIMS för att detektera 13C-dopamin i PC12-celler, och 
bilderna korrelerades med TEM för att lokalisera dopaminet inom stora 
kompaktkärnade vesiklar (LDCVs). I artikel II korrelerades NanoSIMS 
med stimulated emission-depletion (STED) mikroskopi för att 
lokalisera stressgranula (SG) inducerade av endoplasmisk retikulum-
stress i neuronal progenitorceller (NPCs) inkuberade med en isotopiskt 
märkt aminosyra och för att karakterisera deras proteinomsättning 
genom förändringar i isotopisk berikning. I artikel III undersöktes 
rollen av vesikelstorlek i dynamiken hos partiell frisättning i 
exocytosehändelser av PC12-celler genom att korrelera TEM- och 
NanoSIMS-bildtagning. I artikel IV korrelerades NanoSIMS och TEM 
för att undersöka den subcellulära proteinomsättningen i NPCs med 
hjälp av olika isotopiskt märkta aminosyror och tidpunkter. 
Sammanfattningsvis visar dessa studier vikten av adekvata korrelative 
avbildningsstrategier och den variation av biologiska mål som kan 
uppnås genom olika korrelera kemiska bildtagningstekniker. 

  



 

iii 
 

Sammanfattning på svenska 

Kemisk avbildning kan belysa komplexa mekanismer, relationer och 
komponenter hos biologiska prover. Till exempel kan det avslöja 
provernasegenskaper såsom kemisk sammansättning, kemisk struktur, 
reaktivitet och form. Flera avbildningsmetoder finns tillgängliga, var 
och en som ger olika typer av information. Men ingen enskild teknik 
kan heltäckande karakterisera ett prov. Att ha en holistisk profil kräver 
ofta att man korrelerar kompletterande metoder; till exempel kan 
scanning electron microscopy (SEM) kombineras med bildbehandling 
med sekundärjoner (SIMS) för att erhålla insikter både om den fysiska 
formen (via SEM) och den kemiska sammansättningen (via SIMS) hos 
en provyta. Denna metod kallas korrelativ bildbehandling. 

Korrelativ kemisk avbildning kan tillämpas inom många vetenskapliga 
områden, såsom biologi, kemi, geologi och materialvetenskap. Bland 
det stora utbudet av moderna avbildningsmetoder är nanoscale SIMS 
(NanoSIMS) ett kraftfullt verktyg som har sett ökande tillämpningar, 
särskilt inom biokemi och cellbiologi. För dessa ändamål kan det 
användas för detektion av isotopiskt märkt material i ett prov och ger 
den kemiska sammansättningen av provytan med hög lateral 
upplösning (ner till 50 nm), känslighet (ppm-ppb område) och 
massupplösning (upp till 10000). Genom att använda en isotopisk 
markör kan målmolekyler i provet studeras, även om omärkta prover 
kan användas i vissa fall. NanoSIMS har vissa begränsningar; till 
exempel kan den vanligtvis inte urskilja ultrastrukturen hos mycket 
små, intrikata provdetaljer (t.ex. subcellulär ultrastruktur). Därför 
korreleras NanoSIMS ofta med ytterligare bildbehandlingsmetoder, 
såsom mikroskopi, för att utöka dess kapacitet och övervinna dess 
brister. 

I de artiklar som ingår i denna avhandling så korrelerades NanoSIMS-
bildtagning med antingen elektronmikroskopi eller ljusmikroskopi för 
att besvara olika biologiska frågeställningar. För att skilja nanoskaliga 
subcellulära ultrastrukturer användes transmissions elektronmikroskopi 
(TEM), och för att lokalisera en organell märkt med ett antikropp och 
en fluorescerande markör användes STED-mikroskopi. I artikel I 

 

iv 
 

användes NanoSIMS för att detektera 13C-dopamin i PC12-celler, och 
bilderna korrelerades med TEM för att lokalisera dopaminet inom stora 
kompaktkärnade vesiklar (LDCVs). I artikel II korrelerades NanoSIMS 
med stimulated emission-depletion (STED) mikroskopi för att 
lokalisera stressgranula (SG) inducerade av endoplasmisk retikulum-
stress i neuronal progenitorceller (NPCs) inkuberade med en isotopiskt 
märkt aminosyra och för att karakterisera deras proteinomsättning 
genom förändringar i isotopisk berikning. I artikel III undersöktes 
rollen av vesikelstorlek i dynamiken hos partiell frisättning i 
exocytosehändelser av PC12-celler genom att korrelera TEM- och 
NanoSIMS-bildtagning. I artikel IV korrelerades NanoSIMS och TEM 
för att undersöka den subcellulära proteinomsättningen i NPCs med 
hjälp av olika isotopiskt märkta aminosyror och tidpunkter. 
Sammanfattningsvis visar dessa studier vikten av adekvata korrelative 
avbildningsstrategier och den variation av biologiska mål som kan 
uppnås genom olika korrelera kemiska bildtagningstekniker. 

  



 

v 
 

List of Publications and Contribution Report 

Published articles 

I. Localization and Absolute Quantification of Dopamine in Discrete 
Intravesicular Compartments Using NanoSIMS Imaging 
Stefania Rabasco, Tho D.K. Nguyen, Chaoyi Gu, Michael E. Kurczy, 
Nhu T.N. Phan and Andrew G. Ewing 
International Journal of Molecular Sciences 2022, 23(1), p.160. 

Participated in designing the TEM and NanoSIMS experiments, participated 
in performing the sample preparation, performed the TEM imaging, 
participated in performing the NanoSIMS imaging, performed the 
TEM/NanoSIMS data analysis, participated in the discussion of the results. 
Outlined and wrote the first draft of the manuscript. Edited the manuscript 
with the other authors. 

II. Characterization of Stress Granule Protein Turnover in Neuronal 
Progenitor Cells Using Correlative STED and NanoSIMS Imaging 
Stefania Rabasco, Alicia A. Lork, Emmanuel Berlin, Tho D.K. Nguyen, 
Nicolas Locker, Carl Ernst, Andrew G. Ewing and Nhu T.N. Phan 
International Journal of Molecular Sciences 2023, 24(3), p.2546 

Participated in designing the STED and NanoSIMS experiments, participated 
in performing the sample preparation, performed the NanoSIMS imaging, 
participated in the data analysis and the discussion of the results. Outlined and 
wrote the first draft of the manuscript. Edited the manuscript with the other 
authors. 

Manuscripts submitted 

III. Quantitative NanoSIMS Imaging of Individual Vesicles to 
Investigate the Relation between Fraction of Chemical Release and 
Vesicle Size 
Tho D.K. Nguyen ¥, Stefania Rabasco ¥, Alicia A. Lork and Andrew G. 
Ewing 

Participated in designing the TEM and NanoSIMS experiments, participated 
in performing the sample preparation and NanoSIMS imaging, performed the 
TEM imaging, participated in the data analysis and the discussion of the 

 

vi 
 

results. Wrote the first draft of the manuscript with T.D.K.N. Edited the 
manuscript with the other authors. 

Manuscripts in preparation 

IV. Subcellular Spatial Distribution of Protein Turnover in Neuronal 
Progenitor Cells 
Alicia A. Lork, Stefania Rabasco, Carl Ernst, Silvio O. Rizzoli and Nhu 
T.N. Phan 

Participated in performing the sample preparation, performed the TEM 
imaging, participated in the discussion of the results. Edited the manuscript 
with the other authors. 
¥ These authors contributed equally to the work 

 

Related Publications not included in the thesis 

Chemical Analysis of Single Cells and Organelles 
Keke Hu, Tho D.K. Nguyen, Stefania Rabasco, Pieter E. Oomen and 
Andrew G. Ewing 
Analytical Chemistry 2020, 93(1), pp.41-71. 

  



 

v 
 

List of Publications and Contribution Report 

Published articles 

I. Localization and Absolute Quantification of Dopamine in Discrete 
Intravesicular Compartments Using NanoSIMS Imaging 
Stefania Rabasco, Tho D.K. Nguyen, Chaoyi Gu, Michael E. Kurczy, 
Nhu T.N. Phan and Andrew G. Ewing 
International Journal of Molecular Sciences 2022, 23(1), p.160. 

Participated in designing the TEM and NanoSIMS experiments, participated 
in performing the sample preparation, performed the TEM imaging, 
participated in performing the NanoSIMS imaging, performed the 
TEM/NanoSIMS data analysis, participated in the discussion of the results. 
Outlined and wrote the first draft of the manuscript. Edited the manuscript 
with the other authors. 

II. Characterization of Stress Granule Protein Turnover in Neuronal 
Progenitor Cells Using Correlative STED and NanoSIMS Imaging 
Stefania Rabasco, Alicia A. Lork, Emmanuel Berlin, Tho D.K. Nguyen, 
Nicolas Locker, Carl Ernst, Andrew G. Ewing and Nhu T.N. Phan 
International Journal of Molecular Sciences 2023, 24(3), p.2546 

Participated in designing the STED and NanoSIMS experiments, participated 
in performing the sample preparation, performed the NanoSIMS imaging, 
participated in the data analysis and the discussion of the results. Outlined and 
wrote the first draft of the manuscript. Edited the manuscript with the other 
authors. 

Manuscripts submitted 

III. Quantitative NanoSIMS Imaging of Individual Vesicles to 
Investigate the Relation between Fraction of Chemical Release and 
Vesicle Size 
Tho D.K. Nguyen ¥, Stefania Rabasco ¥, Alicia A. Lork and Andrew G. 
Ewing 

Participated in designing the TEM and NanoSIMS experiments, participated 
in performing the sample preparation and NanoSIMS imaging, performed the 
TEM imaging, participated in the data analysis and the discussion of the 

 

vi 
 

results. Wrote the first draft of the manuscript with T.D.K.N. Edited the 
manuscript with the other authors. 

Manuscripts in preparation 

IV. Subcellular Spatial Distribution of Protein Turnover in Neuronal 
Progenitor Cells 
Alicia A. Lork, Stefania Rabasco, Carl Ernst, Silvio O. Rizzoli and Nhu 
T.N. Phan 

Participated in performing the sample preparation, performed the TEM 
imaging, participated in the discussion of the results. Edited the manuscript 
with the other authors. 
¥ These authors contributed equally to the work 

 

Related Publications not included in the thesis 

Chemical Analysis of Single Cells and Organelles 
Keke Hu, Tho D.K. Nguyen, Stefania Rabasco, Pieter E. Oomen and 
Andrew G. Ewing 
Analytical Chemistry 2020, 93(1), pp.41-71. 

  



 

vii 
 

Table of contents 

  

ABBREVIATIONS ............................................................................. ix 

 

CHAPTER 1. Biological Chemical Imaging Techniques and 
Correlative Imaging .............................................................................. 1 

1.1 Overview ................................................................................................ 1 

1.1.1 Types of Imaging Techniques and their Applications .............................. 1 

1.1.2 Correlative Imaging .................................................................................. 2 

1.2 Mass Spectrometry Imaging (MSI)........................................................ 3 

1.2.1 Overview of SIMS history ........................................................................ 3 

1.2.2 Types of MSI: LDI, DESI, and SIMS ...................................................... 4 

1.2.3 NanoSIMS ................................................................................................ 7 

1.3 Microscopy .......................................................................................... 14 

1.3.1 Overview ................................................................................................ 14 

1.3.2 Types of Microscopy: EM, LM and SPM .............................................. 15 

1.3.3 Transmission Electron Microscopy (TEM) ............................................ 17 

1.3.4 Confocal and Stimulated Emission Depletion (STED) Microscopy....... 22 

 

CHAPTER 2. Biological Systems Imaged in this Thesis .................. 28 

2.1 Overview .............................................................................................. 28 

2.2 Immortal Cell Lines and Pheochromocytoma 12 (PC12) Cells ........... 29 

2.3 Stem Cells and Neuronal Progenitor Cells (NPCs).............................. 32 

 

CHAPTER 3. Sample Preparation ..................................................... 35 

3.1 Principles of Biological Sample Preparation for Chemical Imaging ... 35 

 

viii 
 

3.2 Cell Sample Preparation for Correlative TEM/FM and NanoSIMS .... 42 

 

CHAPTER 4. Research Topics for the Application of Correlative 
NanoSIMS and EM/LM ..................................................................... 46 

4.1 Intercellular Communication ............................................................... 46 

4.1.1 Vesicles, Neurotransmitters and Exocytosis ........................................... 46 

4.1.2 Application of Correlative Imaging for the Study of Cellular 
Communication ......................................................................................................... 50 

4.2 Cellular Stress, Stress Granules and Protein Turnover ........................ 53 

4.2.1 Cellular Stress, RNP Granules and Mechanisms of Stress Granules ...... 53 

4.2.1 Application of Correlative Imaging for the Study of Cellular Stress...... 57 

 

CHAPTER 5. Summary of Papers ..................................................... 59 
5.1 Paper I .................................................................................................. 59 

5.2 Paper II ................................................................................................. 59 

5.3 Paper III ............................................................................................... 59 

5.4 Paper IV ............................................................................................... 60 

 

CHAPTER 6. Concluding Remarks and Future Outlook ................... 61 

 

Acknowledgments .............................................................................. 62 
 

References .......................................................................................... 64 
 

 

  



 

vii 
 

Table of contents 

  

ABBREVIATIONS ............................................................................. ix 

 

CHAPTER 1. Biological Chemical Imaging Techniques and 
Correlative Imaging .............................................................................. 1 

1.1 Overview ................................................................................................ 1 

1.1.1 Types of Imaging Techniques and their Applications .............................. 1 

1.1.2 Correlative Imaging .................................................................................. 2 

1.2 Mass Spectrometry Imaging (MSI)........................................................ 3 

1.2.1 Overview of SIMS history ........................................................................ 3 

1.2.2 Types of MSI: LDI, DESI, and SIMS ...................................................... 4 

1.2.3 NanoSIMS ................................................................................................ 7 

1.3 Microscopy .......................................................................................... 14 

1.3.1 Overview ................................................................................................ 14 

1.3.2 Types of Microscopy: EM, LM and SPM .............................................. 15 

1.3.3 Transmission Electron Microscopy (TEM) ............................................ 17 

1.3.4 Confocal and Stimulated Emission Depletion (STED) Microscopy....... 22 

 

CHAPTER 2. Biological Systems Imaged in this Thesis .................. 28 

2.1 Overview .............................................................................................. 28 

2.2 Immortal Cell Lines and Pheochromocytoma 12 (PC12) Cells ........... 29 

2.3 Stem Cells and Neuronal Progenitor Cells (NPCs).............................. 32 

 

CHAPTER 3. Sample Preparation ..................................................... 35 

3.1 Principles of Biological Sample Preparation for Chemical Imaging ... 35 

 

viii 
 

3.2 Cell Sample Preparation for Correlative TEM/FM and NanoSIMS .... 42 

 

CHAPTER 4. Research Topics for the Application of Correlative 
NanoSIMS and EM/LM ..................................................................... 46 

4.1 Intercellular Communication ............................................................... 46 

4.1.1 Vesicles, Neurotransmitters and Exocytosis ........................................... 46 

4.1.2 Application of Correlative Imaging for the Study of Cellular 
Communication ......................................................................................................... 50 

4.2 Cellular Stress, Stress Granules and Protein Turnover ........................ 53 

4.2.1 Cellular Stress, RNP Granules and Mechanisms of Stress Granules ...... 53 

4.2.1 Application of Correlative Imaging for the Study of Cellular Stress...... 57 

 

CHAPTER 5. Summary of Papers ..................................................... 59 
5.1 Paper I .................................................................................................. 59 

5.2 Paper II ................................................................................................. 59 

5.3 Paper III ............................................................................................... 59 

5.4 Paper IV ............................................................................................... 60 

 

CHAPTER 6. Concluding Remarks and Future Outlook ................... 61 

 

Acknowledgments .............................................................................. 62 
 

References .......................................................................................... 64 
 

 

  



 

ix 
 

ABBREVIATIONS 

AFM – Atomic Force Microscopy 

ALS – Amyotrophic Lateral Sclerosis 

ATF6 – Activating Transcription Factor 6 

ATP – Adenosine Triphosphate 

CAPRIN – Cell Cycle Associated Protein 

CgA – Chromogranin A 

CLEM – Correlative Light and Electron Microscopy 

CNS – Central Nervous System 

CSR – Cellular Stress Response 

DAPPI – Desorption Atmospheric Pressure Photoionization 

DESI – Desorption Electrospray Ionization 

EDXS – Energy Dispersive X-ray Spectroscopy 

EM – Electron Microscopy 

ER – Endoplasmic Reticulum 

ESC – Embryonic Stem Cell 

ESI – Electrospray Ionization 

FISH – Fluorescence In Situ Hybridization 

FM – Fluorescence Microscopy 

FUS – Fused in Sarcoma 

GA – Glutaraldehyde 

G3BP1 – Ras GTPase-activating Protein-binding Protein 1 

HEPES – 4-(2-hydroxyethyl)-1-piperazineethanesulfonic Acid 

 

x 
 

HPF – High Pressure Freezing 

iPSC – Induced Pluripotent Stem Cell 

IRE1 – Inositol-requiring Enzyme 1 

LAESI – Laser Ablation Electrospray Ionization 

LDI – Laser Desorption Ionization 

L-DOPA – L-3,4-dihydroxyphenylalanine 

LESA – Liquid Extraction Surface Analysis 

LLPS – Liquid-liquid Phase Separation 

LM – Light Microscopy 

MALDI – Matrix Assisted Laser Desorption Ionization 

MS – Mass Spectrometry 

MSI – Mass Spectrometry Imaging 

m/z – mass-to-charge 

NA – Numerical Aperture 

Nano-DESI – Nanospray Desorption Electrospray Ionization 

NanoSIMS – Nanoscale Secondary Ion Mass Spectrometry 

ND – Neurodegenerative Disease 

NPC – Neuronal Progenitor Cell 

PALM – Photoactivated Localization Microscopy 

PBS – Phosphate-buffered Saline 

PC12 – Pheochromocytoma 12 

PERK – Protein Kinase RNA-like Endoplasmic Reticulum Kinase 

PESI – Probe Electrospray Ionization 

PFA – Paraformaldehyde 



 

ix 
 

ABBREVIATIONS 

AFM – Atomic Force Microscopy 

ALS – Amyotrophic Lateral Sclerosis 

ATF6 – Activating Transcription Factor 6 

ATP – Adenosine Triphosphate 

CAPRIN – Cell Cycle Associated Protein 

CgA – Chromogranin A 

CLEM – Correlative Light and Electron Microscopy 

CNS – Central Nervous System 

CSR – Cellular Stress Response 

DAPPI – Desorption Atmospheric Pressure Photoionization 

DESI – Desorption Electrospray Ionization 

EDXS – Energy Dispersive X-ray Spectroscopy 

EM – Electron Microscopy 

ER – Endoplasmic Reticulum 

ESC – Embryonic Stem Cell 

ESI – Electrospray Ionization 

FISH – Fluorescence In Situ Hybridization 

FM – Fluorescence Microscopy 

FUS – Fused in Sarcoma 

GA – Glutaraldehyde 

G3BP1 – Ras GTPase-activating Protein-binding Protein 1 

HEPES – 4-(2-hydroxyethyl)-1-piperazineethanesulfonic Acid 

 

x 
 

HPF – High Pressure Freezing 

iPSC – Induced Pluripotent Stem Cell 

IRE1 – Inositol-requiring Enzyme 1 

LAESI – Laser Ablation Electrospray Ionization 

LDI – Laser Desorption Ionization 

L-DOPA – L-3,4-dihydroxyphenylalanine 

LESA – Liquid Extraction Surface Analysis 

LLPS – Liquid-liquid Phase Separation 

LM – Light Microscopy 

MALDI – Matrix Assisted Laser Desorption Ionization 

MS – Mass Spectrometry 

MSI – Mass Spectrometry Imaging 

m/z – mass-to-charge 

NA – Numerical Aperture 

Nano-DESI – Nanospray Desorption Electrospray Ionization 

NanoSIMS – Nanoscale Secondary Ion Mass Spectrometry 

ND – Neurodegenerative Disease 

NPC – Neuronal Progenitor Cell 

PALM – Photoactivated Localization Microscopy 

PBS – Phosphate-buffered Saline 

PC12 – Pheochromocytoma 12 

PERK – Protein Kinase RNA-like Endoplasmic Reticulum Kinase 

PESI – Probe Electrospray Ionization 

PFA – Paraformaldehyde 



 

xi 
 

PIPES – 1,4-Piperazinediethanesulfonic Acid 

QSA – Quasi Simultaneous Arrival 

RBP – RNA-binding proteins 

RNP – Ribonucleoprotein 

ROI – Region of Interest 

SEM – Scanning Electron Microscopy 

SG – Stress Granule 

SIMS – Secondary Ion Mass Spectrometry 

SMAD – Small Worm Phenotype Mothers Against Decapentaplegic 

SNARE – Soluble N-ethylmaleimide-sensitive Factor Attachment 
Protein Receptor 

SPM – Scanning Probe Mircoscopy 

STED – Stimulated Emission Depletion 

STM – Scanning Tunneling Microscopy 

STORM – Stochastic Optical Reconstruction Microscopy 

TDP-43 – TAR DNA-binding Protein 43 

TEM – Transmission Electron Microscopy 

TIA-1 – T-cell Intracellular Antigen-1 

ToF-SIMS – Time-of-Flight Secondary Ion Mass Spectrometry 

UHV – ultrahigh vacuum 

VAMP – Vesicle-associated Membrane Protein 

Wnt – Wingless-related Integration Site 

  

CHAPTER 1. Biological Chemical Imaging Techniques and Correlative Imaging 

1 
 

CHAPTER 1. Biological Chemical Imaging 

Techniques and Correlative Imaging 

1.1 Overview 

Analytical imaging is a term that encompasses a wide range of 
techniques used to analyze the properties of a sample. It is widely used 
in many scientific fields, such as biology, chemistry, geology, material 
science, environmental science, and medicine. The applications of 
imaging extend broadly. For example, it allows analyzing molecules in 
biological samples and localizing them in organs, tissues, or single 
cells, it can support the development of drugs and disease treatments, 
or characterize inorganic materials such as superconductors, minerals, 
and metals.1–5 Therefore, imaging is a versatile tool that can be applied 
to a variety of aims and objectives. This thesis will discuss some 
chemical imaging techniques and describe how they were used 
correlatively to each other to answer different biochemical questions. 

1.1.1 Types of Imaging Techniques and their Applications 

Several modern analytical imaging techniques exist, each implemented 
in different ways. Categories of imaging include mass spectrometry 
imaging (MSI), microscopy, spectroscopy, and medical imaging. In 
MSI, typically an ion or laser beam interacts with a sample surface, 
causing molecules to sputter and be available for collection, detection, 
and analysis. Some examples include matrix assisted laser desorption 
ionization (MALDI) and time-of-flight secondary ion mass 
spectrometry (ToF-SIMS) imaging. MSI is further discussed in section 
1.2 Mass Spectrometry Imaging (MSI). Microscopy includes techniques 
such as electron microscopy (EM) and light microscopy (LM). These 
are based on how a beam (an electron or light beam) interacts with a 
sample to produce an image. Different types of EM and LM have been 
developed; they are further described in section 1.3 Microscopy. In 
spectroscopy, such as infrared and nuclear magnetic resonance 
spectroscopy, light is directed at a sample and the resulting interaction 
is used to identify the properties of atoms and molecules in the sample. 
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A variety of spectroscopy techniques exist, and these include infrared 
spectroscopy, Raman spectroscopy, and nuclear magnetic resonance 
spectroscopy. Medical imaging refers to a collection of techniques 
which are mostly used in diagnostics and clinical analysis. Functional 
medical imaging can detect changes in physiological activity (such as 
metabolism, hemodynamics and oxygen levels) in tissues and organs; 
some common functional imaging techniques are positron emission 
tomography and functional magnetic resonance imaging. Another type 
of medical imaging, called structural imaging, visualizes anatomical 
properties (such as structural damage or abnormalities) of tissues and 
organs; examples include computed tomography and structural 
magnetic resonance imaging.6–8 Spectroscopy and medical imaging are 
beyond the scope of this thesis and thus will not be discussed further. 

1.1.2 Correlative Imaging 

While a great deal of information can be obtained with imaging, every 
technique has limitations. These can be related to aspects such as 
sample preparation, detection limits, spatial resolution, time resolution, 
or sample preservation. The type of information that a technique can 
provide about a sample is also often limited. For example, a technique 
might provide the chemical composition of a sample but not its 
molecular composition, or vice versa; or, it might provide molecular 
composition, but offer poor lateral resolution. To overcome some of 
these limitations, it is possible to combine two or more imaging 
techniques in what is called correlative imaging. By doing so, the 
strengths of a technique can complement the other and some of the 
limitations can be mitigated. 

For example, with scanning electron microscopy (SEM) the physical 
topography of a sample surface can be obtained. While providing 
structural details at high lateral resolution, SEM by itself does not allow 
elemental analysis of a sample, thus, it is often combined with energy 
dispersive X-ray spectroscopy (EDXS); the Raman imaging and 
scanning electron microscopy system also combines the benefits of 
SEM with another technique, i.e., Raman spectroscopy, which allows 
chemical information about a sample surface to be obtained. 
Transmission electron microscopy (TEM) can be correlated with 
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secondary ion mass spectrometry (SIMS) imaging, such that high 
resolution, ultrastructural TEM data can be complemented by also 
obtaining the chemical composition of a sample via SIMS; in turn, 
SIMS can be correlated with fluorescence microscopy to detect both the 
isotopic composition and optical properties of a sample.9–11 

In the next sections, some techniques relating to MSI, EM and LM are 
discussed in more detail; focus will be given to nanoscale SIMS 
(NanoSIMS), which was the main technique used for this thesis, and to 
how it can be effectively correlated with EM and LM to accomplish 
multifaceted sample characterization. 

1.2 Mass Spectrometry Imaging (MSI) 

1.2.1 Overview of SIMS history 

In MSI, a sample surface is hit with a primary beam (an ion or laser 
beam, or an electrospray), causing secondary material (e.g., ions, 
neutral species, electrons) to be ejected. Secondary ions are extracted 
and directed to a mass spectrometer and separated according to the type 
of analyzer used. They then reach a detector, and maps of the relative 
intensities of each ion are generated digitally, creating an image of the 
sample surface which reflects the original spatial organization of its 
chemical identity. 

Ions were discovered by Michael Faraday around 1830 through 
experiments of electrically charged atoms in solution, although they 
were only officially described by August Arrhenius in his doctoral 
thesis several decades later. In the late 1800s, important discoveries to 
the understanding of ions were made, such as the discovery of the 
electron and its m/z ratio by James J. Thomson in 1897, and the 
discovery that magnetic fields can change the trajectory of an ion beam 
by Wilhelm Wien in 1898.12–14 The basis underlying mass spectrometry 
was first presented in the early 1900s by Thomson, who introduced the 
concept of analyzing a sample by breaking it apart into ions, 
accelerating them with an electric field, and separating them with a 
magnetic field according to their m/z ratio.15 In 1913, Frederick Soddy 
announced that atoms of the same element could have different atomic 
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weights: that is, he discovered isotopes;16 shortly after, Thomson´s 
collaborator Francis W. Aston built the prototype of a mass 
spectrometer and used it to collect a positive ion mass spectrograph and 
obtain the first experimental proof of isotopes.13,17 Thereafter, several 
more early mass spectrometric instruments were developed, such as the 
ones of Arthur J. Dempster in 1922, Josef Mattauch and Richard Herzog 
in 1934, and Kenneth T. Bainbridge and Edward B. Jordan in 1936.15 
Meanwhile, forerunning SIMS, Woodcock and Thompson reported the 
production of secondary ions in 1931,18,19 and in 1936 Arnot and 
Milligan used a magnetic field to separate secondary ions according to 
their m/z ratio.20 Several advances followed, such as the first linear 
time-of-flight (ToF) mass spectrometry instrument providing a 
complete mass spectrum display built by A. E. Cameron and D. F. 
Eggers in 1948,14,21 and the first coupling of a mass spectrometer with 
gas chromatography in 1957-9.14,22,23 Finally, the first mass 
spectrometric technique applied to chemical imaging was developed in 
1962 by Raymond Castaing and his student George Slodzian with the 
creation of the first dedicated magnetic sector instrument for secondary 
ion detection; the technique was called secondary ion mass 
spectrometry (SIMS).24 In the 1970s and 1980s, quadrupole and ToF 
SIMS instrument, respectively, were designed and created.13 Since 
then, several types of MSI have been developed, offering different 
ionization sources, as well as ion separation, focusing and detection 
modalities. These include techniques in laser desorption ionization 
(LDI), desorption electrospray ionization (DESI), and secondary ion 
mass spectrometry (SIMS) imaging. 

1.2.2 Types of MSI: LDI, DESI, and SIMS 

All MSI techniques are based off the basic principle of sputtering ions 
off a sample surface by hitting it with a primary beam, collecting the 
secondary ions, and detecting them to create images that represent the 
original spatial organization of the ions on the sample surface. They 
offer different advantages and disadvantages in sensitivity, throughput, 
and spatial resolution. 

Laser Desorption Ionization (LDI). In LDI-MS, a laser is used as 
primary beam to irradiate a sample and ionize its surface, and 
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subsequently map the location of individual m/z ratio values to two-
dimensional coordinates, producing images of the initial position of 
selected compounds on the sample surface. The first applications of 
LDI to mass spectrometry date back to the 1960s, and in the 1990s, 
matrix-assisted LDI (MALDI) was introduced by the works of Spengler 
and Caprioli.25–28 The matrix used in MALDI is used to absorb energy 
from the primary beam and minimize sample damage, thus allowing a 
“soft” surface ionization to occur, i.e., the surface material can be 
sputtered as macromolecules, preserving the molecular identity of the 
sample.28 This is opposed to “hard” ionization techniques, such as 
dynamic SIMS, in which the ions produced are mostly atomic or 
diatomic. The spatial resolution of MALDI is relatively low (usually 
low micron resolution at best), but it offers high throughput and 
sensitivity for determining the mass of large analytes such as proteins, 
lipids, peptides and polymers.29,30 

Desorption Electrospray Ionization (DESI). DESI builds on the 
concept of electrospray ionization (ESI), which is an ambient ionization 
technique. It was introduced in 2004 by Takas et al. and it is based on 
sputtering a sample surface at ambient conditions via electrosprayed 
aqueous charged droplets and ions of solvent, which generates 
secondary gaseous ions.31 Since it can be performed at ambient 
conditions, DESI can be used for in vivo analysis and is thus suited to 
characterize samples in their native environment with little-to-no 
sample preparation. The spatial resolution of DESI is ultimately limited 
by the size of the droplet spray and the secondary ion transfer efficiency 
to the mass spectrometer; a variant, called nanospray desorption 
electrospray ionization (nano-DESI), features better spatial resolution 
(~10 μm) owing to finer capillaries and shorter probe-to-sample 
distance.32 The ESI family comprises a multitude of techniques, each 
adapted to different analytical needs; some examples are laser ablation 
electrospray ionization (LAESI), probe electrospray ionization (PESI) 
and desorption atmospheric pressure photoionization (DAPPI). Liquid 
extraction surface analysis (LESA), another method similar to DESI 
and first described in 2010, is one such emerging imaging approach 
based on the use of a liquid microjunction surface sampling probe. Due 
to its large extraction area, the spatial resolution of LESA (typically 
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~1000 μm) limits its application; however, its high sensitivity and 
throughput have been found useful in combination with other 
methods.33–35 

Secondary ion mass spectrometry (SIMS). SIMS is an imaging 
technique in which a sample surface is characterized via the detection 
and analysis of its molecular and elemental constituents, which are 
sputtered with an ion beam. It is recognized as one of the most sensitive 
elemental and isotopic surface analysis techniques and can be applied 
to a variety of solid samples as long as they can sustain ultrahigh 
vacuum (UHV) conditions. As already mentioned, the history of SIMS 
development dates back several decades. The most wide-spread early 
use of SIMS was in its now-called dynamic mode, that is, the sample 
surface is destroyed, and its composition analyzed as a function of 
depth. This found important applications in the semiconductor industry, 
where the layer arrangement of materials could be characterized; in fact, 
up to the early 1980s, SIMS was mainly used in dynamic mode. This 
made SIMS arguably a bulk or near-surface technique. In the late 1960s, 
the now-called static SIMS emerged through the work of the 
Benninghoven group, which demonstrated a non-destructive approach 
in a series of studies on metal oxides;36–39 static SIMS works on the 
principle that hitting a sample with a very low primary ion density is 
non-damaging to its physical composition, and information is obtained 
only from the very top surface layer. This provided an operational 
method that made SIMS an authentic surface analysis technique. In the 
past several decades, SIMS instruments have seen substantial 
improvements, such that today it is now considered one of the most 
useful imaging techniques which can be applied to the analysis of a 
variety of sample types, boasting high sensitivity, spatial and mass 
resolution, and mass detection range. SIMS does come with some 
limitations, such as its destructive nature (in dynamic mode), 
challenging absolute quantification, UHV requirement, and limited 
spatial resolution compared to other imaging techniques. 
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1.2.3 NanoSIMS 

Overview. In NanoSIMS, a high energy (4-16 keV) primary ion beam 
is rastered on a sample surface. As a result of primary ion bombardment, 
secondary sputtered ions are generated. Ions of a selected polarity are 
extracted by an electric field and accelerated into a double-focusing 
mass spectrometer, separated according to their m/z ratio, and finally 
they reach a detector. Intensity maps of the detected ions are computer 
generated and used to spatially localize the selected ions in a pixelated 
image. A simplified schematic of the instrument is shown in Figure 1A. 
The NanoSIMS instrument is composed of several parts: upper primary 
column, lower primary column, central column, coaxial column, 
matching optics, mass spectrometer, and multicollection system. Owing 
to its high mass resolution, isotopic pairs can be separated by the mass 
spectrometer and be detected separately at the detectors, which allows 
spatial localization of the enrichment of the rare isotope in the sample 
surface. This enables investigating the dynamics of stable isotope 
uptake and metabolism in biological specimens (e.g., cells, tissues, 
plants, animals), for example, by exposing the specimen to an 
isotopically enriched species (e.g., amino acid, drug, nutriment, air) and 
then localizing it in the sample in the form of isotopic enrichment 
relative to the natural abundance of the abundant isotope. A description 
of some instrumental parameters and measurement principles is 
provided in the next paragraphs. 
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Figure 1. Simplified schematics of the NanoSIMS instrument (A) and examples of secondary 
ion (12C2- , 12C14N-, 31P- and 32S-) images of a neuronal progenitor cell (NPC) acquired with 
NanoSIMS (B). 

Instrumentation. The first components of the instrument are the ion 
sources, which reside in the upper column and generate the primary ion 
beam. Two sources are available, i.e., Cs+ and O- depending on the 
desired secondary ion polarity: Cs+ is used when collecting 
electronegative secondary ions, O- when collecting electropositive 
secondary ions. For the projects of this thesis, only the Cs+ primary 
beam was used. In the Cs+ source, cesium vapor is formed from a 
cesium carbonate pellet contained in a heated reservoir, and then 
ionized with a heated tungsten plate. An extraction lens directs the ions 
at the entrance of the lower column as an ion beam. 

In the lower column, a series of electrostatic lenses and apertures shape 
the newly formed primary ion beam (probe), adjusting its current and 
spot size. An electrostatic Lens 1 (L1) is often used to change the probe 
size and current. With L1=0, the primary beam is unchanged. If a 
voltage is applied, a higher current is generated, corresponding to a 
larger probe size and higher secondary ion yield. At even higher 
voltages, the probe current decreases again, sometimes to a lower 
magnitude than the original (when L1=0); this can help achieve very 
low primary beam currents which will result in small spot size and high 
lateral resolution.40 It should be kept in mind that lower current also 
corresponds to lower secondary ion yield, which can affect the counting 
statistics (ion counts on the minor isotope) of a measurement. 
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Therefore, a balance needs to be found between primary current and ion 
yield.41 

NanoSIMS is a dynamic SIMS technique, so it is destructive to the 
sample. The so-called static limit is conventionally calculated as 1013 
Cs+/cm2; beyond this limit, every atom on the sample surface is 
sputtered and sample erosion ensues; this is called dynamic mode.13 
Since the sample is eroded during analysis, and repeated measurements 
on the same sample area are not possible, the secondary ion signal needs 
to be optimized in order to have enough sample material arriving at the 
detectors. The NanoSIMS ion optics are optimized to enhance the 
transmission of the instrument, i.e., the fraction of starting sputtered 
ions over the ions arriving at the detectors. 

The NanoSIMS features a coaxial configuration whereby the incidence 
path of the primary ion beam is orthogonal to the emerging secondary 
ion beam (Figure 1A, coaxial path); this ensures the shortest possible 
distance between the sample surface and the extraction lenses, which 
enhances secondary ion collection. After sputtering and ion extraction, 
a transfer optical system (lenses, deviating plates, apertures) shapes the 
beam to minimize aberrations and further optimize transmission. For 
example, in the central column, a set of deviating plates, which control 
the rastering of the primary ion beam and keep the beam in the center 
of the final field diaphragm (D1), cancel the motion of the secondary 
ion beam at the entrance slit (ES) to the mass spectrometer. This 
increases the transmission of the instrument by ensuring as many 
secondary ions as possible enter the mass spectrometer. 

Mass resolution in mass spectrometry imaging is defined as the ability 
to separate secondary ions that differ in m/z ratio, and is defined as 
M/ΔM, where M is the mass of the ion of interest and ΔM is the 
difference in mass between the ion of interest and the adjacent ion.13,42,43 
High mass resolution in NanoSIMS is achieved by the use of a 
Mattauch-Herzog mass spectrometer, named after the two scientists 
who developed it in 1934.44 It is also called a double-focusing mass 
analyzer, because it comprises two parts: the first part is an electrostatic 
sector, which filters the secondary ions according to their kinetic 
energy; the second is a magnetic sector, which focuses them based on 
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their m/z ratio. This allows ions of a given m/z ratio which have different 
starting kinetic energy to be focused to a focal point.13 This 
configuration finds excellent applicability in the NanoSIMS, where the 
energy spread of the secondary ions is large (0-2000 eV) and allows 
transmission of a high fraction of sputtered ions (up to ~40%). Isobaric 
(mass) interferences can also be overcome. These interferences can be 
a significant issue in mass spectrometry and appear when two ions have 
the same nominal m/z ratio and arrive at the same detector. Owing to 
the high mass resolving power of NanoSIMS, isobaric species can often 
be separated, allowing accurate results.13 

The secondary ion beam finally reaches the multicollection system. The 
NanoSIMS features seven trolleys, each equipped with an electron 
multiplier and a Faraday cup (FC). In imaging mode, electron 
multipliers are used as they have faster response time compared to FCs; 
FCs have higher sensitivity and are sometimes used for precise 
quantitative ratio measurements.45 A set of parallel plates also 
corresponds to each trolley and these are used to scan the mass line and 
obtain a so-called high-mass resolution graph, which is used during 
tuning to center the desired mass at the corresponding detector. The 
electron multipliers receive the secondary ions one by one and generate 
a signal in the form of current, which corresponds to the intensity 
(number) of incoming ions. Intensity maps for each ion are then created 
(e.g., Figure 1B) and localize the chosen ions and their relative 
abundance in each pixel of the image. 

Measurement principles. The yield of secondary ions in the 
NanoSIMS depends on a number of parameters. The basic SIMS 
equation is: 

Is(A) = Ip · Y · α(A) · c(A) · T 

where Is(A) is the secondary ion beam current for species A, Ip is the 
primary ion beam current, Y is the total sputter yield, α(A) is the 
ionization probability of species A, c(A) is the fractional concentration 
of species A in the matrix, and T is the transmission of the instrument.46 
The equation states the relationship between the secondary ion current 
and the concentration of the species of interest in the sample. The so-
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called matrix effect emerges as one of the terms is the ionization 
potential of the species, which changes according to the bulk 
composition of the sample. The matrix effect describes the variation in 
secondary ion yields, which can span several orders of magnitude, 
depending on the composition of the sample from which the ions are 
generated. This effect is often significant and unpredictable; therefore, 
it is the reason why absolute quantification in NanoSIMS can be 
problematic.13 In order to carry out absolute quantification, calibration 
standards having the same matrix as the sample of interest must be 
produced. 

Secondary ion signal is not stable at the beginning of a NanoSIMS 
measurement; the variations in secondary ion signal that occur during 
the initial stages of sputtering (transient state) are referred to as the 
transient effect. A so-called steady state of sputtering is achieved after 
a certain amount of Cs+ ions are implanted to the sample surface; this 
process is called implantation. During implantation, secondary ion 
sputtering is enhanced, and this enhancement scales with the 
concentration of Cs+ implanted into the sample surface. The oscillations 
of sputtering yield as a function of positive primary ion bombardment 
are a longstanding topic and have been described extensively.47–51 
Steady state refers to the state where the primary ion implantation rate 
compares to the sputtering rate of implanted primary ions, i.e., an 
equilibrium is reached between primary ions and sputter rate. The 
sputter-enhancing effects of implantation are predominantly attributed 
to changes in work-function/ionization potential of the sample 
surface.13 Performing measurements at steady state is recommended 
when high sensitivity is required (e.g., small differences in isotopic 
enrichment are being monitored), or when carrying out absolute 
quantification.40,52 

In imaging, the term spatial resolution describes the minimum distance 
needed to resolve objects in an image. Spatial resolution in SIMS is 
defined as the ability of the instrument to separate signals from two 
adjacent locations and is usually taken as the distance over which a 
secondary ion intensity at an abruptly changing signal (e.g., the edge of 
a cell or cellular feature) drops from 84% to 16% (this is called the 16-
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84% criterion).10,13 The NanoSIMS can reportedly provide a lateral 
resolution down to 50 nm. In practice, this is not easily achieved as there 
are many factors which can influence the resolution of an image other 
than the parameters of the instrument, such as the composition of the 
sample (e.g., topography, density) and the time available for analysis 
(high pixel resolution can make a measurement very time intensive). 
Some of the instrumental parameters that control the final image 
resolution are the primary beam current, the size of the D1 aperture, the 
pixel resolution, and the sputtering dwell-time. Resampling (e.g., 
oversampling and undersampling) can also affect lateral resolution. 
Oversampling occurs when the size of the primary beam is larger than 
the pixel size of the image, such that some parts of the sample surface 
are probed more than once, and the secondary ion yield is increased. An 
interpretation of this is illustrated in Figure 2, which also shows how 
the effect of beam mixing can affect resolution. Beam mixing occurs 
when adjacent features in a sample are probed at the same time by a 
large primary beam, and do not get resolved separately. This can cause 
signal dilution and poor lateral resolution. This effect can be reduced 
by using a smaller beam and higher pixel resolution. 

 
Figure 2. Schematics of how beam mixing and oversampling can improve lateral resolution 
(A) and an example 12C14N- image of an NPC imaged with identical instrumental parameters 
except pixel size (B), where the image on the right is more oversampled and appears more 
resolved. 
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Data analysis. NanoSIMS can be used to quantify the isotopic 
enrichment of elements in a sample. In biological samples, this can be 
useful when investigating the biological pathways and dynamics (e.g., 
uptake, turnover) of molecular species. Once intensity maps for an 
isotopic pair are acquired, relative enrichment (δ) of the rare isotope can 
be expressed in per mille (‰) as:53 

∂‰ =
𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠
× 1000 − 1000 

where Rsample is ratio of the sample in a region of interest (ROI) and 
Rstandard is the natural abundance ratio of the element. For elements 
which are being measured directly and not as isotopic enrichment (e.g., 
halogens, transition metals), their enrichment can be normalized against 
a homogeneous background ion in the sample (for example, for resin 
embedded samples containing carbon, they can be normalized against 
12C2). 

The analytical precision of a NanoSIMS measurement is largely 
dependent, on a fundamental scale, by the so-called counting statistics, 
which limit the precision achievable under ideal instrumental 
circumstances. The counting statistics are dictated by Poisson statistics, 
in the way that secondary ion counts at the detectors approach a 
Gaussian distribution as the number of counts increases. For any δ, a 
Poisson uncertainty in per mille can be calculated as: 

Poisson uncertainty (‰) = 1000

√area (pixels) · Num (
counts

seconds
pixel ) · dwell time (s) · number of cycles

 

where area (pixels) is the area of the ROI from which the δ is taken, 
Num (counts/seconds/pixel) is the counts on the rare isotope (the counts 
on the abundant isotope can be usually omitted as they are often very 
high), dwell time (s) is the counting period at each pixel, and number of 
cycles is the number of planes/cycles acquired during the 
measurement.54 If the Poisson uncertainty is high (a definition of a high 
uncertainty will be somewhat arbitrary and relative to the measured 
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enrichment), the measurement is not reliable; for a given sample with a 
set enrichment, the uncertainty increases with smaller ROIs, lower 
dwell time, and fewer number of cycles. 

Other sources of error and uncertainty need to be considered during 
NanoSIMS data analysis. Images usually need to be dead-time 
corrected: the dead-time is the time during which an EM is “blind” to 
an arriving ion because it has not finished recording the previous one, 
leading to an underestimation of the signal. In NanoSIMS, the dead time 
is 44 ns and can be corrected for automatically by most image analysis 
software. Quasi-simultaneous arrival (QSA) is another underestimating 
factor. QSA occurs when two ions are ejected from the sample surface 
by one impinging primary ion, thus arriving at the detector 
simultaneously and being recorded as a single ion.55 QSA can 
sometimes be corrected for by choosing to detect a similar ion with a 
lower ionization potential in a certain substrate (for example, detecting 
12C- instead of 12C2

-, or vice versa) or by mathematically correcting for 
it. 

1.3 Microscopy 

1.3.1 Overview 

As with most analytical imaging methods, microscopy involves the 
study of objects that are too small to be seen with the naked eye. The 
way we see our surroundings and the ability to interpret the visual world 
around us is innately limited by the way we can perceive it at a physical 
level. Our eyes capture and focus light from the objects around us and 
our brain interprets it. Overall, the visual process is restricted by our 
ability to resolve objects. Therefore, anything which is smaller than the 
limit of resolution of our eyes remains entirely unknown. In addition, 
our eyes are only sensitive to light in the visible region of the 
electromagnetic spectrum, i.e., 400-700 nm in wavelength (λ). Being 
able to “see” things beyond these limits was ultimately achieved after 
scientific developments that lasted millennia, starting with the 
emergence of rudimental Greek optics and building up to the variety of 
ultrahigh-resolution imaging techniques which are available nowadays. 
Different microscopy categories exist, according to the type of source 
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used to generate the image (electron, light and scanning probe 
microscopy). The term optical microscopy also refers to the use of 
visible light to create an image. 

1.3.2 Types of Microscopy: EM, LM and SPM 

Microscopy techniques are based on how different sources (e.g., 
electrons or light) interact with a sample and how these can be used to 
image samples. Several parameters relating to the quality and stability 
of an imaging system can affect the resolution of a microscopic image, 
but the most determining factor is the wavelength of the imaging 
medium. In general, the smaller the wavelength, the higher the 
resolution that can be achieved; thus, the wavelength used determines 
the minimum size of an object that can be distinguished with a certain 
technique. In microscopy, the final resolution of an image is given by r 
= λ/2, where r is the resolution and λ is the wavelength. In light 
microscopy, λ is 400-700 nm (the wavelength of visible light), therefore 
the highest resolution that can be achieved by conventional techniques 
is 200 nm; electrons, on the other hand, have a much smaller 
wavelength and can theoretically provide resolution under 2 pm. The 
principles underlining different microscopy techniques are varied; they 
have different requirements in sample preparation and instrumentation 
and provide different parameters in resolution and sample information. 
Some of them are discussed next. 

Electron microscopy (EM). The first prototype of an electron 
microscope was built by Ruska and Knoll in 1931, and has since been 
established as one of the imaging techniques providing the highest 
spatial resolution.56 In EM, an electron beam is directed at a sample 
surface using an accelerated potential. Since they are negatively 
charged, electrons can be focused using electric or electromagnetic 
fields, similarly to ions. The main parts comprising an electron 
microscope are an electron source (often a tungsten filament) and 
focusing lenses and apertures which direct and shape the beam. When 
electrons interact with a sample, different species can be generated, 
such as secondary electrons, photons, and radiation; the former can be 
used to form an image. Depending on the type of technique, the primary 
electrons can be made to either pass through the specimen or be 
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enrichment), the measurement is not reliable; for a given sample with a 
set enrichment, the uncertainty increases with smaller ROIs, lower 
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used to generate the image (electron, light and scanning probe 
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reflected and backscattered; these approaches are called transmission 
electron microscopy (TEM) and scanning electron microscopy (SEM), 
respectively. TEM is further described in section 1.3.3 Transmission 
Electron Microscopy (TEM).57 

Light microscopy (LM). Light microscopes were invented in the early 
1600s, building on the development of optics which encompassed 
theories from the ancient Greek and Arab scholars, and slowly gained 
interest among European scientists. Antoine van Leeuwenhoek, a Dutch 
draper-turned-microscopist, is generally attributed the invention of the 
first microscope, although others, such as Galileo Galilei, Hans Janssen, 
and Cornelius Drebbel, are also regarded as having built simple and 
compound microscopes around the same time.57–59 In LM, a light beam 
is used as primary beam to image a sample. The properties of the 
primary light source, such as wavelength, polarization, and angle of 
incidence, can be different and generate different results. Several types 
of LM exist, such as bright field, dark field, phase contrast, and 
fluorescence microscopy; the latter is further described in section 1.3.4 
Confocal and Stimulated Emission Depletion (STED) Microscopy.  

Scanning probe microscopy (SPM). The first SPM image was created 
in 1981, after the first SPM device, a scanning tunneling microscope, 
was conceived and built by Gerd Binnig and Heinrich Rohrer.60 In 
SPM, a sharp pointed tip (“probe”) is raster-scanned very close to a 
sample surface, and feedback signals of the sample-probe interactions 
are used to create an image. Different types of SPM are in use, and these 
include atomic force microscopy (AFM) and scanning tunneling 
microscopy (STM). In STM, a voltage is applied between sample and 
probe so that electrons can travel between the two via the phenomenon 
of tunneling. STM offers good spatial resolution (down to 0.01 nm) and 
is a non-destructive technique. Some limitations include the 
impossibility for bulk analysis (SMP is inherently a surface analysis 
technique) and the need for conductive or semi-conductive samples. 
AFM, on the other hand, works by detecting local mechanical forces 
through a cantilever and using them to image a surface, and can image 
almost any type of sample, without being restricted by their 
conductivity.61 
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1.3.3 Transmission Electron Microscopy (TEM)  

Overview. In TEM, an electron beam is passed through a thin sample 
to create an image. The beam is shaped by apertures and lenses and 
arrives at the sample surface in a tightly focused spot, interacts with the 
atoms in the sample, and generates an image based on their 
arrangement. Owing to its high lateral resolution, TEM is one of the 
best-suited techniques for investigating the fine ultrastructure of 
biological samples. A schematic of a TEM instrument is presented in 
Figure 3, showing some of the main components of the instrument. An 
overview of TEM concepts is discussed in the next paragraphs; sample 
preparation for TEM imaging is further discussed in Chapter 3. 

 
Figure 3. Simplified schematic of a TEM instrument. 

Electron optics and image formation. TEM involves the manipulation 
of an electron beam using a series of electromagnetic lenses. When the 
electron beam passes through an electromagnetic lens in a TEM 
instrument, it is bent (focused or defocused) to a desired size according 
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to the strength of the magnetic field. By combining subsequent lenses 
and apertures in its path, the beam is made to arrive to a small spot on 
the sample surface. Other optics components, such as stigmators and 
deflectors, regulate symmetricity and tilt of the electron beam to ensure 
optimal beam shape. Once it arrives at the sample, the beam penetrates 
it, and the transmitted electrons are detected by a camera positioned 
below the sample. Denser or thicker sample regions scatter the electrons 
in the beam more than lighter ones; therefore, atoms with larger 
molecular weight scatter the electrons in the beam more than lighter 
ones. This is why biological samples are usually stained with heavy 
metals in order to improve the contrast of the image (this is further 
described in Chapter 3). The scatter generates a diffraction pattern that 
is used to automatically reconstruct an image of the sample. A greyscale 
projection is obtained corresponding to the atoms in the sample, with 
areas where there are heavier atoms corresponding to darker regions in 
the image, and areas with lighter atoms corresponding to lighter regions.  

Lateral resolution. The highest resolution achievable with an optical 
image forming system is given by the Rayleigh criterion, which sets a 
fundamental limit to optical resolution: r = (0.61λ)/NA where r is the 
resolution, 0.61 is a constant, λ the wavelength, and NA the numerical 
aperture. Simply stated, from this equation, the ability of the system to 
resolve objects that are close to each other, i.e., at a small angular 
distance, is commonly limited by the wavelength of the imaging 
medium and the numerical aperture of the system. Thus, with a given 
optical system with a set NA, the resolution of a microscopic image is 
dependent on the wavelength of the medium which interacts with the 
object being observed.57 Smaller wavelengths lead to higher resolution. 

As mentioned, visible light has a wavelength between 400-700 nm. 
While this limit can be challenged with the use of super-resolution 
approaches, it sets an underlying restraint to the highest resolution 
achievable with optical microscopy. Electrons, on the other hand, also 
possess a wave-like character; the De Broglie equation describes their 
wavelength as: λ=h/p where h is the Planck constant, and p is the 
momentum (mass times speed) of the electron. Since the mass is 
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constant, the wavelength of an electron depends entirely on its speed, 
with higher speed corresponding to shorter wavelength. 

Accelerating electrons, focusing them, and passing them through a thin 
sample generates an image. Because very short wavelengths can be 
achieved (e.g., with an accelerating voltage of 120 keV, the velocity is 
≈ 2x108 m/s and λ ≈ 0.004 nm), the theoretical image resolution can be 
very high. Using an approach of image formation similar to optic 
systems, the theoretical image resolution can be calculated as r = 
0.61λ/(n·α), where n is the medium refractive index (1 for TEM since 
the medium is vacuum) and α is the convergence angle;62 thus, 
assuming α = 0.01 radians, the theoretical resolution of a TEM image 
with a 120 keV beam is around 0.2 nm. 

Yet, when imaging biological samples, the resolution can be limited by 
several factors other than the electron wavelength, such as sample 
preparation, radiation damage, and aberrations.63 For example, sample 
preparation often includes staining of biological membranes with heavy 
metals, which bind to proteins and/or lipids; this affects the resolution 
because the stain creates a uniform appearance of the ultrastructural 
feature, regardless of its thickness. In TEM, thin samples (e.g., 
commonly 70-300 nm in thickness) are necessary to allow the electron 
beam to penetrate the sample during the imaging process. However, 
very thin samples are vulnerable to damage from exposure to the high-
energy electron beam; this can ultimately spoil the sample and result in 
change in specimen structure.57,64 Furthermore, aberrations such as 
spherical or chromatic aberrations and astigmatism can lower the image 
quality; these can be corrected to a certain extent (e.g., properly 
calibrating the instrument before and during imaging), but they are 
sometimes intrinsic to the physis of the instrument and can maintain a 
residual impact on the final image resolution. Additionally, while 
theoretically improving the resolution, higher voltage decreases image 
contrast because electrons pass through the sample more efficiently and 
this can also affect the image quality. Thus, the resolution of a TEM 
image of a biological sample depends on several factors, nonetheless it 
remains excellent for the purpose of resolving nanometer-scale 
subcellular features such as membranes and organelles. 
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Artifacts and image interpretation. While 3D imaging is possible 
with TEM (i.e., tomography) using specialized equipment and software, 
conventional 2D TEM imaging only provides a flat representation of a 
sample. Understanding the nature of a two-dimensional image is 
important to avoid misinterpreting the different structures visible in a 
biological sample (i.e., a tubular organelle might appear round if the 
sectioning plane is perpendicular to it). Understanding the different 
sources of contrast and how they affect the image is another important 
point for accurately interpreting TEM images, since contrast is often 
artificially introduced to biological samples with the use of heavy metal 
stains. These can cause artifacts due to improper sample preparation 
(e.g., heavy metal precipitation) or, as discussed, block out 
microstructures or minute sample features if they are stained uniformly 
to the surrounding structure (e.g., a membrane bilayer can appear as a 
monolayer). In fact, a large number of artifacts can be encountered in 
TEM, which can be formed during the sample preparation (preparation-
induced artifacts) or during the imaging of the sample (observation 
artifacts). Preparation-induced artifacts include mechanical damage 
(e.g., deformation and tearing) and change to the sample structure due 
to chemical or physical reactions. Observation artifacts include beam 
misalignment (e.g., shading) and thermal damage (beam damage), such 
as charging effects and sample destruction.65 These can be avoided with 
proper sample preparation and handling and operation of the 
instrument. Some examples of artifacts are shown in Figure 4. 

 
Figure 4. Examples of artifacts in TEM imaging. (A) Shading caused by improper beam 
alignment. (B) Tearing possibly caused by improper sample handling during or after ultrathin 
sectioning (red arrows). (C) uranyl acetate (UA) precipitation due to inadequate sample 
preparation (blue arrow). 
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Advantages and limitations. TEM is a versatile technique that can be 
applied to a range of applications, including biology, materials science, 
and medicine. The principal advantage of TEM is undoubtedly the 
spatial resolution that it provides. For biological samples, TEM allows 
the study of the ultrastructural details of cells and tissues, and even to 
go down to single proteins and small molecular complexes. The 
technique does present some disadvantages and limitations. These 
include cumbersome and labor-intensive sample preparation, limitation 
to fixed and ultrathin samples, and relatively slow throughput. While 
possible with some approaches (for example when used in hybrid mode 
with some spectroscopy techniques, or with the use of specific labeling 
strategies),66–68 conventional TEM also fails to provide the chemical 
composition of a biological sample, instead only providing structural 
information. For this reason, it is often correlated with other imaging 
techniques such as LM and SIMS. 

Correlation with NanoSIMS. TEM is often used in correlation with 
MSI techniques. This is because mass spectrometry images provide the 
chemical (molecular or atomic) composition of a biological sample, but 
little to no ultrastructural information. For example, TEM finely 
resolves organelles such as secretory vesicles and mitochondria, but 
these appear in NanoSIMS as more-or-less carbon and nitrogen 
(detected as 12C14N-) dense regions, which blend in with the 
surrounding cellular space. An example of this is shown in Figure 5. 
By imaging the same sample area with TEM and NanoSIMS, both 
structural and compositional information can be obtained, allowing for 
a more comprehensive understanding of a sample. 
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Figure 5. Example of TEM and NanoSIMS image correlation. The same PC12 cell is imaged 
with both techniques: the TEM image provides ultrastructural information and localizes 
organelles such as vesicles (blue arrows) and mitochondria (red arrow), while these are not 
discernible in the NanoSIMS image. By overlaying the two images, every organelle can be 
characterized by their compositional (12C14N-) content. Scale bar is 500 nm. 

1.3.4 Confocal and Stimulated Emission Depletion (STED) 
Microscopy 

Overview. The way that light is used to produce an image in LM is 
conceptually similar to the way electrons are used to produce an image 
in EM. That is, the beam is passed through a series of beam-shaping 
lenses, arrives at the sample, interacts with it, and generates information 
about the sample which a detector uses to form an image. As mentioned, 
the fundamental resolution limit in optical microscopy is about 200 nm, 
but advances in the field have significantly extended this limit with 
what are now called super-resolution techniques. STED is one such 
improvement and is discussed in the next paragraphs together with 
conventional confocal microscopy. 

Confocal and STED are two types of fluorescence microscopy (FM). In 
FM, a light beam (e.g., a laser) is directed at a sample containing a 
fluorescence tag (i.e., a molecule which is introduced in a sample and 
attaches to specific biomolecules); during imaging, the photons from 
the beam interact with the tag, which absorbs some of the incoming 
energy and then releases secondary photons. Because some energy is 
lost in this process, the generated photons have lower energy and thus 
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longer wavelength than the incident ones. A detector is tuned to receive 
this emission wavelength, and an image is created which reveals the 
intensity of the arriving photons as a function of their location in the 
sample.69 

Instrumentation and optics. A fluorescence microscope comprises a 
primary light source, a series of refractive lenses, and a detector. The 
lenses are used to direct the light at a sample; in confocal and STED 
microscopy, a set of scanning mirrors raster the light beam onto the 
sample surface, and each raster spot is represented by a pixel in the final 
image. A dichroic filter acts as a beam splitter and separates the 
excitation and emission light. The beam splitter does this by reflecting 
light of a selected wavelength towards the sample, whereas the light 
emitted from the sample is transmitted towards the detector.69 A 
schematic of a confocal/STED microscope is shown in Figure 6. 

 
Figure 6. Simplified schematics of confocal (A) and STED (B) microscopes. 

Confocal vs STED. In confocal microscopy, a laser light beam is 
rastered on a thin (e.g., cell monolayer) sample, exciting fluorophores 
which emit fluorescent light. The laser is tuned to a specific wavelength 
corresponding to the excitation spectrum of the fluorophore of interest. 
The emitted light is directed through a pinhole which blocks out-of-
focus light, allowing only in-focus light to reach the detector; this 
enhances the resolution by generating a sharper final image with more 
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contrast. The use of the pinhole is one key difference between confocal 
and widefield microscopy, in which a sample is uniformly illuminated, 
and all emitted light detected. 

STED microscopy was developed in 1994 by Stefan W. Hell and Jan 
Wichmann,70 and has been gaining momentum owing to its 
improvements in spatial resolution compared to conventional 
microscopy techniques. It uses two lasers: one for excitation and one 
for depletion (STED beam). The STED beam is shaped into an annular 
shape (commonly referred to as the “donut” shape) and is emitted 
immediately (within a few nanoseconds) after the excitation beam at a 
different (typically shorter) wavelength; its role is to force the 
fluorophore back to its non-excited state and therefore deplete it before 
it emits fluorescent light, consequently only letting the non-depleted 
fluorophore emit light from the complementary region. This reduces the 
size of the focal spot and improves lateral resolution, which can be in 
the range of tens of nanometers.71 A simplified schematic of the STED 
beam is shown in Figure 7. 

 
Figure 7. Schematic of the difference between confocal and STED lasers. While the confocal 
laser excites all the fluorophores in the area, the depletion (STED) laser additionally quenches 
the fluorophore in the annular region, only letting emitted light emerge from the complementary 
area. 

Labeling strategies. There are different approaches to label molecules 
for FM. These generally include antibody, genetic, and dye labeling 
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(staining). The choice of labeling method depends on the research 
question and experimental design of a specific study. 

Antibody labeling, also known as immunofluorescence staining, 
involves the binding of antibodies to specific biomolecules in cells and 
tissues. The antibodies recognize and bind to a target molecule. Two 
types of antibody labeling are possible: direct and indirect. In direct 
labeling, the antibody is directly conjugated to a fluorophore (this is 
known as a fluorochrome) and can be imaged directly using FM. This 
approach is sometimes preferable as it is easier and faster, as long as a 
suitable fluorochrome is available. For indirect labeling, the antibody is 
not directly labeled; instead, a secondary antibody, conjugated to a 
fluorophore, is used to bind to the primary one. This approach is more 
versatile, as a wide range of commercially available secondary 
antibodies exist that can be easily matched to the primary antibody 
according to the host species from which it is derived. Finally, when 
imaged using FM, the fluorophore in the antibody (whether primary or 
secondary) allows an image of the spatial distribution of the target 
molecule in the sample to be generated.72 

Genetic labeling is another popular approach to labeling in FM. This 
involves the insertion of a fluorescent protein gene into a living 
biological substrate (e.g., cells) to stimulate the expression of 
fluorescent molecules. This allows visualization of specific structures 
in cells which are tagged with the genetically modified species 
introduced in the substrate. Many fluorescent proteins have been 
identified and are available today. For example, a cell might be 
engineered to express a green-fluorescent protein (GFP) in place of a 
non-fluorescent protein. GFP was the first fluorescent protein 
discovered, purified from Aequorea Victoria, a type of jellyfish, by 
Osamu Shimomura in the early 1960s.73,74 During FM, the GFP emits 
light when excited by the appropriate wavelength, which can localize 
cellular structures which contain the fluorescent protein. Genetic 
tagging is particularly useful for long-term, stable labeling of living 
samples.72 

Staining is typically less specific than antibody and genetic labeling, but 
it can be easier and/or cheaper to perform. Staining involves the 
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selective chemical binding of a fluorescent dye, also called chemical 
fluorescent probe, to a biological structure. Different dyes can 
selectively stain different components in a cell, such as the nucleus, 
membrane, and cytoskeleton. The specificity of binding depends on the 
chemical properties of the dye. Some dyes may require cell membrane 
permeabilization and can only be used on fixed samples, but some cell 
permeable dyes are available which allow for live imaging. Many 
different dyes can be commercially purchased for different biological 
structures, and can be chosen according to the desired specificity, 
emission wavelength, and permeability.72 

Advantages and limitations. One advantage of confocal and STED 
microscopy is the lateral resolution, which is especially enhanced in 
STED. A great advantage of FM is that is can often be performed in 
vivo, because it does not require a vacuum. Thus, physiological and 
chemical phenomena can be tracked in living biological samples, and 
time-lapse images can be recorded and composited into time-lapse 
videos. Additionally, relatively thick (a few µm) samples can be imaged 
with good contrast and resolution, and 3D imaging is possible by 
acquiring images in stacks and later combining them into 3D images 
with a software. Since it employs two lasers instead of one, STED 
microscopy has lower temporal resolution than confocal microscopy, 
which can sometimes limit its applicability (especially in live-cell 
imaging). Photobleaching is also a disadvantage for both techniques 
and can cause loss of signal during sample handling and imaging. The 
use of tags (i.e., dyes and antibodies) can also cause image 
displacement, in which the original position of the labeled structure is 
shifted compared to that of the signal, because of the size of the tag; this 
can sometimes be mitigated by the use of smaller tags (e.g., 
nanoprobes). 

Correlation with NanoSIMS. FM can efficiently be correlated with 
MSI techniques. While NanoSIMS provides the chemical composition 
of a sample surface, FM can spatially localize labels and stains which 
reveal the biological identity of a target. For example, an organelle or a 
molecule in a cell can be labeled and imaged with confocal microscopy, 
which will provide an image of their arrangement in the cell as a 
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function of their optical interaction with the primary light beam. An 
example of this is shown in Figure 8. Here, the Ras GTPase-activating 
protein-binding protein 1 (G3BP1) protein in stress granules (further 
discussed in Chapter 4) in a neuronal progenitor cell (NPC) is labeled 
with the anti-G3BP antibody and secondary antibody STAR 635, and 
the nucleus is stained with the dye DAPI. Correlation of FM and 
NanoSIMS can be useful to localize a specific target in a biological 
sample using FM and obtaining its chemical composition using 
NanoSIMS. 

 
Figure 8. Example of STED and NanoSIMS image correlation. The same NPC is imaged with 
both techniques: the STED image localizes organelles (stress granules, red, and nucleus, blue) 
in the cell, while NanoSIMS obtains the compositional (12C14N-) information. Scale bar is 5 
µm. 

Overall, choosing the best analytical technique for a type of sample 
requires considering the differences in principles and output that each 
technique provides; correlative imaging allows the combination of two 
or more imaging methods in order to mitigate the limitations and 
strengthen the advantages of individual techniques, leading to more 
comprehensive sample characterization. When approaching a specific 
research question in correlative chemical imaging, it is further 
necessary to acknowledge the type of biological system to be used, and 
the most suitable sample preparation available to devise an optimized 
protocol. Some of these aspects are discussed next. 
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CHAPTER 2. Biological Systems Imaged in this 

Thesis 

2.1 Overview 

Cellular and molecular biology involves studying the characteristics 
and interactions of biological systems, and the structures and 
mechanisms underlying biological processes. Cells are a fundamental 
part of modern biology, and by understanding how cells function at a 
molecular level, many life processes such as cell growth, division, 
metabolism, differentiation, and development can be elucidated. This 
can also offer insights into how organisms respond to external inputs 
such as environmental and chemical stimuli, and even provide the tools 
to understand and treat diseases.75 Moreover, biology can intertwine 
with chemistry, as cells can be used as models systems to study the 
interplay between chemical and biological processes. 

Different types of samples can be studied in biochemistry. For example, 
clinical biochemistry deals with the detection and measurement of 
chemicals in bodily fluids, for instance blood, saliva, urine, feces, 
cerebrospinal fluid, and sweat, to diagnose and monitor diseases in 
patients using analytical methods such as flow cytometry, 
electrophoresis and spectrometric techniques.76,77 In fundamental 
biochemical research, a variety of samples can be used, including cells, 
tissues, organoids and biochemical molecules (e.g., isolated proteins). 
For the work that is included in this thesis, single cells were employed 
and are thus the focus of this chapter. 

In this thesis, single cells refer to cells which have been isolated and are 
cultured separately in vitro. Single cell analysis is an important tool in 
biochemistry as it provides information about the characteristics (e.g., 
cell heterogeneity, signaling pathways, molecular components) of cells 
and how these differ between different cell populations.78 The type of 
cell model used in single cell analysis is dependent on the research 
objective; for example, for the study of a specific disease, a cell model 
that closely mimics the diseased cells may be selected. Some of the 
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main categories of cell models are immortal cell lines, primary cells, 
and stem cells. 

Primary cells are harvested directly from a tissue explant. They have a 
limited lifespan, as they have limited capacity to proliferate.79 This is 
known as Hayflick limit, after Leonard Hayflick who first discovered 
this phenomenon in the 1960s.80,81 In a series of experiments on human 
fibroblasts, he showed that the cells could only replicate a finite number 
of times, after which division stopped and the cells eventually died. This 
challenged the dogma that all cells could divide indefinitely and 
introduced the limit as a fundamental difference between cultured 
cancer cells and primary cells. The Hayflick limit does not relate to the 
passage of time, but instead to rounds of DNA replication, and therefore 
the number of population doublings (passages).79 

One of the most widely used human primary cell types is the 
hepatocyte, which is used to test for drug susceptibility to metabolism 
and hepatotoxicity. Brain derived neurons have also been used to study 
signaling and changes in response to drugs.82 Primary cells can be more 
relevant than immortal cell lines in the investigation of therapeutic 
targets in drug screening, as their phenotype is more similar to that of 
the in vivo cells from which they are derived. Nonetheless, they have 
limited use in long-term experiments due to the Hayflick limit, and may 
require specific culturing conditions (e.g., specialized growth factors or 
substrates) which can make their maintenance more challenging and 
expensive. 

The cellular models employed for the work included in this thesis are 
of two other kinds: an immortal cell line (pheochromocytoma 12, PC12) 
and stem cell-derived cells (neuronal progenitor cells, NPCs). 

2.2 Immortal Cell Lines and Pheochromocytoma 12 

(PC12) Cells 

While animal cells have been cultured in vitro since the 1900s, the first 
immortal cell line, mouse L cells, was reported in the 1940s.83 The first 
human immortal cell line created was the HeLa line, isolated in the 
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1950s by Dr. George Gey and colleagues from a tissue sample of a 
cancer patient named Henrietta Lacks.84 Since then, many more lines 
have been created and are used widely in laboratories across the world. 
Immortal cell lines are generally inexpensive, stable, and relatively easy 
to handle. They replicate indefinitely, so they can be used repeatedly 
for experiments, and many are commercially available. Furthermore, 
using immortal cell lines offers a means to study cellular processes in 
vitro and minimize the use of live animals in research.85 

Immortalizing cells can be achieved by various techniques, such as via 
exposure to irradiation, carcinogens, oncogenes, and viruses.85,86 
Immortal cells are used as model systems to study diseases and for drug 
discovery and development; additionally, they can be used to produce 
biomolecules for biotechnological and medical applications. While they 
are useful in a variety of applications, it is important to note that they 
might not always reflect the behavior of cells in vivo, making them less 
physiologically relevant compared to other types of models. 
Nevertheless, they remain excellent for preliminary investigations and 
screenings, given their robustness and ease of use.82 Some common 
immortal cell lines include HeLa, CHO (Chinese Hamster Ovary cells), 
HEK 293 (Human Embryonic Kidney cells), MDCK (Madin-Darby 
Canine Kidney cells), MCF-7 (breast cancer cells), and Vero (green 
monkey kidney epithelial cells). 

Pheochromocytoma 12. PC12 cells are an immortal cell line 
commonly used in the study of neuronal communication and 
differentiation. They were first isolated in 1976 by Lloyd Greene and 
colleagues87 from a rat (Rattus norvegicus) pheochromocytoma 
(neuroendocrine tumor) of the adrenal medulla (intra-adrenal 
paraganglioma).88 The pheochromocytoma is a tumor composed of 
adrenal chromaffin cells that overproduce catecholamines. PC12 cells 
mainly synthesize, store and release dopamine as a neurotransmitter, 
and sometimes small amounts of norepinephrine, and their release is 
calcium-dependent.89,90 These are contained in so-called large dense 
core vesicles (LDCVs), whereas small synaptic vesicles mostly store 
and release acetylcholine.87,91,92 Catecholamine release and vesicles in 
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PC12 cells are further described in Chapter 4.1.1 Vesicles, 
Neurotransmitters and Exocytosis.  

Commercially, two variants of PC12 cells are available: adherent and 
suspension cells. As they adhere poorly to non-coated substrates, 
suspension PC12 cells grow as aggregates floating in media. 
Conversely, adherent PC12 cells can be grown on a substrate (e.g., 
culture dish or flask) coated with suitable materials (such as collagen or 
poly-D-lysine) to grow as a cell monolayer.93 Although coating requires 
additional time and resources, adherence is advantageous for certain 
types of experiments, such as those requiring the cells to be immobile 
(e.g., certain electrochemical techniques where an electrode is brought 
close to an individual cell), or resin embedded (so that they maintain 
their spatial organization and morphology). Therefore, the type of 
experimental protocol influences the choice between suspension and 
adherent cells. 

PC12 cells are easy to culture and have been studied extensively, so that 
a lot of information is available regarding their proliferation and 
differentiation.93 When grown with nerve growth factor, they 
differentiate into a phenotype which resembles sympathetic ganglion 
neurons, featuring neurite-like processes and varicosities.87,94–96 
Additionally, they are extremely versatile in terms of pharmacological 
manipulation; for example, vesicle volume and catecholamine 
accumulation can be modulated by incubating the cells with agents such 
as L-DOPA or reserpine,97,98  and calcium homeostasis can be 
dysregulated via treatment with the peptide β-amyloid.99 

Undifferentiated PC12 cells generally have a round morphology and 
can grow in clusters when cultured adherently; Figure 9 shows some 
TEM images of adherent PC12 cells. 
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Figure 9. TEM images of adherent PC12 cells grown on poly-D-lysine coated glass-bottom 
dishes. (A) A PC12 cell. (B) Several stitched images acquired with a TEM tiling software 
(MAPS) showing several PC12 cells growing in a cluster. The cells were chemically fixed, 
resin embedded and thin sectioned prior to imaging. 

2.3 Stem Cells and Neuronal Progenitor Cells (NPCs) 

Embryonic stem cells (ESCs) were first isolated by two independent 
research groups in 1981.100,101 ESCs are derived from blastocysts and 
have the ability to differentiate into any type of cell, so they are 
totipotent.102 Induced pluripotent stem cells (iPSCs) were first reported 
by Takahashi and Yamanaka in 2006 in two liminal publications,103,104 
which described how adult mouse and human somatic cells could be 
converted into a pluripotent state (the ability to differentiate into cells 
from any germ layer) by using specific combinations of reprogramming 
factors, which are biologically active molecules that bind to cell 
receptors to affect the proliferation and differentiation fate of a cell by 
altering its gene expression.105 Since ethical concerns surround the use 
of ESCs as they are derived from embryos, iPSCs have revolutionized 
the field of stem cell biology by offering an alternative source of stem 
cells, although some differences exist in cells derived from either type. 
Nevertheless, both ESCs and iPSCs exhibit high potency, making them 
extremely useful in regenerative medicine, drug discovery, and disease 
modeling.82,102 Stem cells can be expensive and difficult to maintain, 
but their relevance in disease research cannot be overstated as they offer 
an invaluable tool for studying the mechanisms underlying diseases. 
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Neuronal progenitor cells. The central nervous system (CNS), 
comprising the brain and the spinal cord, is a vast network of cells that 
provides an organism with the ability to perceive and react to the 
environment.106 The mammalian CNS is composed of two major types 
of cells, i.e., neurons and glial cells. Neurons are specialized in 
intercellular communication and are therefore mainly involved in 
molecular signaling; they comprise a cell body, dendrites, and axons.107 
Glial cells (such as astrocytes and oligodendrocytes) play important 
roles in the development and functioning of the nervous system, 
especially in terms of neuronal survival and chemical environment; for 
example, oligodendrocytes form the myelin sheaths which protect some 
axons and enable quicker nerve signaling, and astrocytes help regulate 
neurotransmitter levels in the environment of the nervous system.107,108 

In the CNS, NPCs are the precursor cells from which neurons and glial 
cells differentiate from; as they can grow into different cell types, they 
are pluripotent. Some images of NPCs are shown in Figure 10. NPCs 
have been shown to change their competency in differentiation during 
development, i.e., their differentiation fate includes the sequential 
generation of different types of cells: in fact, their proliferation happens 
both symmetrically (one NPC dividing into two NPCs) and 
asymmetrically (one NPC dividing into various combinations of NPCs, 
basal progenitor cells, neurons and/or glial cells).109 Therefore, they are 
vital in neurogenesis and the maturation and activity of the CNS. 

NPCs are a heterogeneous group of cells with different differentiation 
potentials: depending on the specific factors used for differentiation, 
iPSCs can develop into distinct subtypes of NPCs, such as midbrain, 
forebrain, and hindbrain NPCs. Embryonic stem cells and iPSCs can be 
differentiated into NPCs via exposure to specific growth factors, which 
affect signaling pathways to mimic the natural development of the CNS. 
For example, SMAD (small worm phenotype, SMA, Mothers Against 
Decapentaplegic, MAD) proteins are involved in many cellular 
processes, including cell differentiation, and their inhibition has been 
shown to induce neuronal conversion in cultured iPSCs. Dual SMAD 
inhibition can greatly promote the differentiation of iPSCs into NPCs 
by modulation of signaling pathways which inhibit neuronal 
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Figure 9. TEM images of adherent PC12 cells grown on poly-D-lysine coated glass-bottom 
dishes. (A) A PC12 cell. (B) Several stitched images acquired with a TEM tiling software 
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resin embedded and thin sectioned prior to imaging. 
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but their relevance in disease research cannot be overstated as they offer 
an invaluable tool for studying the mechanisms underlying diseases. 
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differentiation.110,111 The Wingless-related integration site (Wnt) 
pathway is also involved in the proliferation of midbrain and hindbrain 
cells and its activation can promote the differentiation of iPSCs into 
NPCs.112 Finally, the Hedgehog pathway regulates the proliferation and 
survival of NPCs and can be activated by the Sonic Hedgehog protein, 
which affects differentiation fate in a concentration-dependent manner 
(e.g., a low concentration differentiates the cells into midbrain NPCs, 
while a higher one differentiates the cells into forebrain NPCs).111 

 
Figure 10. TEM images of NPCs grown on poly-D-lysine- and laminin coated glass bottom 
dishes. The cells were chemically fixed, resin embedded and thin sectioned prior to imaging. 
Scale bars are 5 µm. 

Overall, the choice of biological sample type plays an important role in 
imaging studies, and cells are a versatile and widely available option. 
Cells can be prepared for imaging in a large variety of ways, which 
require careful optimization. Some are discussed in the next chapter.  
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CHAPTER 3. Sample Preparation 

3.1 Principles of Biological Sample Preparation for 

Chemical Imaging 

Overview. Sample preparation is a critical step in chemical imaging 
because any changes to the sample (e.g., compositional changes, 
artifacts, damage) introduced during preparation will be reflected in the 
resulting images. Therefore, preserving structural fidelity and native 
chemical state of a sample is of outmost importance.113 Biological 
samples can be prepared in a variety of ways, and the choice of 
preparation can depend on the type of instrument that is to be used for 
analysis; for example, some instruments operate under ultrahigh 
vacuum (UHV) conditions, which limits the type of preparation that is 
viable. For most analysis under a vacuum, samples need to be fixed and 
dehydrated; NanoSIMS operates under UHV, so any correlative 
approach using this technique requires sample fixation. Samples can be 
fixed in different ways, and some are outlined next. For TEM, samples 
often additionally use heavy metals (e.g., osmium tetroxide, uranyl 
acetate) for contrast and these are applied before the sample is 
embedded in resin and sectioned; some details about these preparations 
are also discussed. Here, these are related to the topics of correlative 
imaging using electron microscopy (EM), fluorescence microscopy 
(FM) and NanoSIMS for the analysis of biological samples, 
specifically. 

Fixing. Sample fixation minimizes degradation and stabilizes 
components. In chemical imaging, this is mostly aimed at maintaining 
the structure of a sample so that acquired images represent the original 
morphology and chemistry as closely as possible. Different techniques 
have been developed for the fixation of cell and tissue samples: the most 
common ones are chemical fixation and cryo-fixation. 

Chemical fixation involves incubating a sample with a fixative, usually 
an aldehyde (namely formaldehyde and glutaraldehyde (GA)), to cross-
link chemical components. This can be performed at room temperature 
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link chemical components. This can be performed at room temperature 



CHAPTER 3. Sample Preparation 

36 
 

and does not require special equipment, so it is the most common 
fixation approach.  

Formaldehyde penetrates rapidly into biological material owing to its 
small size, and mostly cross-links proteins and DNA bases by creating 
methylene bridges between N-terminal amino groups.114 A mechanism 
of how formaldehyde links two proteins is shown in Figure 11A.115 The 
reaction induced by formaldehyde is partially reversible, which limits 
its application.116 Paraformaldehyde (PFA), a polymer of 
formaldehyde, cross-links more effectively and can reduce 
reversibility; PFA can also be mixed with GA (e.g., as in Karnovsky 
fixative, which was first reported by Morris J. Karnovsky in 1965117) to 
further strengthen fixation. The first report of GA synthesis is credited 
to Harries and Tank in 1908.118–120 After being commercialized in the 
1950s and then introduced as a fixative in electron microscopy in the 
1960s, its superior ability to preserve biological material compared to 
PFA quickly granted it a dominant role in preparation protocols.119–121 
GA is larger than PFA so it penetrates slower into specimens; therefore 
it is sometimes best suited for thin samples (e.g., cell monolayers). A 
mixture of GA and PFA can be used for perfusion fixation or fixation 
of thick samples (e.g., tissues).122 GA is predominantly used to fix 
proteins by cross-linking functional groups (mainly amino) of the side 
chains of proteins, thus bridging neighbouring proteins.65 It is present 
in solution as polymers of variable size; high-purity (e.g., EM grade) 
GA comprises oligomers (mostly trimers) which ensures GA can 
efficiently penetrate the macromolecules of a biological sample. A 
mechanism of how GA links to proteins is shown in Figure 11B.123 
Usually, its reaction with proteins in thin samples, such as cell 
monolayers, is relatively fast, i.e., minutes to hours, the time required 
for fixation being dependent on the properties of the sample (such as its 
thickness). A disadvantage of GA is that, at high concentrations, it may 
quench fluorescent proteins, and it is thus sometimes not suitable for 
FM studies, for which a gentler fixation with PFA might be 
preferred.124,125 After fixation, free aldehyde groups need to be 
thoroughly washed off the sample with a buffer to avoid non-specific 
binding in the case of subsequent antibody labeling;123 washing with a 
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primary amine (e.g., glycine) can additionally ensure quenching of 
unreacted aldehyde residues.122 

The buffers used for the different fixatives can vary; sodium cacodylate, 
1,4-Piperazinediethanesulfonic acid (PIPES), 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (HEPES) and phosphate-buffered saline 
(PBS) are some common ones. The choice of buffer can depend on the 
required characteristics (e.g., pH, osmolality, compatibility with other 
reagents).65,126 Osmotic effects (e.g., cell shrinkage) can be minimized 
by selecting the right fixative solution (e.g., fixative concentration, type 
of buffer) and protocol (e.g., temperature, rate) for a specific 
sample.65,122 

 
Figure 11. Proposed reaction mechanisms for primary protein fixation with formaldehyde (A) 
and GA (B).115,123 Molecules were drawn at https://chem-space.com/search. 

Cryo-fixation refers to fixation performed under cryogenic conditions. 
Cryo-fixation can help maintain a sample morphology more 
representative of the original state of the sample because it does not 
involve severe chemical reactions between a fixative and the sample 
constituents. The disadvantages of this approach include the need for 
specialized equipment, time-intensive procedures, skilled personnel, 
and overall financial costs. Freezing a sample might also limit the 
application of certain types of analysis, such as labeling approaches, the 
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use of cryo-sensitive specimens, or time-sensitive workflows. 
Furthermore, it might be entirely unsuitable for correlative imaging 
approaches where the correlated technique is not cryo-compatible. 
Therefore, cryo-fixation is not practical or feasible for some procedures. 
Nevertheless, it remains a useful technique for several applications, and 
one that provides invaluable insights into the capabilities of imaging at 
the cellular and molecular levels, especially in the EM field. Two of the 
main ways to cryo-fix small biological samples such as cells and small 
tissues are high-pressure freezing (HPF) and plunge freezing; larger 
samples, such as large pieces of tissue, may be better fixed using other 
techniques such as cold metal block freezing and jet freezing.122,127 

HPF was reported in 1968 by Moor and Riehle,128,129 and has since been 
established as an excellent way to preserve cellular ultrastructure. In 
HPF, high pressure (~2000 Bar) is applied to the sample in the range of 
20 ms which generates a rapid drop of temperature down to -180 °C 
which is maintained by transferring the sample in liquid nitrogen.122,130 
This inhibits the formation of ice crystals and leads to the vitrification 
of the water molecules in the sample. The sample is then dehydrated in 
what is called freeze-substitution, a process by which the water in the 
sample is replaced with an organic solvent, commonly acetone, through 
ramping temperature (typically starting from -80 to -90 °C up to room 
temperature). Fixatives and contrasting agents can also be introduced 
during this step to enhance structural preservation and contrast, and the 
frozen state of the sample additionally minimizes fixation gradients 
because the fixative diffuses while the sample is already immobilized. 
After dehydration, the sample is typically embedded in resin.122 Other 
approaches are also available, such as freeze-fracture, in which the 
high-pressure frozen sample is broken apart by applying a mechanical 
force and the resulting exposed fracture plane can be used for 
imaging.131 

While relatively thick samples can be fixed using HPF, freezing is not 
as rapid as with other cryo-fixation techniques, which can be a 
disadvantage in certain applications.113 Plunge freezing is faster than 
HPF but limited to thinner samples, such as cell monolayers. In plunge 
freezing, a sample is rapidly immersed into a cryogenic liquid, such as 
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propane or ethane, to be immobilized. Various parameters determine 
the efficiency of plunge freezing, such as plunge velocity, type of 
cryogen, sample size and substrate type.122 Plunge frozen samples can 
be further freeze-substituted and resin embedded, or they can be directly 
followed by cryo-imaging such as with a cryo-TEM instrument. Finally, 
so-called cryoprotectants (e.g., glycerol) can be introduced to a sample 
to reduce water content and further minimize formation of ice crystals, 
although this can affect the natural state of a biological environment, 
contradicting the fundamental purpose of cryo-fixation.132 

Contrasting. The contrast of EM images can be enhanced by staining 
the samples with contrasting agents prior to imaging. Some of these 
agents, notably osmium tetroxide, uranyl acetate, and potassium 
permanganate, can additionally provide secondary fixation (post-
fixation);126 others, such as tannic acid, only act as stains.133 The 
purpose of contrasting is to stain a biological component in order to 
generate a final image in which ultrastructures can better be discerned. 
Heavy metal contrasting can quench fluorescent proteins, which limits 
its applicability to Correlative Light and Electron Microscopy (CLEM) 
studies; this can sometimes be managed by lowering the concentration 
of the contrasting agent,134,135 which generally requires compromising 
the EM image quality. 

As it contains a heavy metal, osmium tetroxide has high electron density 
which causes beam scattering during EM imaging (see Chapter 1.3.3 
Transmission Electron Microscopy (TEM)), therefore adding contrast 
to an image.136 As a fixative, it acts by binding primarily to unsaturated 
fatty acids by reacting with the alkenes and forming cyclic esters; some 
of the proposed mechanisms are shown in Figure 12.65,137 Therefore, 
using osmium tetroxide on cell samples results in strong lipid fixation, 
while also greatly enhancing cell membrane contrast during TEM 
imaging. Light emission from fluorescent proteins and dyes can be 
compromised in oxidizing conditions, and as it is a strong oxidizing 
agent, osmium tetroxide can quench fluorescence signals, even at low 
concentrations.133,134 Uranyl acetate, another contrasting agent with a 
poorly understood reaction mechanism, similarly fixes proteins and 
lipids by binding to phosphate and amino groups, and also adds contrast 
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to EM images.65,126 However, to generate the highest amount of 
contrast, it provides the best results when used in combination with 
osmium tetroxide. 

 
Figure 12. Proposed reaction mechanisms for secondary fixation with osmium tetroxide.65,137 
Molecules were drawn at https://chem-space.com/search. 

Resin embedding. After fixation and contrasting, samples can be 
dehydrated (water is replaced with alcohol) and resin embedded. 
Different types of resins have different properties which must be 
considered when devising a preparation protocol. Resin infiltration 
involves replacing the liquid (such as the alcohol from dehydrated 
sample) with a polymer. Embedding and curing the infiltrated sample 
(e.g., with heat or UV light) will result in a cross-linked, hardened block 
of resin which is easy to store, section and mount on a substrate for 
analysis.65 

Resin infiltration of a dehydrated sample, commonly required in EM 
preparations, consists of a few steps. The first step is gradually 
replacing the alcohol in the sample with the resin. Since resin is 
typically more viscous than alcohol, gradient baths (of resin and 
alcohol, starting with the lowest resin ratio) are performed to allow the 
resin to penetrate the sample. The last bath, containing only resin, 
embeds the sample; gelatine or plastic capsules can provide a cast which 
is filled with resin. The resin is then polymerized, generally with heat 
(in an oven) or with UV light, yielding a block of variable hardness 
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depending on the type of resin used. A picture of resin blocks in gelatine 
casts is shown in Figure 13A. Shrinkage, texture and thermal stability 
can also differ between resins.65 Two of the main categories of resins 
are epoxy and acrylic resins. 

The representative unit of epoxy resin (or simply epoxy) is epoxide 
groups. Epoxy hardening agents create tight cross-linking to the 
epoxide groups, and the proportions of epoxy:hardener determines the 
extent of the cross-linking, and in turn, the hardness of the cured resin. 
Epoxy has the lowest shrinkage rate (<2%) of all resins and results in 
uniform, stable polymerization, and hard blocks which are easy to 
section. Araldite and Epon, two types of epoxy, are reportedly also very 
stable under a TEM electron beam, therefore they are a popular 
choice.65 Nevertheless, the tight cross-linking and heat curing involved 
with some epoxies can cause structural changes such as protein 
denaturation, which can result in loss of antigenicity and reduce the 
ability of fluorescent probes or antibodies to bind to their targets.126,136 
Acrylic resins are less viscous than epoxy and can be cured at high (e.g., 
LR White resin) or low (e.g., Lowicryl resin) temperature. They 
generally have lower stability under an electron beam, and have a softer 
polymerization so they are more difficult to section; but, as some can 
be cured without heat, they have the advantage of being compatible with 
temperature-sensitive samples.65,124,136,138 

Sectioning. Samples for TEM analysis must be sectioned into thin 
slices, typically ~70-300 nm in thickness, to be imaged. This is because 
the electron beam needs to pass through the section and arrive at the 
detector to create the final image. Therefore, sections must be cut from 
a resin block and placed onto a substrate suitable for analysis. 

Sectioning can be performed with an ultramicrotome, which allows 
holding and cutting a block at a determined thickness with high 
precision. Fixed and embedded cell samples, whether as a pellet or 
monolayer, are contained in the resin block which is initially trimmed 
to expose the face (flat top) in a trapezoid shape. Some pictures of resin 
blocks after trimming are shown in Figure 13B and C. The trimmed 
block is then mounted on the microtome and the thin sections obtained 
with a specialized knife. Using a diamond knife ensures the highest 
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to EM images.65,126 However, to generate the highest amount of 
contrast, it provides the best results when used in combination with 
osmium tetroxide. 

 
Figure 12. Proposed reaction mechanisms for secondary fixation with osmium tetroxide.65,137 
Molecules were drawn at https://chem-space.com/search. 

Resin embedding. After fixation and contrasting, samples can be 
dehydrated (water is replaced with alcohol) and resin embedded. 
Different types of resins have different properties which must be 
considered when devising a preparation protocol. Resin infiltration 
involves replacing the liquid (such as the alcohol from dehydrated 
sample) with a polymer. Embedding and curing the infiltrated sample 
(e.g., with heat or UV light) will result in a cross-linked, hardened block 
of resin which is easy to store, section and mount on a substrate for 
analysis.65 

Resin infiltration of a dehydrated sample, commonly required in EM 
preparations, consists of a few steps. The first step is gradually 
replacing the alcohol in the sample with the resin. Since resin is 
typically more viscous than alcohol, gradient baths (of resin and 
alcohol, starting with the lowest resin ratio) are performed to allow the 
resin to penetrate the sample. The last bath, containing only resin, 
embeds the sample; gelatine or plastic capsules can provide a cast which 
is filled with resin. The resin is then polymerized, generally with heat 
(in an oven) or with UV light, yielding a block of variable hardness 

CHAPTER 3. Sample Preparation 

41 
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section quality (e.g., uniform thickness, smoothness, integrity). The 
sections, which are very delicate, are then carefully placed on a 
substrate; for TEM, this is typically a copper grid, which can be coated 
with plastic (for example Formvar) for better support; glass coverslips, 
silica wafers and other substrates can be chosen for other types of 
analysis such as FM and SIMS. Cryo-sectioning is also available and 
allows a frozen sample to be cut at cryogenic conditions, so that it 
remains frozen throughout the process. Despite the advantages of cryo-
analysis, the throughput of cryo-sectioning remains significantly lower 
and the process more cost-intensive.124,136 

 
Figure 13. Agar 100 (yellow) and LR White (clear) resin blocks. (A) Resin blocks before 
trimming, stored in gelatine capsules. (B) Resin blocks after trimming, red dotted line outlines 
the trapezoid area. (C) Resin block after trimming, close-up of the trapezoid area (red dotted 
line and arrow). 

3.2 Cell Sample Preparation for Correlative TEM/FM 

and NanoSIMS 

Correlative TEM/NanoSIMS. To correlate TEM and NanoSIMS, 
samples need to be fixed because both techniques operate under UHV. 
Adherent cells can be fixed either as a monolayer or in a pellet; 
monolayers retain the spatial organization of a culture better than 
pellets, which involve resuspending cells that have been chemically or 
physically detached from the substrate they were growing on. 
Suspension cells are generally fixed as pellets. 

While cryo-TEM is available, cryo-NanoSIMS has not yet been 
implemented commercially, meaning the NanoSIMS instrument 
currently only offers room-temperature analysis. Cell samples need to 
be either chemically fixed, high-pressure frozen and freeze-substituted, 
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or plunge frozen and freeze-substituted, to allow for room-temperature 
sectioning and imaging. Usually, the most practical approach is 
chemical fixation, which provides a good compromise between 
applicability and accessibility in many experimental settings. A generic 
schematic of TEM sample preparation steps is illustrated in Figure 14. 

 
Figure 14. Schematics of room temperature TEM and cryo-TEM sample preparation steps. 

Since TEM and NanoSIMS don’t involve immunochemistry, cells can 
be embedded using epoxy resin. While holders for different types of 
substrates (grids, coverslips, silica wafers, and more) are available for 
the NanoSIMS, TEM holders are more limited, and generally require 
the use of specialized grids. Therefore, samples for correlative TEM 
and NanoSIMS should be placed on a substrate that is compatible with 
both instruments, such as EM copper grids. So-called finder grids can 
be used to facilitate the correlative imaging: they feature a grid pattern 
with reference points in the form of letters and numbers which offer a 
simple way to identify the exact position of a cell during both TEM and 
NanoSIMS imaging. This is because the reference points are visible not 
only on the TEM, but also on the NanoSIMS CCD camera, which is 
used to find the desired location for acquiring an image. A picture of a 
finder grid and how it is seen on the TEM and the NanoSIMS is shown 
in Figure 15. 
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Figure 15. A finder grid as seen in the TEM (A) and NanoSIMS CCD camera (B). The same 
cell can be easily located owing to the reference letters and numbers (yellow arrows) on the 
grid and imaged with TEM (C) and NanoSIMS (D). 

Correlative FM/NanoSIMS. While FM can be performed on live cell 
samples, samples for correlative FM and NanoSIMS must be fixed 
because the NanoSIMS is operated in UHV. Embedding usually 
requires the use of acrylic resins such as LR white, which does not 
quench fluorescence and does not auto fluoresce (other resins, such as 
Epon, can have high autofluorescence which may hinder FM).10 Fixed, 
embedded and sectioned samples are placed onto a substrate compatible 
with the different types of imaging and instrument holders. As finder 
grids are not ideal for FM, locating the same cells with both techniques 
is contingent on the type of substrate used; for example, after imaging 
a cell on a section on a silica wafer with FM, locating the same cell on 
the NanoSIMS requires finding its location based on fiducials such as 
section edges and halos conferred by the shape of the cells. Despite 
being challenging, this is sufficiently practical for both techniques. 
Figure 16 shows an example of how cells on sections of silica wafers 
are imaged with FM and can then be precisely located on the 
NanoSIMS. 

 
Figure 16. Location of single cells on a section of a silica wafer in the NanoSIMS CCD camera. 
A large field of view image of an area is taken with the FM (A) and brightness/contrast adjusted 
so that reference points (e.g., section edges and blemishes; some examples with the blue and 
green lines) are visible and can be used to locate the area of interest (red box) on the NanoSIMS 
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CCD camera (B). By doing so, single cells can be accurately located and imaged with both 
techniques. (C) A target cell imaged with FM and NanoSIMS. Scale bars are 10 µm. 

In summary, the choice of sample preparation protocol can have a 
significant impact on the quality of the analysis and results and should 
therefore be carefully considered. Fixation, contrasting, embedding, 
and sectioning choices should be tailored to the specific type of sample 
and analytical parameters. By optimizing protocols, it is possible to 
address a variety of scientific questions in the most efficient and 
effective way. In the next chapter, some of the scientific questions that 
can be examined with the different sample preparation methods to carry 
out correlative NanoSIMS and EM/FM are discussed.  
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CHAPTER 4. Research Topics for the Application 

of Correlative NanoSIMS and EM/LM 

4.1 Intercellular Communication 

4.1.1 Vesicles, Neurotransmitters and Exocytosis 

Cellular communication via secretion is a vital activity which begins 
with the genesis, packaging, and release of transmitter molecules to the 
outside of the cell. In a cell, so-called synaptic vesicles (sometimes 
called granules) are packaged with molecular cargo, such as elemental 
ions (e.g., H+, Ca2+, Mg2+), adenosine triphosphate (ATP), proteins, and 
neurotransmitters.139 After packaging, a vesicle travels to the plasma 
membrane, docks and fuses with it, and releases part or all of its 
contents. This liberates the vesicle cargo in the extracellular space, to 
be promptly picked up by other cells via receptors. This is known as 
exocytosis, a complex process by which cells can communicate with 
each other through the release and exchange of molecular transmitters. 
Some components and mechanisms of exocytosis are discussed next. 

Synaptic vesicles and exocytosis. As neurotransmitter carriers, 
vesicles play a central part in exocytosis. Vesicles are small (typically 
~50-350 nm diameter), membrane-bound spherical organelles which 
bud from the Golgi apparatus. Their membrane is composed of a 
phospholipid bilayer decorated with a variety of membrane-associated 
proteins, which are a crucial machinery involved in exocytosis. These 
include soluble N-ethylmaleimide-sensitive factor attachment protein 
receptor (SNARE) proteins, synaptotagmin1, Rab proteins, and 
Sec1/Munc18-like (SM) proteins.140–142 

SNAREs are a family of proteins which are collectively found both on 
the vesicle and the target (plasma) membrane; they include 
synaptobrevin, syntaxin1 and Synaptosome Associated Protein 25 
(SNAP25). Synaptobrevin (also known as vesicle-associated membrane 
protein, VAMP) is associated with the vesicle membrane, while 
syntaxin1 and SNAP25 are associated with the plasma membrane.141 
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Most SNARE proteins share a common SNARE motif, a characteristic 
amino acid sequence composed of 60-70 residues,143,144 and they are 
thought to be pivotal in mediating the fusion of the vesicle with the 
target membrane (cleavage of SNAREs has been shown to inhibit 
neurotransmission).145,146 During the initial stage of vesicle fusion, 
known as priming, the SNARE motifs assemble into a complex (the so-
called SNARE complex) which facilitates the fusion (zippering) of the 
two negatively charged lipid bilayers at the membranes junction, which 
is otherwise hindered by an activation energy barrier.144,147 The 
concerted action of SM proteins is thought to facilitate zippering.143 
After priming, vesicle fusion is triggered by a rapid influx of Ca2+ ions 
through the plasma membrane. This influx is suggested to be catalyzed 
by the Ca2+-binding protein synaptotagmin1,148–150 which is thought to 
additionally promote the SNARE complex formation and 
zippering.151,152 The fusing of the vesicle and plasma membrane finally 
generates a fusion pore, an opening through which the vesicle contents 
are released to the extracellular space. A schematic of the exocytosis 
process is illustrated in Figure 17A. After the formation of the pore, the 
vesicle can either entirely collapse and release its contents fully (this is 
known as all-or-none, or full release), or only release a fraction of its 
contents and subsequently close again. Two mechanisms of fractional 
release are known, namely kiss-and-run and partial release. In kiss-and-
run, the fusion pore is very small (~2 nm in diameter),153,154 and releases 
only a small fraction of the vesicle contents; whereas in partial release, 
a bigger fraction escapes by the opening of a larger fusion pore.154–161 
A schematic of the three release modes is presented in Figure 17B. 
Since the different modalities of exocytosis can be altered in different 
ways, and elicit different cell responses, the determination of the 
dynamics of release are an important research topic. 
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Since the different modalities of exocytosis can be altered in different 
ways, and elicit different cell responses, the determination of the 
dynamics of release are an important research topic. 



CHAPTER 4. Research Topics for the Application of Correlative NanoSIMS and 
EM/LM 

48 
 

 
Figure 17. Simplified schematics of some exocytosis mechanics. (A) Illustration of a cell with 
vesicles translocating to the plasma membrane, docking and priming, and releasing the 
vesicular content to the extracellular space. (B) Illustration of the three known modes of 
exocytosis release (full release, kiss-and-run, partial release). Vesicle content is colored in blue. 

Dopamine. Neurotransmitters can be of several kinds and be 
categorized in different ways. Some of these include acetylcholine, 
amino acids (e.g., gamma-aminobutyric acid, glycine, glutamate, 
aspartate), amines (for example catecholamines, indolamines), peptides 
(e.g., endorphins) and purines (for example ATP and adenosine).107 
Catecholamines are a category of amine neurotransmitter which 
includes dopamine, norepinephrine and epinephrine. In PC12 cells, the 
main neurotransmitter contained in vesicles is dopamine. Dopamine is 
loaded into the vesicles via a vesicular monoamine transporter, 
VMAT2, a protein present on the vesicle membrane (VMAT1 is a 
similar transporter which is found in vesicles of chromaffin cells of 
adrenal medulla);162 following exocytosis, dopamine is picked up by 
another cell via receptors of the G-protein coupled receptors family, 
namely the D1 and D2 receptors and their subfamilies.163,164 The 
chemical precursor of dopamine is L-3,4-dihydroxyphenylalanine (L-
DOPA), which is synthesized into dopamine in the cell via dopa-
decarboxylase.165 In the human brain, dopamine is involved in many 
important functions such as locomotion, positive reinforcement, and 
cognition;166 it is produced in the ventral tegmental area, which releases 
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it to the nucleus accumbens and prefrontal cortex, and the substantia 
nigra, which release it to the striatum, primarily. It is additionally 
produced by the hypothalamus and released in the pituitary gland, 
inhibiting production of the hormone prolactin.107,167 

Large dense core vesicles (LDCVs). Secretory vesicles in PC12 cells 
are of two types: small synaptic vesicles and large dense core vesicles 
(LDCVs).40 Synaptic vesicles are small (typically up to 50 nm in 
diameter) while LDCVs are larger (typically up to 350 nm in diameter); 
other than size, the latter distinguish themselves by presenting with a 
core which is dense with proteins (hence their name).87 This core is 
often clearly visible in electron microscopy images of PC12 cells: as 
mentioned earlier, a denser region in the sample appears darker 
compared to a background in a TEM image, which makes the dense 
core easily discernible from the lucent part of a LDCV (the so-called 
halo). Examples of this are shown in Figure 18. The proteins 
comprising the dense core matrix are mainly chromogranins, of which 
chromogranin A (CgA) is quantitatively the most abundant. Modulation 
of CgA content in LDCVs has been shown to affect both 
neurotransmitter storage and exocytosis, which highlights the pivotal 
role of dense core proteins in vesicle dynamics.168 The halo, which 
surrounds the dense core, mostly contains ions (such as Ca2+ and H+), 
ATP, and a portion of neurotransmitters, and it maintains an 
intravesicular pH of ~5.5.139 Since vesicles keep a stable 
neurotransmitter concentration, osmotic equilibrium is also maintained 
by resizing of the halo.98 The dense core acts as a reservoir for 
neurotransmitters, such as catecholamines, which bind to the core 
matrix due to electrostatic forces (e.g., attractive forces between the 
negatively charged amino acid residues in the proteins of the dense core, 
and the catecholamines, which are protonated under the acidic 
conditions of the vesicle).169 By tightly binding neurotransmitter 
molecules, the dense core facilitates the packaging of very high levels 
of neurotransmitter within vesicles.170 The separation between dense 
core and halo, as well as the different neurotransmitter content of these 
intravesicular compartments, has been measured with analytical 
techniques such as electrochemistry and MSI.40,169,171,172 
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Overall, understanding the structure and properties of vesicles can 
provide insights into the exocytosis process, and inform the 
understanding of how cells communicate and how exocytosis can be 
modulated. 

 
Figure 18. Transmission electron microscopy images of large dense core vesicles (LDCVs) in 
PC12 cells. The yellow arrows point to some examples of LDCVs, where dense core (dark 
region) and halo (light region) are clearly discernible. 

4.1.2 Application of Correlative Imaging for the Study of Cellular 
Communication 

Correlative electron and light microscopy (CLEM). Chemical 
imaging of cells can provide valuable information into the mechanisms 
underlying intercellular communication. Understanding complex 
biochemical processes is facilitated by multimodal imaging approaches 
which provide a more detailed sample characterization compared to 
single-technique approaches. 

Electron microscopy (EM) provides the ultrastructure of a cell with high 
lateral resolution. Yet, since cellular communication involves processes 
which are highly dynamic, EM alone can be limited in the quality of 
information that it provides. CLEM combines the strengths of EM and 
light microscopy (often FM) and has seen growing applications in 
recent years. CLEM was introduced in the 1970s and promptly 
showcased its potential by confirming the identity of cellular structures 
which had been elusive with unimodal microscopy.173 One of the first 
CLEM publications demonstrated the value of combining several 
microscopic techniques: time-lapse cinematography, 
immunofluorescence, and scanning and transmission electron 
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microscopy were performed sequentially on interacting macrophages 
and tumor cells to study macrophage-mediated cytotoxicity. 
Morphological information of individual cells was obtained with either 
FM or EM separately,174 i.e., the “correlation” was meant as the 
application of different techniques to characterize a sample, rather than 
directly analysing the same sample with different imaging 
modalities.175 CLEM was finally applied the same sample in the 1980s 
with studies on macrophages and white blood cells.176,177 Since then, 
several cellular communication processes have been studied with 
CLEM, including endocytosis, membrane trafficking, cell-cell 
interactions, and cell signaling.178–180  

CLEM can leverage the broad field of view of a light microscope to 
localize rare, fluorescently labeled events (e.g., transfection efficiency) 
and can be used to provide information about the location of a 
fluorescent protein within the ultrastructural architecture of a cell.124,175 
One of the main challenges of CLEM is preserving the integrity of the 
sample throughout the preparation protocol, which is sometimes 
incompatible (e.g., resin embedding for EM can cause denaturation and 
partial quenching of fluorescent proteins).173 Cryo-CLEM is an 
effective approach which allows observation of a sample in its native 
state without the need for resin embedding, but one that requires 
inconvenient and costly sample handling.124 For this reason, CLEM 
workflows often involve FM imaging on live samples prior to fixation 
and embedding, necessary for EM, which limits the applicability of the 
technique. One of the first reports of CLEM on pre-fixed samples 
illustrated the possibility to use a hydrophilic resin which does not 
quench fluorescence significantly.181 There are other aspects of EM 
sample preparation that can impede CLEM, such as heavy metal 
staining, which can also quench fluoerscence.133,182 The so-called 
resolution gap, i.e., the difference in lateral resolution between EM and 
FM, can also be a challenge when correlating images, and this has been 
addressed by the development of super-resolution FM techniques such 
as photoactivated localization microscopy (PALM), stochastic optical 
reconstruction microscopy (STORM), and STED; in fact, the first 
report of PALM was in correlation with TEM.183 



CHAPTER 4. Research Topics for the Application of Correlative NanoSIMS and 
EM/LM 

50 
 

Overall, understanding the structure and properties of vesicles can 
provide insights into the exocytosis process, and inform the 
understanding of how cells communicate and how exocytosis can be 
modulated. 

 
Figure 18. Transmission electron microscopy images of large dense core vesicles (LDCVs) in 
PC12 cells. The yellow arrows point to some examples of LDCVs, where dense core (dark 
region) and halo (light region) are clearly discernible. 

4.1.2 Application of Correlative Imaging for the Study of Cellular 
Communication 

Correlative electron and light microscopy (CLEM). Chemical 
imaging of cells can provide valuable information into the mechanisms 
underlying intercellular communication. Understanding complex 
biochemical processes is facilitated by multimodal imaging approaches 
which provide a more detailed sample characterization compared to 
single-technique approaches. 

Electron microscopy (EM) provides the ultrastructure of a cell with high 
lateral resolution. Yet, since cellular communication involves processes 
which are highly dynamic, EM alone can be limited in the quality of 
information that it provides. CLEM combines the strengths of EM and 
light microscopy (often FM) and has seen growing applications in 
recent years. CLEM was introduced in the 1970s and promptly 
showcased its potential by confirming the identity of cellular structures 
which had been elusive with unimodal microscopy.173 One of the first 
CLEM publications demonstrated the value of combining several 
microscopic techniques: time-lapse cinematography, 
immunofluorescence, and scanning and transmission electron 

CHAPTER 4. Research Topics for the Application of Correlative NanoSIMS and 
EM/LM 

51 
 

microscopy were performed sequentially on interacting macrophages 
and tumor cells to study macrophage-mediated cytotoxicity. 
Morphological information of individual cells was obtained with either 
FM or EM separately,174 i.e., the “correlation” was meant as the 
application of different techniques to characterize a sample, rather than 
directly analysing the same sample with different imaging 
modalities.175 CLEM was finally applied the same sample in the 1980s 
with studies on macrophages and white blood cells.176,177 Since then, 
several cellular communication processes have been studied with 
CLEM, including endocytosis, membrane trafficking, cell-cell 
interactions, and cell signaling.178–180  

CLEM can leverage the broad field of view of a light microscope to 
localize rare, fluorescently labeled events (e.g., transfection efficiency) 
and can be used to provide information about the location of a 
fluorescent protein within the ultrastructural architecture of a cell.124,175 
One of the main challenges of CLEM is preserving the integrity of the 
sample throughout the preparation protocol, which is sometimes 
incompatible (e.g., resin embedding for EM can cause denaturation and 
partial quenching of fluorescent proteins).173 Cryo-CLEM is an 
effective approach which allows observation of a sample in its native 
state without the need for resin embedding, but one that requires 
inconvenient and costly sample handling.124 For this reason, CLEM 
workflows often involve FM imaging on live samples prior to fixation 
and embedding, necessary for EM, which limits the applicability of the 
technique. One of the first reports of CLEM on pre-fixed samples 
illustrated the possibility to use a hydrophilic resin which does not 
quench fluorescence significantly.181 There are other aspects of EM 
sample preparation that can impede CLEM, such as heavy metal 
staining, which can also quench fluoerscence.133,182 The so-called 
resolution gap, i.e., the difference in lateral resolution between EM and 
FM, can also be a challenge when correlating images, and this has been 
addressed by the development of super-resolution FM techniques such 
as photoactivated localization microscopy (PALM), stochastic optical 
reconstruction microscopy (STORM), and STED; in fact, the first 
report of PALM was in correlation with TEM.183 



CHAPTER 4. Research Topics for the Application of Correlative NanoSIMS and 
EM/LM 

52 
 

Correlative EM/FM and NanoSIMS. EM and SIMS are well-suited 
for correlation because they require similar sample preparation. For 
example, they both involve UHV analysis, such that samples need to be 
dehydrated and fixed before imaging. The trade-off is that this 
precludes the possibility to perform live-imaging. 

Nevertheless, the strengths and capabilities of EM and NanoSIMS 
provide a powerful combination for the investigation of cellular 
communication components such as secretory vesicles. Vesicles are 
nanoscale organelles which are discernible in TEM images, but in a 
NanoSIMS image alone they cannot be distinguished. Therefore, to 
definitively localize vesicles in a NanoSIMS image, correlation with 
TEM is necessary. 

Figure 19 illustrates a TEM and NanoSIMS correlative workflow 
which allows vesicles and other organelles in the SIMS image to be 
localised, and consequently obtain their chemical information (e.g., 
isotopic enrichment). Cells are grown as a monolayer on a glass-bottom 
dish, incubated with an isotopically labeled molecule, chemically fixed, 
embedded in resin, and thin sectioned. A cell is then imaged with both 
TEM and NanoSIMS, revealing the localization of the incorporated 
isotope into the compartments of the cell. Following similar protocols, 
TEM and NanoSIMS have been used in studies on vesicles and 
exocytosis and investigated aspects such as exocytotic release modes 
(e.g., partial release), dynamics of vesicular dopamine loading, and 
localization of dopamine in subvesicular compartments.40,155,172 

 
Figure 19. Schematic of a sample preparation and correlative imaging workflow for the 
localization of an isotopic label in single cells. Cells are cultured on a glass-bottom dish, 
incubated with 13C L-DOPA, which is transported into the cell, converted into 13C dopamine 
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and loaded into vesicles. TEM and NanoSIMS imaging provide the ultrastructure (TEM) and 
chemical composition (NanoSIMS) of the cell, and the 13C12C/12C2 NanoSIMS ratio image 
localizes the isotopic enrichment within the cell. 

FM and NanoSIMS have also been correlated to investigate aspects of 
cellular communication, such as cell signaling and metabolic 
exchange.184–186 For example, by using NanoSIMS and STED imaging, 
the protein turnover at individual synapses of neuronal cells was found 
to correlate with synapse activity, giving insights into the connection 
between these two processes.187 NanoSIMS and fluorescence in situ 
hybridization (FISH) have also been extensively used correlatively, as 
these methods can provide complementary information, for example, 
on the metabolic activities of microbial populations.188 

4.2 Cellular Stress, Stress Granules and Protein Turnover 

4.2.1 Cellular Stress, RNP Granules and Mechanisms of Stress 
Granules 

Cellular stress can be defined as any event inflicting a strain on the 
physiological homeostasis of the system. The cellular homeostasis 
response compensates for strains via adjustment mechanisms, aimed at 
restoring equilibrium. If the strain is too severe, the cellular stress 
response (CSR) is activated with the aim of repairing and stabilizing 
macromolecules as well as restoring cell-cycle checkpoints. Failure to 
restore the homeostatic state eventually leads to a breaking point which 
prompts system collapse (e.g., apoptosis).189,190 

The cellular stress response. Stress can impair the normal protein 
turnover of cells. Protein turnover refers to the continuous cycle of 
synthesis and degradation of proteins and is an essential mechanism for 
adequate cellular function. Impairment of protein turnover due to 
accumulation of unfolded or misfolded proteins, denaturation, or 
formation of protein aggregates, and insufficient or abnormal post-
translational modifications, can cascade a system to collapse. 

There are many ways in which cells can be stressed. For example, heat 
shock can cause aberrant protein conformations which ultimately 
impair protein function.191 The heat shock response is one of the main 
CSR mechanisms. It was first observed in 1962 in the fruit fly,192 and 
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its name originates from its early descriptions of a response to 
hyperthermia;193 it is now known that other than being only caused by 
heat, the heat shock response can be activated by many other types of 
stressors, including oxidative stress and heavy metal exposure. Proteins 
are damaged as a consequence of exposure to excess heat. The heat 
shock response increases the expression of chaperones which refold the 
affected proteins, with the aim of minimizing protein loss of 
functionality and toxicity.194 

The unfolded protein response, which was initially discovered in 
glucose-deprived yeast,195 consists of signaling pathways activated by 
three sensors, namely inositol-requiring enzyme 1 (IRE1), activating 
transcription factor 6 (ATF6) and protein kinase RNA-like endoplasmic 
reticulum kinase (PERK). Jointly, these sensors are aimed at 
reactivating ER function via the unleash of specialized chaperones and 
restoration of proper protein conformations.195,196 The unfolded protein 
response is a response to endoplasmic reticulum (ER) stress, which can 
arise, for example, from glucose starvation, oxygen deprivation, and 
calcium dysregulation. These can impair and inhibit the protein folding 
ability of the ER and lead to accumulation of misfolded proteins.197 
Other perturbations in cellular homeostasis can additionally propagate 
to the ER and indirectly trigger the unfolded protein response.197 In 
addition, ER stress and unfolded protein response inefficiency have 
been implicated in diseases such as neurodegenerative diseases (NDs), 
cancer, and metabolic disorders.198  

RNA-binding proteins and stress granules. RNA-binding proteins 
(RBPs) are important components in the CSR, as they contribute to the 
formation of so-called stress granules (SGs). SGs are non-membrane-
bound organelles which can form in the event of cellular stress; they are 
a type of ribonucleoprotein (RNP) granule, other types including 
nuclear bodies, P-bodies, storage granules, and transport granules.199 
SGs are protein-messenger RNA (mRNA) assemblies with the 
theorized function of protecting and/or triaging non-translating mRNA 
during stress;200–202 while the response of mRNA metabolism to stress 
and SG formation has been linked to cellular pathophysiology,203–205 the 
definite function and dynamics of SGs are an ongoing topic of debate 
and research. 
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SGs comprise many different RNPs which can be classified according 
to their characteristics. For example, some RNPs can promote SG 
formation when overexpressed. These include Ras-GTPase-activating 
SH3-domain-binding protein 1 (G3BP1), T-cell intracellular antigen-1 
(TIA-1), and cell cycle associated protein (CAPRIN). In addition, SG 
formation can be inhibited when these proteins are knocked 
down/out.206–208 Other RNPs have been described as entirely 
dispensable for SG assembly, i.e., SGs can still form when the protein 
is downregulated.206 SG-associated RNPs have also been observed to 
compartmentalize between substructures, i.e., inner cores and 
surface.209,210 This implies that some RNPs are rigidly located within 
the SGs, while surface RNPs dynamically translocate in and out of 
them. This distinction is made according to the RNA affinity of an RNP, 
whereby the exchange rate of the protein represents the off-rate from 
RNA.211 RNPs which are highly dynamic in SGs, create SGs when 
overexpressed, and reduce SG formation when downregulated, have 
been termed kinetic condensers. An interesting role of kinetic 
condensers is that of facilitating or even allowing SG formation, and for 
this reason such proteins can be considered hallmarks of SGs.206 G3BP1 
falls into this category, and it has been shown that increasing the RNA-
binding capacity of G3BP1 reduces its mobility in SGs, further 
suggesting that a lower off-rate results in a less dynamic behaviour.212 
Furthermore, it has been suggested that SGs sequester specific mRNA 
species, i.e., mRNA with different transcripts are redistributed during 
stress between cytoplasm and SGs,213 and that translation of mRNA 
sequestered into SGs resumes after stress recovery.210 

Current models suggest that SGs aggregate in cells via liquid-liquid 
phase separation (LLPS) promoted by weak dynamic interactions 
between SG-associated proteins and mRNA. LLPS occurs when a 
heterogeneous liquid separates into distinct liquid compartments 
(phases) due to the differing chemical properties and intermolecular 
forces of their constituents. Since the interactions among SG 
components are multivalent (e.g., binding rates can vary significantly), 
they have been described as both liquid- and solid-phase assemblies; 
the cores being more solid-like, and the surface being more liquid-
like.209 This implies that stable interactions between their proteins are 
present in the SG cores, possibly favored by a higher concentration of 
proteins and tighter mRNA binding.209,214  
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Stress granules in neurodegenerative disease. Protein aggregates 
have been connected to several NDs, such as Alzheimer´s disease and 
amyotrophic lateral sclerosis (ALS),215,216 and vast amounts of literature 
exist which probe the complexities of these diseases. Proteins from 
protein aggregates in NDs are mainly degraded by two systems: the 
ubiquitin-proteasome system and the phagosome-lysosome system.217 
The activity of the ubiquitin-proteasome system plays an important 
regulatory role in protein metabolism, and SGs have been implicated in 
the functioning of this highly complex mechanism; for example, the 
ubiquitin-proteasome system has been shown to be negatively affected 
in cells which are SG-deficient, further indicating that SG are essential 
in the sequestration of misfolded cytosolic proteins in some biological 
models.218 

In the event of chronic cellular stress (e.g., NDs), SGs can become 
persistent structures.219 ALS is a common ND characterized by the 
progressive degeneration of motor neurons and consequent dysfunction 
of muscles.220,221 While the direct causes of ALS are unknown, it has 
been linked to cellular abnormalities such as mitochondrial dysfunction, 
aberrant protein aggregation, and defective RNA metabolism.219 Many 
RNA-binding proteins are known to cause ALS when mutated.222 For 
example, mutations in the genes encoding TAR DNA-binding protein 
43 (TDP-43) and fused in sarcoma (FUS) have both been identified in 
ALS cases,223,224 and accumulation of TDP-43 has been shown to be 
associated with SGs.225 In fact, TDP-43 has been linked to SG dynamics 
via regulation of SG proteins such as G3BP1 and TIA-1.226 Alzheimer´s 
disease, a ND which commonly presents with memory loss, behavioral 
changes, and cognitive impairment, has been linked to dysregulation of 
the protein-degradation pathways. Genetic variants or altered 
expression levels of degradation regulators have been reported in 
Alzheimer´s disease human brain tissues and Alzheimer´s disease 
mouse models.227–231 The mechanisms underlying these NDs are 
complex and revealing their neurobiological intricacies requires 
thorough and comprehensive analysis. 

Overall, SGs can be described as dynamic organelles with complex 
structures and functions. Detailing SG mechanisms can elucidate their 
role in pathophysiology and may lead to further understanding of how 
cells respond to diseases associated with SG dysfunction. Since SG 
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dysfunction is implicated in the aberrant pathological protein 
aggregates that occur in many NDs, further studies into SG dynamics 
such as assembly, persistence, disassembly, and degradation are 
warranted. 

4.2.1 Application of Correlative Imaging for the Study of Cellular 
Stress 

Correlative FM and NanoSIMS. While several studies on SGs have 
utilized microscopy techniques, typically FM,232–234 correlative 
imaging of SGs and their components is not as common. FM of SGs 
involves the tagging of SG-associated proteins with fluorescent proteins 
which can be imaged with a fluorescence microscope, thereby 
identifying and localizing target proteins sequestered in SGs. Although 
some studies have used EM to image SGs in cells,235 antibody labeling 
is still necessary to accurately locate them. SGs are also not 
recognizable in a NanoSIMS image so correlation with FM is again 
necessary. 

By incubating cells with an isotopic amino acid, correlative FM and 
NanoSIMS imaging becomes possible and allows one to obtain, for 
example, localization and structural information about SGs in cells as 
well as information about their protein incorporation and turnover. 
Figure 20 shows an example of a STED/NanoSIMS correlative 
workflow for the study of SGs and cellular stress. Cells are grown as a 
monolayer on a glass-bottom dish, they are incubated with an 
isotopically labeled (e.g., 15N) amino acid, which is incorporated in the 
cell into proteins. The cells are then stressed (e.g., chemically) and 
fixed. SGs are labeled with a fluorescent protein and the samples are 
resin embedded and thin sectioned. STED imaging is performed and 
localizes the SGs in the cells; NanoSIMS is then performed, and isotope 
uptake is measured within the cells. Precise overlaying of the same cells 
imaged with both techniques is feasible and supplies a broader 
characterization of the sample compared to unimodal imaging. 
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associated with SGs.225 In fact, TDP-43 has been linked to SG dynamics 
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the protein-degradation pathways. Genetic variants or altered 
expression levels of degradation regulators have been reported in 
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Overall, SGs can be described as dynamic organelles with complex 
structures and functions. Detailing SG mechanisms can elucidate their 
role in pathophysiology and may lead to further understanding of how 
cells respond to diseases associated with SG dysfunction. Since SG 
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dysfunction is implicated in the aberrant pathological protein 
aggregates that occur in many NDs, further studies into SG dynamics 
such as assembly, persistence, disassembly, and degradation are 
warranted. 

4.2.1 Application of Correlative Imaging for the Study of Cellular 
Stress 

Correlative FM and NanoSIMS. While several studies on SGs have 
utilized microscopy techniques, typically FM,232–234 correlative 
imaging of SGs and their components is not as common. FM of SGs 
involves the tagging of SG-associated proteins with fluorescent proteins 
which can be imaged with a fluorescence microscope, thereby 
identifying and localizing target proteins sequestered in SGs. Although 
some studies have used EM to image SGs in cells,235 antibody labeling 
is still necessary to accurately locate them. SGs are also not 
recognizable in a NanoSIMS image so correlation with FM is again 
necessary. 

By incubating cells with an isotopic amino acid, correlative FM and 
NanoSIMS imaging becomes possible and allows one to obtain, for 
example, localization and structural information about SGs in cells as 
well as information about their protein incorporation and turnover. 
Figure 20 shows an example of a STED/NanoSIMS correlative 
workflow for the study of SGs and cellular stress. Cells are grown as a 
monolayer on a glass-bottom dish, they are incubated with an 
isotopically labeled (e.g., 15N) amino acid, which is incorporated in the 
cell into proteins. The cells are then stressed (e.g., chemically) and 
fixed. SGs are labeled with a fluorescent protein and the samples are 
resin embedded and thin sectioned. STED imaging is performed and 
localizes the SGs in the cells; NanoSIMS is then performed, and isotope 
uptake is measured within the cells. Precise overlaying of the same cells 
imaged with both techniques is feasible and supplies a broader 
characterization of the sample compared to unimodal imaging. 
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Figure 20. Schematic of a sample preparation and correlative imaging workflow for the 
localization of an isotopic label and SGs in single cells. Cells are cultured on a glass-bottom 
dish, incubated with a 15N amino acid, which is transported into the cell and metabolized into 
15N proteins. STED and NanoSIMS imaging provide the localization and chemical composition 
of the SGs, respectively, and the 12C15N/12C14N NanoSIMS ratio image measures the isotopic 
enrichment within the individual SGs, as well as in the entire cell. 

NanoSIMS is a powerful and versatile instrument. Despite its 
limitations, which can be overcome to some extent by correlating the 
technique with other imaging modalities such as TEM and FM, it can 
provide invaluable data. In fact, a variety of research questions, 
including cellular communication and cellular stress, can benefit from 
being explored using a correlative approach. To conclude, correlative 
chemical imaging offers a flexible strategy to study fundamental 
processes of biological systems, which can shed light on the underlying 
mechanisms of cellular function and disease. 
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CHAPTER 5. Summary of Papers 

5.1 Paper I 

In paper I, NanoSIMS and transmission electron microscopy (TEM) 
were correlated to visualize large dense core vesicles (LDCVs) of PC12 
cells which had been incubated with 13C L-3,4-dihydroxyphenylalanine 
(L-DOPA). The isotopically labeled L-DOPA was uptaken by the cells 
and synthesized into dopamine, and finally loaded into LDCVs via 
membrane transporters. TEM allowed imaging of the ultrastructure of 
the cells and vesicles, and NanoSIMS allowed the localization of the 
isotope label corresponding to the newly loaded dopamine. The lateral 
resolution capabilities of NanoSIMS were pushed to discern the 
intravesicular compartments of LDCVs enabling the distinction 
between their dense core and halo. Labeled dopamine was localized and 
quantified in each compartment separately and appeared as being 
preferentially stored in the dense core. Additionally, absolute 
quantification of local dopamine concentration was accomplished. 

5.2 Paper II 

In paper II, NanoSIMS was correlated with stimulated emission-
depletion (STED) microscopy to image stress granules (SGs) in 
neuronal progenitor cells (NPCs) which had been incubated with an 
isotopically labeled amino acid and stressed with the endoplasmic 
reticulum (ER) stressor thapsigargin (TG). The correlation of STED 
and NanoSIMS facilitated the localization of individual SGs and the 
evaluation of their protein turnover at different stress-recovery time 
points. Additionally, cytoplasmic protein turnover of healthy versus 
stressed cells was studied and found to be severely impaired by ongoing 
ER stress. 

5.3 Paper III 

In paper III, NanoSIMS and TEM were correlated to investigate the 
role of vesicle size in the dynamics of partial release exocytosis events. 
PC12 cells were transfected with a dense core protein to modulate 
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LDCV size changes (discernible via TEM) and incubated with 13C L-
DOPA to localize isotopic dopamine uptake via NanoSIMS. It was 
found that different transfection methods affect vesicle size, and that 
fraction of release in partial release events does not correlate with 
vesicle size under the sample conditions implemented. 

5.4 Paper IV 

In paper IV, NanoSIMS and TEM were correlated to investigate the 
subcellular distribution of protein turnover in NPCs. NPCs were 
incubated with an isotopically labeled amino acids and organelle type 
was assessed using TEM. Protein turnover could be determined in 
different organelles and protein/amino acid half-lives could be 
calculated. Differences were found not only in the spatial distribution 
and incorporation of different amino acids but also between organelles, 
pointing to a heterogeneity of protein turnover within the cell. 
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CHAPTER 6. Concluding Remarks and Future 

Outlook 

The focus of the work included in this thesis has been to apply 
correlative chemical imaging to analyze cell samples with a range of 
aims and objectives. Methods for the implementation of correlative 
imaging have been described, and in particular, the effective correlation 
between NanoSIMS, electron, and fluorescence microscopy to achieve 
thorough sample characterization. The work demonstrates the 
importance of selecting the best techniques, biological samples, and 
sample preparations, in order to answer selected scientific questions; 
this includes considerations into technical limitations, desired output, 
experimental costs, and time constraints. 

The boundaries of correlative imaging can be explored and pushed by 
creating new protocols and workflows or by optimizing existing ones. 
Correlating different imaging methods requires knowledge of the 
strengths and limitations of each individual technique and of the best 
means to harness and combine them to achieve results in the most 
efficient and reasonable way. New technologies are continually being 
developed and this paves the way for new correlative approaches. For 
example, improvement of the NanoSIMS instrument to include cryo 
capabilities would open the door to correlative cryo-EM and cryo-
NanoSIMS, allowing exploitation of the advantages of cryo sample 
preparation. Furthermore, the synthesis of new probes detectable by 
both fluorescence microscopy and NanoSIMS (e.g., a fluorophore 
containing an isotopic tag or an element exogenous in cells) would 
enable easier image correlation and to spatially localize targets with 
even higher accuracy. 

Overall, correlative chemical imaging is a powerful integrative tool 
offering versatile approaches for identifying and characterizing 
chemical and molecular components in biological systems such as 
single cells, and thus it can provide information about the composition 
and structure of cellular components, as well as data on the dynamics 
of cellular mechanisms. 
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