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INTRODUCTION

Microeconomics is fundamentally the study of individual choices under scarce
resources. This dissertation is comprised of three self-contained chapters which
each studies the consequences of individual choices in two domains: education
and primary care. Choices can be made either directly, for example through the
choice of coursework in high school in chapter two or choice of primary care
provider in chapter three. Choices can also be made indirectly, via a physician’s
choice to prescribe antibiotics to a child which is the focus of the first chapter.

The three chapters share an empirical approach which applies econometric
methods explicitly targeted to pinpoint causal effects. Identifying causal effects
is of extra importance from a policy-perspective as understanding the full impact
of a policy requires separating causal effects from changes driven by correlated
covariates. Another common theme in this dissertation is the use of large micro-
level data sets from Sweden. The results presented in this thesis provide impor-
tant evidence from a policy-perspective which could be helpful to understand
how public policy could exacerbate or ameliorate social inequality within health
and education, in particular among adolescents and children.

In Chapter One, I investigate the consequences of a physician’s decision to pre-
scribe antibiotics on childrens’ health care utilization. Efforts to combat the rising
problem with antimicrobial resistance have led governments to impose restric-
tions on antibiotics use globally. While it has been shown that increased pru-
dence decrease antibiotics prescribing, see for example Oliveira et al. (2020) for
a systematic overview, less is known about the individual consequences of the
restricted access to antibiotics. Studying the causal consequences of antibiotics
consumption in primary care is challenging since individuals choose their health
care provider which likely introduces a bias if this choice is correlated with pre-
scribing practices. To overcome this limitation, I leverage detailed register-data
from one region in Sweden, Scania (Skåne), which contains physician identifiers.
Using this information, I construct a measure of each physicians propensity to
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prescribe antibiotics at a primary care visit when the child is aged 0-5 years.
I show that there is a large variation in physicians´ propensity to prescribe

antibiotics, and that this measure strongly predicts the probability of actually ob-
taining an antibiotics prescription. Children are conditionally randomly assigned
to physicians since the measure is unrelated to predetermined background char-
acteristics, which allows for a causal interpretation. The findings show that being
prescribed antibiotics at an index visit leads to an increased probability of more
interactions with the health care system in the short term. I estimate a precise
increase in the probability of having at least one additional visit within 30 and 90
days, to both in- and out-of-hours primary care centers, but no effect on either
outpatient emergency visits or hospitalizations. Going from the lowest- to the
highest-prescribing physician leads to an increase in the probability of having a
revisit within 30 days of 3.3 percentage points, or 14.3% of the mean, a revisit
to in-hours and out-of-hours PCC by 1.6 (9.5% of the mean) and 0.9 (47% of the
mean) percentage points, respectively.

The results are robust to an extensive number of specification checks. I further
corroborate the results by restricting the visits to those with a diagnosis of respi-
ratory tract infection, a common condition in children, and show that the effects
in this subsample are remarkably similar to those found for the full sample of
visits.

Overall, my results show that being prescribed antibiotics causes an increase
in health care utilization in both the short and medium term. The short-term in-
crease in visits should be taken into account by policy-makers, as the decision
whether to prescribe antibiotics affects the work burden in an already capacity-
constrained sector.

In Chapter Two, The Impact of Upper Secondary School Flexibility on Sorting
and Educational Outcomes, co-authored with Louise Jeppsson, we estimate the
causal impact of an upper secondary curriculum reform in Sweden. The reform
increased students’ course-taking flexibility and was implemented in year 2000.
In the most popular upper secondary program, it led to a significant decrease in
mandatory mathematics requirements. Using administrative Swedish data, we
estimate the causal impact of the reform on tertiary education outcomes and ex-
pected earnings using a differences-in-discontinuity identification strategy. The
method compares students born immediately before and after a cutoff date which
dictates whether the students were exposed to the reform or not. Since the reform
was implemented in year 2000, cohorts born in 1983 started school in the old cur-
riculum and those born in 1984 under the new, reformed, curriculum. For the
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main part of the analysis, we compare students born in October-December 1983
to students born in January-March 1984. To disentangle the school starting age
effect from the unconfounded effect of the reform we subtract similar compar-
isons between students born in neighboring non-reform cutoff years.

We find a positive effect of the reform on students’ probability of ever en-
rolling in tertiary education, an increase of 3 percent. The positive impact on So-
cial Science students’ enrollment in tertiary education translates into an increase
in the probability of students exiting tertiary education with a degree. Estimating
the effect by gender shows that the positive impact on the probability of earning
a degree was driven by a large and positive impact for females. Interestingly, we
find a marginally significant positive effect for women and no impact for men on
the probability of having the highest degree in a relatively mathematics-intensive
field. The reform does not affect the speed of students entering into tertiary edu-
cation after graduating from upper secondary school, on average. However, the
average outcome masks the distributional effects of the reform.

The heterogeneity analysis reveals that relatively disadvantaged students (mea-
sured along a socio-economic status index) were not negatively affected by the
curriculum reform. Rather, students in the lowest SES quartile seem to have ben-
efited the most from the more flexible curriculum and have a large increase of 19
percent in the probability of entering a mathematics intensive program. On the
other hand, the most advantaged students had a reduced probability of attend-
ing the same program as well as a lower speed to enter tertiary education. To the
extent that majors in Business and Economics give relatively higher earnings, this
group were harmed by the reform.

Our results are informative for policy makers speculating about the optimal
level of flexibility and mathematics content. Increasing flexibility had a positive
impact on academic outcomes. The decline in mathematics attainment lead rela-
tively more disadvantaged students in particular to choose more advanced pro-
grams than their peers. In particular, the most advantaged students were neg-
atively affected by the reform in terms of chosen programs in higher education.
As such, the reform possibly lead to a dismantling of the socio-demographic gra-
dient in educational attainment.

In Chapter Three, Local Media Information and Choice of Primary Health Care
Provider, co-authored with Jens Dietrichson and Gustav Kjellsson, we investigate
how local media information affects the choice of primary health care provider. In
this chapter, we study if local media reporting affects the number of enrolled pa-
tients among primary care providers that are mentioned in the news. We compare
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the difference in list size between treated primary care centers, that are subject to
a publication, and control primary care centers that are never exposed in local
media. Since publications occur at different points in time, we employ a method
that can manage a staggered implementation of the treatment.

A first result of the study is that we find differentiated pre-treatment trends for
treated and control providers for both positive and negative articles. This pattern
indicates that at least some patients have and act on quality information before
the articles come out which is interesting in relation to our research question.
However, the identification strategy employed in this chapter requires treatment
and control units to follow parallel trends before the onset of treatment. While
informative of individuals behavior, the differentiated pre-trends are thus prob-
lematic for the identification of causal effects. We address the problem by using
the 12 months before the publication date to estimate a differentiated pre-trend
and then we study how the treated group deviates from the extrapolated trend
after the publication date.

The main analysis is not able to detect any significant effect of either positive
or negative coverage. While the effect of positive articles is close to zero, the event
study suggests that there is a trend break following the treatment. However,
the effects are small and insignificant. We test heterogeneity between different
groups of articles by categorizing both positive and negative articles into those
more or less likely to affect patients’ enrollment, depending on the content of the
article. We find a more pronounced effect among articles classified as strongly
negative or positive, but the estimates are still small and insignificant. When
splitting the data between providers located in different types of markets, namely
in urban and rural towns, we record a stronger, yet insignificant effect among
rural providers both with regards to positive and negative news.

Overall, the small or absent effects of media coverage are of interest when de-
signing these patient choice markets. Unless the information reported in the local
newspaper is already known to the public, these results suggest that patients do
not turn away from low quality providers - even in case of reports of mistreat-
ment. One major explanation for the lack of quality improvements exercised by
patient choice and provider competition may still be that patients either do not
have, or do not act on, information on provider quality. These results are of par-
ticular interest in the primary care context where patients to a large degree are left
alone to make decisions of where to enrol - without guidance by other medical
expertise.
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Chapter 1

ANTIBIOTIC CONSUMPTION

AND HEALTH CARE

UTILIZATION IN CHILDREN

Abstract

As the global threat of antibiotic resistance grows more urgent, guidelines on
the prudent use of antibiotics for human consumption are becoming common-
place worldwide, and access to antibiotics is increasingly restricted. This paper
seeks to answer how obtaining an antibiotic prescription in primary care affects
children’s health care utilization, using the propensity of general practitioners
(GPs) to prescribe antibiotics at an index visit for children ages 0–5. I show that
GP behavior is unrelated to predetermined child characteristics, which allows
for a causal interpretation of my results. The results show that being prescribed
antibiotics at an index visit increases the probability of more interactions with
the health care system in the short term. I estimate a precise increase in the
probability of having at least one additional visit within 30 and 90 days, to both
in- and out-of-hours primary care centers (PCCs), but no robust effect on either
outpatient emergency visits nor hospitalizations. The results are robust to an
extensive number of specification checks. I further corroborate the results by
restricting the visits to those with a diagnosis of respiratory tract infection, a
common condition in children, and show that the effects in this subsample are
remarkably similar to those found for the full sample of visits. The results in
this paper indicate that the GP’s prescription decision has a significant effect on
the downstream use of health care services.

Ethics Approval has been obtained from the Swedish Ethical Review Authority Dnr: 068-18.
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1.1 Introduction

Antibiotics are the most commonly prescribed drugs to children in the Western
world (Youngster et al., 2017). They can save lives, but antibiotic consumption in
humans is considered the main driver of antibiotic resistance, a huge global pub-
lic health concern (Adda, 2020). According to WHO (2022), common infections
such as pneumonia, salmonella, and blood poisoning are becoming more difficult
and more expensive to treat because bacteria are becoming more resistant. As a
consequence, policies and guidelines to reduce antibiotic consumption have be-
come increasingly commonplace, resulting in a downward trend in the aggregate
consumption of antibiotics in children. From a societal point of view, reducing
the consumption of antibiotics is a desirable outcome. However, less is known
about individual outcomes of more prudent antibiotic use.

In this paper, I investigate the causal effect of antibiotic consumption in chil-
dren on downstream health care utilization. I study outcomes immediately re-
lated to an index visit in the short term: the probability of having recurring visits
(within 10, 30, and 90 days), where they occur (at in- or out-of-hours primary care
centers, at emergency units, or during hospitalizations), and whether there is a
change of health care provider.1 To capture the effect of antibiotics on health care
utilization for the entire sampling period, I also investigate the impact of antibi-
otics on the total number of health visits, where they occur, and the probability
of obtaining diagnoses such as asthma, eczema, and respiratory tract infection
(RTI).

The setting for the study is the primary care sector in Sweden, where, as in
the United States, access to antibiotics requires a prescription. The largest share
of antibiotics is prescribed by primary care physicians. Patients are free to choose
their primary health care center, which makes obtaining causal evidence of an-
tibiotic consumption challenging, since the choice induces correlations between
individual and family characteristics, antibiotics, and health care consumption. I
address this challenge by exploring a unique data set containing the full universe
of visits to primary care centers (PCCs) in one of the largest regions in Sweden,
Scania (Skåne). To leverage causal estimates, I explore possibly exogenous vari-
ation coming from the supply of antibiotics. I use the propensity to prescribe
antibiotics, at the physician level, as an instrument for the probability of obtain-
ing an antibiotic prescription at an index visit in the primary care sector. An
undesired feature of the Swedish primary care sector is a discontinuous relation-
ship between patients and physicians (Vård och Omsorgsanalys, 2021a). One

1Index visits are defined as those with no prior visits within 180 days.
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reason for this is a shortage of general practitioners, which makes long-standing
relationships between patients and physicians difficult. Besides the GP shortage,
PCCs have problems with high staff turnover and physicians with temporary
short-term contracts (Riksrevisionen, 2014).2 While an undesired outcome for so-
ciety, it enables an identification strategy that assumes quasi-random assignment
of patients to physicians.

I show that physicians’ antibiotic prescribing behavior strongly predicts the
probability of obtaining a prescription for antibiotics at a visit but is unrelated to
predetermined background characteristics, which allows for a causal interpreta-
tion of the reduced form estimate. Causal interpretation of the IV requires that the
exclusion restriction is satisfied - which in this case implies that there are no other
characteristics of physicians with higher propensities to prescribe antibiotics that
might directly affect subsequent healthcare utilization.3 The first-stage estimates
show that meeting with a physician who is 10 percentage points more prescrip-
tion prone significantly increases the probability of being prescribed antibiotics
by 5.7 percentage points. Moreover, I find that being prescribed antibiotics at an
index visit leads to an increased probability of more interactions with the health
care system in the short term. I estimate a precise increase in the probability of
having at least one additional visit within 30 and 90 days, to both in- and out-
of-hours PCCs, but no effect on either outpatient emergency visits or hospitaliza-
tions. Being assigned to a physician who is 10 percentage points more prescrip-
tion prone increases the probability of a revisit within 30 days by 0.663 percentage
points. An alternative interpretation of the reduced-form estimate is that going
from the lowest- to the highest-prescribing physician leads to an increase in the
probability of having a revisit within 30 days of 3.3 percentage points, or 14.3%
of the mean, a revisit to in-hours and out-of-hours PCC by 1.6 (9.5% of the mean)
and 0.9 (47% of the mean) percentage points, respectively. The instrumental vari-
ables (IV) estimate has a larger magnitude: antibiotics increase the probability
of any revisit within 30 days by 11.8 percentage point, or 56% of the mean. The
results are robust to a number of tests, including changing the index visit defini-
tion, placebo tests, controls for co-treatments, and alternative specifications of the
instrument.

To discern whether the short-term effects are driven by case mix—that is,
whether high-prescribing physicians prescribe more antibiotics because they meet

2I explain the institutional details at greater length in section 1.2.
3While inherently untestable, I test the plausibility of this assumption in section 1.5.6 in two ways:

First, I perform a placebo analysis by regressing the impact of the instrument on my main outcomes
for a subset of visits that very rarely are prescribed antibiotics. Second, I test the sensitivity of the
results to controlling for physician’s prescribing behavior for other prescription drugs.
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with more sick children—I restrict the sample to children who are diagnosed with
RTIs and thus compare those with more or less the same symptoms, which is
possibly the most relevant comparison. A drawback to this comparison, and the
reason that this is not the main analysis, is that the probability of being diag-
nosed could be affected by the antibiotic prescription decision and is therefore
a bad control in the terminology by Angrist and Pischke (2008). I find no pos-
itive effect of antibiotics on the probability of revisit within 10 days. However,
the positive effects on revisits within 30 and 90 days are remarkably similar be-
tween the full and restricted samples. The main difference between the full and
restricted samples is a significant reduction in the probability of hospitalization
in the latter sample.4 In sum, the effects on health care utilization within 1 and 1.5
months are not driven by differences in case mix. However, the short-term effects
on emergency visits and hospitalizations are more sensitive to choice of sample
and should be interpreted with more caution. However, even for the latter set of
the results, the confidence intervals overlap for almost all point estimates from
the two samples. Since the location of the PCCs is an important factor in the
choice of PCC providers, and because the location often correlates with sociode-
mographic characteristics, I also conduct a heterogeneity analysis, which reveals
that distance to PCC is a source of heterogeneity but not very important because
the treatment effects are similar across the subsamples.

In the medium term, I show that physicians’ antibiotic prescribing practices
have a significant positive effect on the total number of both in- and out-of-hours
PCC visits after the initial index visit. Being prescribed antibiotics at the index
visit increases the total number of visits by 0.56, which is large relative to the
mean of 1.5 PCC visits half a year after the index visit. The evidence in this pa-
per strongly shows that the physicians’ prescribing practice increases interactions
with the primary sector of the health care system. I present evidence that this is
not a supply-side effect, as it is not the physicians who reschedule meetings with
patients for whom they prescribed antibiotics.5 Rather, it seems to be driven by
an increased demand for care, but I cannot distinguish whether this is because an-
tibiotics increase infection susceptibility or because patients develop a preference
for physicians.

The main contribution of this paper is to provide evidence of individual con-
sequences of antibiotic consumption. To the best of my knowledge, no other

4The restriction to children with RTIs is conditional on an outcome, since the probability of being
diagnosed can be affected by physicians’ prescription propensity. Nevertheless, it is interesting to see
the similarities and differences between the two samples, as they shed light on possible mechanisms
for the results.

5Table 1.12 shows that the probability of having a subsequent visit with the same doctor as on the
index visit is actually negatively affected by physicians’ prescribing behavior.
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paper has investigated the causal effect of antibiotics on short-term health care
utilization, which is an important outcome, particularly in a setting where access
to antibiotics is becoming more restricted. If prescribing antibiotics is associated
with a higher utilization of health care services, then efforts to combat antibiotic
resistance can have spillover effects on the work burden and patient inflow for
primary care physicians.

The most closely related work at this point is that by Sievertsen et al. (2021),
who study the cumulative effect of antibiotic consumption on children’s cognitive
outcomes measured as test scores at age 10. They employ a similar identification
strategy, which uses the prescription propensity at the mothers’ PCCs, at the PCC
level, and find a negative impact of consuming more antibiotics at ages 0–5 on
test scores in school. My paper differs in several ways. First and foremost, we
study different research questions. The focus in this paper is on how physicians’
prescribing behavior affect downstream use of health care. This captures both
health and behavioral responses by patients to gauge the full effect of obtaining
an antibiotic prescription at a primary care visit. Sievertsen et al. (2021) focus
on the effect of cumulative childhood consumption of antibiotics on cognitive
skills. Moreover, this paper is specifically focused on prescribing behavior in
the primary sector, while Sievertsen et al. (2021) aggregates total consumption of
antibiotics from all sectors of the health care system. Second, we use different
sources of variation. While they explore differences in prescribing propensities
between PCCs, my data allow me to use variation between physicians within
primary care centers. The papers complement each other well. Sievertsen et al.
(2021) captures in part the effect found in my paper, to the extent that I estimate
a positive effect of antibiotics on subsequent health care utilization, which affects
the probability of obtaining more antibiotics. This, in turn, has the possibility of
affecting cumulative childhood consumption.

A second contribution of this paper is to provide evidence of how physicians’
behavior causally affects the prescribing of antibiotics. This is important from a
policy perspective, since it informs policy-makers about where to target efforts
to combat antibiotic resistance. Huang and Ullrich (2021) explicitly focus on the
supply side of antibiotic prescribing, using a different identification strategy in
which they explore variation in antibiotic prescription styles related to physician
exits from general practice clinics. Their main focus is how a large share of the
supply of antibiotics can be attributed to differences in physician prescription
style. They find that 53% to 56% of between-clinic differences in all antibiotic
consumption is due to physician practice styles. My paper can be viewed as
a complement to that of Huang and Ullrich (2021), verifying the importance of
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supply-side antibiotic prescriptions using a different setup while focusing more
on the health care utilization effects of such differences in practices.6

Finally, a third contribution is that the detailed data with access to geographic
proximity allow for investigating treatment heterogeneity. Access to PCCs is a
highly debated topic and, indeed, one of the rationales for the introduction of
telemedicine (Ellegård et al., 2021).7

Prior evidence on the individual consequences of reduced antibiotic consump-
tion is scarce. On the one hand, antibiotic consumption is linked to negative
health outcomes such as obesity, asthma, and eczema, so reducing antibiotic use
may be beneficial for both individuals and society (Bejaoui et al., 2020). But in
some cases, antibiotics can speed up recovery. As a consequence, parents of-
ten demand antibiotics, and surveys show that they have overoptimistic expec-
tations (Coxeter et al., 2017). Empirical work is mainly centered around the ef-
fects of payment schemes (Ellegård et al., 2018; Currie et al., 2014) or institutional
context (Fogelberg, 2013) rather than the individual consequences of obtaining
antibiotics. Two exceptions, as already discussed, are Huang and Ullrich (2021)
and Sievertsen et al. (2021). With regard to methodology, this paper adds to the
health economics literature that studies variation in physician treatment styles at
within- and between-region hospitals or PCC providers, such as Dalsgaard et al.
(2014); Chandra and Staiger (2007) and Currie et al. (2016), which use differences
in treatment styles as a source of exogenous variation. The identification strat-
egy explored in this paper is closely linked to the literature on judge fixed effects,
such as Kling (2006), Doyle (2007), and more recent work by Dahl et al. (2014);
Dobbie et al. (2018) and Bhuller et al. (2020). These papers use the within-court
random assignment of judges to cases to estimate the effects of incarceration (or
incarceration of parents) on a wide range of outcomes. More generally, this gate-
keeper fixed effects approach has also been used in a health-related setting, such
as by Maestas et al. (2013), who studies the effect of disability benefits on labor
market supply using variation between examiners within offices, and by Bakx
et al. (2020), who examines the effect of nursing home eligibility on mortality and
health.

The remainder of the paper is structured as follows: section 1.2 describes the
institutional setup, section 1.3 provides the data and some descriptive evidence,

6Huang and Ullrich (2021) also studies one adverse health outcome: preventable hospitalizations
due to infections. They find little evidence that differences in practice styles adversely affect health,
except for an increase in hospitalizations for a subclass of antibiotic drugs, penicillin. This paper
does not include this outcome because the majority of symptoms for this class of hospitalizations are
experienced by adults.

7The use of digital services really took off in 2018 and onward, whereas the period covered in this
paper ends at 2017.
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and section 1.4 discusses the empirical strategy and the details of the instrument.
The results are presented in section 1.5. Section 1.6 tests the robustness of the
results, and section 1.7 concludes.

1.2 Background

The primary care sector

The health care sector in Sweden has universal coverage and is funded by taxes.
Individuals are automatically enrolled in the health care system, and only 6%
have private insurance (Glenngård, 2015). Visits for children are free from fees.
The share of health care expenditures constitutes 11% of the GDP, slightly higher
than in other OECD countries, where the share is 9.8% on average, but lower than
in the United States, where health care spending makes up approximately 17% of
the GDP.

The primary care sector is at the front line of the health care system. It is a
decentralized system, under the responsibility of the 21 regions, and is organized
via group practices, through several primary health care centers (PCCs). PCCs
employ nurses and physicians and often serve as gatekeepers to more specialized
care through referrals. The primary care sector is responsible for a large share of
total antibiotic consumption, approximately 60%. The remaining share consists
of antibiotics prescribed in open specialized care, dental care, and inpatient care
(Nord et al., 2013).

Choice of health care providers

Patients have the freedom to register with any PCC they like and also to change
providers whenever they like. There are no restrictions on the number of times an
individual can change providers, and the providers cannot decline a registration.
This choice was introduced in 2009 by the Act of Free Choice (SFS, 2008:962). The
reform was designed to improve the patient’s ability to register with the provider
that best suits their needs. However, if patients do not actively make a choice,
they will be assigned to the geographically closest clinic. For 80% of inhabitants,
it is less than a five-minute drive to the second-closest PCC (Glenngård, 2015).
According to the law, patients should be able to register with a regular, personal,
GP though this system has been functioning very poorly. The main reason is that
there is a shortage of specialized physicians. A prerequisite for a doctor to serve
as a regular GP is that he or she must be a general practitioner or a specialist
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within another field (Riksrevisionen, 2014). To become a GP, the physician must
first have obtained a medical doctor (MD) certification and have done 24 months
of clinical training (AT, “allmäntjänsgöring”) as part of the degree. Thereafter, the
physician undergoes specialized training (ST, “specialisttjänstgöring”), which typ-
ically takes 5 years. During this period, physicians are usually called residents.
Due to the shortage of GPs, many PCCs rely heavily on interns, residents, and
rental doctors, which is expensive and comes at the cost of physician-patient re-
lationships and a high staff turnover (Riksrevisionen, 2014).

Children in primary care

The front-line health system for children is divided into two parts: child health
care centers (CHCs, “barnavårdscentraler”) which are preventative and standard
primary care centers (PCCs) which are curative. The CHCs are responsible for
children’s general well-being and track weight, height, and physical and physio-
logical development from birth to school age. This is done through a standard-
ized program offering visits at different ages. The participation rate is almost
100%. The CHCs typically employ nurses and one or a few pediatricians. Stan-
dard checkups must be performed by a doctor; otherwise, the child regularly
meets with a nurse. The pediatrician can also write referrals if the child needs
specialized care. Thus the main objective of the CHCs is preventative care (Na-
tional Board of Health and Welfare, 2014). The focus of this paper is the treatment
of sick children. In this regard, they offer little help to families of sick children but
rather refer them to PCCs. The main difference is therefore that CHCs typically
meet health children with a preventative focus, while sick children are treated in
PCCs by GPs. The focus of this paper is the treatment of sick children, so data on
the PCCs are more useful for this study.

The allocation of physicians to children in PCCs is typically subject to a triage
system, in which a nurse must first determine that seeing a doctor is necessary.
One potential issue is whether some parents have strong preferences for certain
physicians, which could possibly correlate with prescribing behavior. While I
cannot empirically assess this, I have corresponded with physicians working in
Scania, who, independently of one another, state that it is rare for parents to have
such preferences. More commonly, they want to see the first available physician
to get help for their sick child as soon as possible. The types of visits observed
in this paper are to PCCs, where it is not likely that a child would be allocated
to a GP specializing in children, since PCCs typically do not employ specialized
physicians. This also mitigates the concern about parents selecting GPs based on
their children’s specific needs. Children with certain types of health requirements
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are typically referred to specialized care by CHCs. Neither PCC nor CHC Visits
for children are subject to fees.

The physician-patient relationship

A continuous relationship between the patient and physician is crucial for well-
functioning primary care and leads to improved health for the patient (Cabana
and Jee, 2004). Relative to other comparable countries, Sweden has a low share of
patients with regular, personal, GPs even though the share of patients registered
at a their regular center level is high.

Figure 1.1: Physician-patient continuity
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Notes: This figure shows the shares of individuals reporting that they have a regular PCC and/or a regular,
personal GP or nurse, in Sweden and 10 other countries. The data comes from International Health Policy Survey

(IHP) and was accessed from Vård och Omsorgsanalys (2021b).
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Figure 1.1 shows that only 35% of the population in Sweden have a regular
and personal contact with either a nurse or a physician, compared with around
80–98% for the other countries (Vård och Omsorgsanalys, 2021b). Most of the
fixed GP contacts are with a physician. Approximately 25–27% of the Swedish
population have a regular physician, and this share has been steady (or only
slightly declining) at least from 2013 onward (Vård och Omsorgsanalys, 2021a).
Moreover, the share of individuals with regular physicians is measured on the
population level; it is likely that the share is even lower for the children in my
sample. In Scania, as in many other regions, a a personal and regular physician
contact is prioritized for elderly, chronically ill, and multimorbid patients (Vård
och Omsorgsanalys, 2021b). These patients are unlikely to appear in my sample,
since I focus on young children with no prior visits within 6 months.

This a particular feature of the organization of the primary care sector in Swe-
den, in contrast to the organization of primary care in other countries, such as the
United States. While not ideal for the patients, it is ideal for the purpose of the
identification strategy employed in this paper, which assumes that physicians are
conditionally assigned similar patients.

Prescribing of antibiotics

The procedure of prescribing antibiotics is subject to guidelines, but in practice,
adherence to treatment guidelines is often poor (Finkelstein et al., 2021). This
leads to unnecessary prescribing, such as prescribing antibiotics for a cold even
though antibiotics are ineffective against cold viruses. Norms, parental expecta-
tions, and lack of diagnostic tools are commonly cited reasons for poor adherence
(Abaluck et al., 2020).8 Given that adherence to treatment guidelines is poor, it
may also be that some parents (wealthier or more educated) have a higher prob-
ability of getting antibiotics for their children, which could possibly exacerbate
health inequalities (if recovery is sped up) or ameliorate differences (if antibiotics
are negative for health outcomes).

For the prudent use of antibiotics, it is typically recommended to prescribe a
narrow-spectrum drug rather than a broad-spectrum drug, as the latter category
has a larger effect on antibiotic resistance. Interestingly, Finkelstein et al. (2021)
use Swedish data to study guideline adherence and find that the largest adher-
ence gap between medical experts (parents or individuals being physicians) and

8There are relevant changes in the guidelines for two common child illnesses, acute otitis media
and acute pharyngotonsillitis. I describe these changes in more detail in Appendix D. While difficult
to assess empirically, extensive literature specifically addresses poor adherence to the acute otitis me-
dia guideline (see, for example, Célind et al. (2014)) and guidelines for common conditions in primary
care, including pharyngotonsillitis (see, for example, Nord et al. (2013)).
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nonexperts is for guidelines governing antibiotic treatment and conclude that this
could be pointing to a possible conflict when considering antibiotics prescribing,
as they conclude that the guidelines are more designed to promote public health
than focused on the more narrow interest of the patient.
“the association is most negative for guidelines regarding appropriate use of antibiotics
which are designed to promote public health rather than the narrow interest if the patient”
(p. 4).
Thus this poor adherence to guidelines can be considered a potential conflict be-
tween the individual and the societal objective of reducing antibiotic consump-
tion, which underscores the importance of carefully examining the impact of pre-
scribing antibiotics on health care utilization.

1.3 Data and Descriptive Statistics

The backbone of the data is individual-level data on health care utilization in the
primary care sector, containing information about the type of visit, date, diagno-
sis codes from the International Classification of Diseases (ICD-10), and name of
the PCC. Uniquely for Scania, and crucial for the identification strategy, I have
access to physician identifiers. A physician identifier consists of three letters. The
identifiers are not necessarily unique across PCCs, for example, identifier ABC
could exist at several PCCs throughout the sampling period. With the data at
hand, it is impossible to uncover if this physician is the same individual, working
at different practices or several individuals with the same 3-letter combination.
However, within each PCC there can only exist one physician per identifier. To
ensure that only one individual is associated with a physician identifier, I con-
struct the instrument using physician IDs only within PCCs as these definitely
are unique.9 As a robustness check, I also construct the instrument using physi-
cian identifiers across the sample, as this will allow for movement of physicians
between PCCs. The results are presented in the Appendix, Table A6, they have
a slightly larger magnitude but are overall very similar to the main results found
in this paper.

The data in this project cover the time period 2010–2017 in one of the largest
regions in Sweden, Scania. Scania is the third-largest region, with a mix of rural
and urban areas, and has 1.4 million inhabitants (SCB 2022). I define the base
population to be children ages 0–5 (born in 2010–2017) at the time of the visit.10 I

9While the physician identifiers are unique to each physician within PCCs, they cannot be linked
to any other data, such as data on physician characteristics.

10Children born in 2005–2009 are not included because my data on hospitalizations start in 2009,
and I need to be able to define the time and conditions around the birth.
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link the children to a primary care physician identifier for each physical physician
visit at a PCC and make several sample restrictions to ensure that the sample
is relevant. Since antibiotics are prescribed by physicians and, in general, not
over the phone, this restriction ensures that the visits included in the sample are
actually potential antibiotic visits. For the same reason, I also exclude physician
contacts at CHCs.11

To identify antibiotic treatment, I match children to Sweden’s National Pre-
scribed Drug Register, which contains information on all dispensed antibiotic
prescriptions, including dosage and ATC code (ATC-code=J01). I include only
those prescriptions that can be matched to a PCC encounter.12 Prescriptions for
are recorded only if they are filled, potentially leading to an underestimation of
the frequency of (antibiotic) prescribing. Thereafter, the sample of primary care
visits and corresponding antibiotic information is matched to the registry data
provided by Statistics Sweden, which links several administrative registers by
personal identification numbers. Linking the children to parents using the Multi-
Generational register, I can obtain information about the child’s date of birth, gen-
der, siblings, birth order, and parents’ background characteristics, such as marital
status, origin, occupation, and education. I also link the children to the inpatient
register provided by the National Board of Health and Welfare (Socialstyrelsen)
to record hospitalizations and background variables at the time of birth. Finally,
I add data on the distances from the home address to the 10 closest PCCs. Dis-
tance measures are straight distance, distance by road, and distance in duration
(in minutes, routed along the closest road). I use this last part of the data for a
heterogeneity analysis. I restrict the sample to keep only those children for which
I have complete information on the background characteristics. The sample con-
tains 346 864 visits by 76,183 unique individuals.

For the main portion of the analysis, I restrict visits to those more than 180
days apart and refer to them as “index visits.”13 This restriction causes a signifi-
cant sample size reduction. Finally, if individuals have multiple index visits with

11These visits have an antibiotic prescription rate equal to 0.3%, since visits to CHCs follows a
national program where the visits are preventative, routinely scheduled checkups, as described in
detail in section 1.2.

12The matching is by a unique individual identifier and the exact date on which the primary care
visit was made and the prescription was dispensed.

13There is no consensus in the literature about how long the time window between visits should
be. In the epidemiological literature, studies use 30 days between visits (see e.g., Sabbatini et al.,
2016), and Finkelstein et al. (2021) include only those observations with no use of antibiotics within
the preceding 2 years (though they do not have access to primary care data). I use 180 days following
the definition in Milos Nymberg et al. (2021). This is a trade-off between keeping as good as inde-
pendent visits while not reducing the sample size too much. Keeping only the first visit will lead to
the problem that children will be very young (mean age 0.7 years), and for this group, physicians are
very prone to prescribe antibiotics, as they should be. Note that the first visit to a PCC for the child
is not automatically classified as an index visit, if it was preceded by a visit to an emergency unit,
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the same physician, I keep only the first occurrence. The final sample contains
72,245 index visits by 50,951 individuals.

1.3.1 Variables

Treatment

The treatment is defined as the child being prescribed any type of antibiotic (i.e.,
either narrow or broad spectrum) at an index visit and the antibiotic being dis-
pensed at a pharmacy. The variable is an indicator variable equal to 1 if the drug
was prescribed and 0 if not.

Outcomes

The outcomes studied in this paper can broadly be divided into two categories:
short term and medium term. The variables in the short term are the probability
of having an additional visit, to the same or a different physician, within 10, 30,
or 90 days. The revisit can occur at an in-hours PCC (in general, referred to as
only PCC in this paper), out-of-hours PCC (närakut), or emergency unit, or as a
hospitalization. The out-of-hours PCCs are open exclusively on weekends and
evenings. The hospital visits include only those requiring inpatient care, which
typically are for more severe conditions. Visits to emergency units include revis-
its to hospitals from the outpatient register, that are registered at an emergency
unit. All these variables are binary and equal to 1 if the child had at least one
subsequent visit within the specified time frame or to the specific type of facility.

A concern in Sievertsen et al. (2021) is that parents may switch providers as a
response to the decision of whether to prescribe antibiotics. An advantage of this
study is that I can test this channel directly by constructing indicator variables,
switcht+1 and switcht+3, with the former equal to 1 if the next visit to a PCC
was at a different unit than the index visit, and the latter equal to 1 if the patient
switched to a different unit for one or more of the three subsequent visits.14

In the medium term, I focus on two types of variables to capture the effect
of antibiotics on the child’s general health. The first is the total number of visits
in the 6 months following the initial index visit, both overall and at the different
types of facilities.15 The second is the effect on the probability of being diagnosed

out-of -hours PCC or hospitalized within 180 days. In section 1.6, I test the robustness of the results
to shrinking the no-visit window to 90 days and expanding it to 365.

14Note that the switch is defined based on actual visits. An alternative is to define a switch as
equal to 1 if there was an active change in the listed unit, but actual visits are more relevant.

15Medium term is defined as the 6 months following the initial index visit. The difference between
short and medium term in this paper is that the short-term outcomes are directly related to index
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with asthma, eczema, or RTI. See Appendix C2–C4 for a detailed list of the ICD-
10 codes for each diagnosis class. According to the epidemiological literature,
excessive antibiotic consumption increases the risk of asthma and eczema. The
mechanism is the disruption in gut microbiota caused by antibiotics, and children
are more susceptible to this, as their biota is still developing (Jernberg et al., 2010;
Schwartz et al., 2020). RTIs are included to test whether antibiotics have an effect
on the probability of becoming ill, such as through a reduction in the efficacy of
the immune system, in which case we would expect a positive impact on RTIs.
Moreover, if antibiotics treat the child’s condition better than no or alternative
treatment, we would expect a positive impact, since the next time the patient
acquired respiratory symptoms, the parents would be more likely to turn to the
health care sector for help for their child.

Background Variables

I include an extensive set of background variables, as these are an important tool
to check for conditional random assignment. I broadly divide the background
characteristics into variables defined for the individual, the individual parents,
and the PCC. All parental background characteristics are measured the year be-
fore childbirth. A more detailed description of the control variables can be found
in the Appendix, Table C1.

visits, while the medium-term outcomes measure total visits in the half-year following the index
visit.
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Table 1.1: Summary Statistics

Mean(AB=1) Mean(AB=0) Diff. Std. Error
(1) (2) (3) (4)

Individual Characteristics
Age 2.91 2.62 -0.293*** 0.012
Female 0.49 0.48 -0.009* 0.005
Number of siblings 2.23 2.16 -0.078*** 0.009
Born Jan-March 0.27 0.26 -0.001 0.004
Born April-June 0.27 0.27 0.007* 0.004
Born July-Sept 0.26 0.26 -0.002 0.004
Born Oct-Dec 0.21 0.20 -0.004 0.004
Number of index visits 1.86 1.87 0.013 0.008
Total visits 7.91 7.81 -0.096* 0.051

Individual Health at birth
Hospital length (days) 2.63 2.68 0.055** 0.022
Caesarean Birth 0.15 0.15 0.000 0.003
Twin birth 0.03 0.02 -0.006*** 0.002
Birth order 1.20 1.20 -0.005 0.004
Pre-term 0.04 0.04 -0.002 0.002
Birth weight≤ 1000g 0.01 0.00 -0.000 0.001
Birth weight1001 − 2500g 0.03 0.03 -0.001 0.002
Complications at birth 0.08 0.08 0.004 0.002

Parents Characteristics
Both parents born abroad 0.18 0.18 -0.004 0.004
Age at birthm 30.98 30.90 -0.074 0.047
Age at birth f 33.80 33.72 -0.082 0.057
Mother married at birth 0.46 0.46 -0.004 0.005
Years of educm 13.00 13.06 0.053*** 0.020
Years of educ f 12.56 12.64 0.081*** 0.020
Not working f 0.09 0.10 0.011*** 0.003
Not workingm 0.13 0.15 0.014*** 0.003
Family income 365 939 361 207 -4 732** 2 143

Parents Highest Education level
Elementary school f 0.13 0.12 -0.007** 0.003
Elementary schoolm 0.11 0.11 -0.009*** 0.003
High school f 0.47 0.46 -0.008* 0.005
High schoolm 0.37 0.37 0.001 0.005
University f 0.40 0.42 0.015*** 0.005
Universitym 0.52 0.52 0.008* 0.005

Health care characteristics
Distance to closest PCC (km) 1.93 1.89 -0.042* 0.022
Number of listed patients, PCC 9767 9766 0.172 39

Notes: The final sample contains 72 745 observations. * p < 0.05, ** p < 0.01, *** p < 0.001.
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As is evident in Table 1.1, there are significant differences between the groups
of visits that lead to antibiotics in column 1 and those that did not in column 2.
I add a t-test of the difference in means between the two groups. With regard
to the individual characteristics, visits leading to antibiotics are by patients who
are slightly older, female children from marginally larger families. The magni-
tudes are small; for example, 49% of the patients who got antibiotics were female
compared with 48% in the no-antibiotics group. With regard to the health char-
acteristics, there are small but very significant differences between the groups in
the length of hospital stay at birth and the share of twins. The largest difference
between the groups is with regard to the level of parents’ education. Overall, in
terms of both years and level of education, parents of children in the antibiotics
group have a lower mean. On the other hand, they have a slightly higher annual
disposable income. As these characteristics are constant for each individual, the
differences can occur for two reasons: (i) the children are, on average, different in
terms of characteristics; or (ii) the children are equal, but the share of individuals
having multiple index visits differs with parents’ background characteristics.

1.3.2 Descriptive Evidence

Prescribing of antibiotics for children, on the aggregate level, has been downward
trending since the 1990s in Sweden. In this paper, it is difficult to present statistics
for the aggregate number of prescriptions in the age group 0–5, since the age in
my sample is skewed.16 To account for this, I present the share of in-hours PCC
visits that were linked to an antibiotic prescription per age cohort. From Figure
1.2, it is clear that the share of PCC visit that resulted in an antibiotics prescrip-
tion is at different levels for different age cohorts but that the level of prescribing
within cohorts has remained stable across the sample. The prescribing rate for
0-year old children is lowest, followed by the rate to 1-year old children. From 2
years and onwards the rates are more similar, this is line with the fact that condi-
tions that often require antibiotics are more common when the child have started
preschool, usually around 1-2 years of age (Daysal et al., 2021).

To get a better understanding of the types of conditions that cause physicians
to prescribe antibiotics for children, I plot the most common diagnosis groups for
which antibiotics are prescribed.

16I include children ages 0–5 at the time of the visit during 2010–2017. This implies that I have only
three cohorts (those born in 2010, 2011, and 2012) for which I can observe the full range of antibiotic
prescriptions for this time period.
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Figure 1.2: Share of PCC visits that prescribe antibiotics, per visit year and age
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Notes: The y-axis represent the share of PCC visits that resulted in an antibiotics prescription age cohort and the
x-axis shows the year of the visit

Figure 1.3: Number of prescriptions per diagnosis class
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Notes: The y-axis represent the total number of prescriptions throughout the sample period per diagnosis class.
The diagnosis classes are as follows: H = ear and eye, J = respiratory system, L = skin and subcutaneous tissue, N =
genitourinary system, and R = symptoms, signs, and abnormal clinical and laboratory findings, not elsewhere classified.

From Figure 1.3, it is clear that the most common diagnoses for which an-
tibiotics are being prescribed are ear and eye-related conditions. This group is
dominated by ear-related conditions, mainly acute otitis media (AOM). This is
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expected, since AOM is one of the main reasons children visit PCCs (Lundborg
Ander and Eggertsen, 2004).

1.4 Empirical Strategy

The aim of this paper is to estimate the causal effect of being prescribed antibiotics
in childhood at an index visit at a PCC on downstream health behavior. The
estimating equation is

yiv = α + βABiv + Xivδ + �iv (1.1)

where yiv represents the outcome variables for individual i related to index visit
v. In the short term, these are recurring visit (within 10, 30, or 90 days), type
of revisit (in-hours, out-of-hours, emergency, or hospitalization), and change of
health care provider. In the medium term, these are total number of health vis-
its and the probability of having diagnoses such as asthma, eczema, or upper
respiratory tract infection (RTI). ABiv is an indicator variable equal to 1 if the in-
dividual i receives an antibiotic prescription at a PCC. Xiv includes the observed
characteristics of the patient, described in Table 1.1. Equation 1.1 can be esti-
mated with a simple OLS model. However, β will be biased if there are omitted
variables affecting both the consumption of antibiotics and the health outcome.
In this context, the fact that individuals choose their health care providers is a
source of omitted variable bias. For example, certain family characteristics, such
as attitudes and expectations, may affect both health behavior and the probability
of obtaining antibiotics. Moreover, omitted variable bias will also stem from un-
observed (by the econometrician) characteristics of the patient, such as severity
of symptoms and the general health condition, which affect both the probability
of being prescribed antibiotics and subsequent health care behavior. To formalize
this idea, I closely follow Maestas et al. (2013) and outline the thought experi-
ment and how this can be translated into an instrumental variables approach. If
we rewrite equation 1.1 as

yiv = α + βABiv − si + Xivδ + �iv

where si is the unobserved severity of the illness, we can think of this as the
unobserved share of the change in outcomes associated with an antibiotic pre-
scription. From a societal perspective, the optimal use of antibiotics follows the
prescribing guidelines, and thus a physician should prescribe antibiotics to pa-
tients sick enough to exceed a prescription threshold specified in the guidelines.
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I call this the guideline prescription threshold (GPT):

GPT > Xivδ − si + �iv

In reality, patients in general and children in particular may exhibit symptoms
in different ways, and physicians may or may not use diagnostic tools or tests
for bacterial infections. This implies that physicians have imperfect information
about the severity of their patients’ diseases, so the prescription rule becomes

GPT > Xivδ − ŝij + �iv

where ŝij is physician j’s estimate of the severity of patient i’s illness. Importantly,
the physician observes this more accurately than the econometrician, through pa-
tients’ journals, test results, and general condition. It is also a function of the char-
acteristics of the physician: previous research has shown that physician character-
istics such as age, gender, experience, and taste for medication affect prescribing
(Cadieux et al., 2007)). We can decompose ŝij into patient-specific and physician-
specific parts:

ŝij = si + ωj

where ωj is a systematic part of physician j’s judgment of the patient, which on
average leads to systematic over- or underprescribing to patients. Substituting
the above equation into the expression for the prescription rule yields the follow-
ing:

GPT > Xivδ − si − ωj + �iv (1.2)

This leads to the notion that the physician will prescribe antibiotics to patient i
only if the patient is sufficiently ill:

ABiv = 1(si > Xivδ − GPT − ωj) (1.3)

As shown in equations 1.2 and 1.3, physicians with high ωj will overestimate
the severity of symptoms, leading to a lower prescription threshold and a higher
propensity to prescribe antibiotics. ωj can also reflect other time-invariant physi-
cian characteristics, such as his or her views on antibiotic resistance in society, to
the extent that they influence the interpretation of the patient’s illness and thereby
appropriate treatment. The variation in physicians’ ωj gives rise to a natural
source of variation that can lead to a possibly exogenous change in the supply
of antibiotics. The change can be exogenous, conditional on an extensive set of
fixed effects described in more detail later in this section, for two reasons. First,
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the way the primary care system is set up in Sweden does not, in general, allow
for long-standing relationships between the physician and the patient. Second,
if more than one interaction occurred with the same physician, I keep only the
first interaction (i.e., the original assignment in the terminology of Cunningham
(2021)).

I construct a physician-visit specific measure of physicians’ prescription propen-
sity, defined as the share of PCC visits leading to a prescription, crucially exclud-
ing the focal visit. For the construction of the instrument, I follow Dahl et al.
(2014) and Dobbie et al. (2018) and include all visits, not just index visits. The up-
side of using a larger sample is that the instrument will be measured with more
precision, which is particularly important in smaller PCCs with fewer visits by
children.17 I begin by constructing the leave-out mean:

Propensityjk =
#ABk − 1(ABk = 1)

#visitsj − 1
(1.4)

In other words, Propensityjk measures the prescription rate of physician j for visit
k, for all visits except the focal visit. I regress Propensityjk on an extensive set of
fixed effects—visit month, age, year, and PCC fixed effect—to reflect the notion
that random assignment of index visits to physicians occurs within these cells:

Propensityjk = α + π1visitmonth + π2age + π3year + π4PCC + ejk (1.5)

After controlling for the fixed effects, I predict the residual:

êjk = Propensityjk − ̂Propensityjk (1.6)

This residualized measure of prescription propensity is then used as an instru-
ment for the probability of getting antibiotics, and the set of estimating equation
becomes:

ABiv = α + β1 êjk + β2Xiv + �iv (1.7)

yiv = α + βABiv + δXiv + �iv (1.8)

where ABiv is instrumented by the residualized measure of physicians’ prescrip-
tion propensity (PPP), as defined in equation 1.6. By instrumenting antibiotic pre-
scription with PPP, I identify the local average treatment effect (LATE) of antibi-
otics for children on the margin. These children are the group for which studying
the prescribing of antibiotics is meaningful, since this group of patients consists of

17I also perform a robustness check using only the index visits to construct the instrument. The
result is presented in the Appendix, Table A3
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those who receive an antibiotic prescription because of being assigned to a high-
prescribing (high ωj) physician but would not if assigned to a low-prescribing
(low ωj) physician. In the terminology of the causal inference framework, these
are the compliers (Angrist and Pischke, 2008).

For causal interpretation of the antibiotics estimates, the independence as-
sumption must be satisfied, ensuring that children really are randomly assigned
to PCCs, conditional on an extensive list of fixed effects (instrument validity).
The instrument must also satisfy the exclusion restriction, which in this applica-
tion means that physicians cannot affect the children’s future outcomes by means
other than through their prescription of antibiotics. I elaborate on the plausibility
of the exclusion restriction in section 1.5.6. It is important to note that even if
the exclusion restriction fails, the reduced-form estimates can, under the assump-
tion of random assignment to physicians, still be given a causal interpretation of
the effect of being assigned to a more or less lenient, in terms of antibiotic pre-
scribing practice, physician on future outcomes. The instrument must also be
relevant, which implies prescribing behavior should be correlated with antibiotic
prescription only if there is a systematic, underlying physician-specific threshold
for antibiotic prescribing decisions. The underlying variation in this instrument
may come from between (within PCCs) or within physicians. In Appendix B,
I explore and decompose the underlying variation, from which I can conclude
that the main share of the variation in this instrument comes from differences
in antibiotic prescribing between physicians relative to within. Finally, the last
assumption for the LATE that needs to be defined is monotonicity. Monotonic-
ity assumes that if a patient receives antibiotics from a low-prescribing physician
during an index visit, the patient would also have received antibiotics if assigned
to a high-prescribing physician. I test this assumption in section 1.5.5.

1.4.1 Instrument Validity

For physicians’ propensity to be a valid instrument, I must first assume that pa-
tients are as good as randomly assigned to physicians. This implies that the as-
signment must be uncorrelated with unobserved characteristics conditional on
observed characteristics. In this paper, the assumption stipulates that there is
conditional random assignment. As shown in equation 1.5, I add an extensive
set of fixed effects, which effectively means, for example, that physicians are al-
lowed to specialize in certain age groups, or that high or low prescribers work at
different times of the study period, but they cannot decide which patients they
should meet. As described in section 1.2, individuals are free to choose the PCC
unit, so conditioning on PCC fixed effects is crucial. Since I exclude PCCs with
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only one physician and include only the first interaction between a patient and a
particular physician, I assume that the assignment of patients for an index visit,
at a certain PCC, in a particular year, month, and cohort, is as good as random.
I investigate the plausibility of this assumption in two ways: First, I regress both
the probability of being prescribed antibiotics and the instrument PPP on an ex-
tensive set of patient characteristics. Table 1.2 shows the results of this analysis.
Second, when evaluating the relevance of the instrument in the first stage, I add
covariates sequentially and check the consistency of the point estimate. This is
an indirect test of random assignment, as only covariates that are correlated with
PPP will affect the point estimate.

29

Table 1.2: Randomization Test

AB Physician Propensity
Female 0.00369 0.00039

(0.00280) (0.00073)
Number of siblings 0.00839*** 0.00024

(0.00170) (0.00040)
Born abroad 0.04100 0.01809

(0.12842) (0.02404)
Both parents born abroad -0.00541 0.00162

(0.00534) (0.00115)
Age at birthm 0.00075* -0.00003

(0.00041) (0.00010)
Age at birth f -0.00002 -0.00002

(0.00038) (0.00007)
Married at birthm -0.02956 0.00108

(0.01798) (0.00399)
Married at birth f 0.02003 -0.00041

(0.01778) (0.00394)
Years of educationm -0.00150 0.00008

(0.00161) (0.00038)
Years of education f -0.00250** 0.00023

(0.00116) (0.00036)
Parents unemployed -0.00448 -0.00080

(0.00483) (0.00124)
Family disposable income quintile 2 0.00881* -0.00056

(0.00467) (0.00117)
Family disposable income quintile 3 0.01560*** -0.00164

(0.00491) (0.00118)
Family disposable income quintile 4 0.02013*** -0.00192

(0.00536) (0.00130)
Family disposable income quintile 5 0.02474*** -0.00037

(0.00596) (0.00137)
University f 0.00586 -0.00179

(0.00523) (0.00151)
Universitym 0.00658 -0.00100

(0.00592) (0.00138)
Size of the PCC 0.00000 0.00000

(0.00000) (0.00000)
Hospital length at birth -0.00141** -0.00025*

(0.00069) (0.00014)
Twin birth 0.03685*** -0.00397

(0.01047) (0.00245)
Birth order 0.01087** -0.00140

(0.00425) (0.00088)
Pre-term 0.01081 -0.00111

(0.01745) (0.00378)
Birth weight< 1000g 0.01517 -0.00126

(0.02260) (0.00447)
Birth weight 1001 − 2500g -0.00453 0.00410

(0.01795) (0.00394)
Complications at birth -0.00655 0.00197

(0.00626) (0.00142)
Born Jan-March 0.01386*** 0.00196*

(0.00422) (0.00109)
Born April-June 0.00688* 0.00075

(0.00397) (0.00110)
Born July-Sept 0.00469 0.00104

(0.00410) (0.00111)
F-stat 6.576 1.306
p-value 0.0000 0.1581
Obs 72745 72745

Notes: Variables are defined in Appendix C1. The coefficients are net of fixed
effects, which include PCC (160), age (6), visit month (12) and year (8). * p <
0.05, ** p < 0.01, *** p < 0.001.
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The output in Table 1.2 is consistent with the proposition that patients are
conditionally randomly assigned to a certain physician. In contrast to the impor-
tance of the covariates on antibiotics, very few of the covariates are significantly
related to the instrument. The null hypothesis that the parameters are jointly dif-
ferent from zero cannot be rejected in column 2. In other words, physicians meet
with similar children, so changes in the outcomes associated with physician be-
havior does not come from differences in the patient pool. For a more graphical
overview of the importance of each covariate, I plot the coefficients in Appendix
Figures A1 and A2.

1.4.2 Instrument Relevance

Figure 1.4 plots the distribution of the residualized leave-out measure of physi-
cians’ antibiotic prescription propensity.

Figure 1.4: Effect of Prescribing Behavior on Antibiotics
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Notes: The figure shows the histogram captures the tendency among GPs to prescribe antibiotics, excluding the
focal visit. The prescribing propensity and the probability of obtaining antibiotics are residualized using the full set
of control variables and fixed effects, described in Table 1.1. Dashed lines represent 95 percent confidence intervals.

Standard errors are two-way clustered at the PCC and individual level

Figure 1.4 is a visual representation of the identification strategy. The his-
togram captures the average antibiotic prescription rate in all other visits for a
physician (residualized). Overlaid is a local polynomial estimation of the first
stage. Physicians’ residualized tendency to prescribe antibiotics ranges from -
0.19 at the 1st percentile to 0.27 at the 99th percentile, with a standard devia-
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tion of 0.09. Antibiotic prescription is monotonically increasing in prescription
propensity and is highly linear. For each 0.01 increase in the instrument, the cor-
responding likelihood of antibiotic prescription increases by approximately 0.57.

Table 1.3: First Stage

(1) (2) (3) (4) (5) (6) (7)
Physician Propensity 0.5811*** 0.5632*** 0.5639*** 0.5638*** 0.5636*** 0.5642*** 0.5647***

(0.0239) (0.0227) (0.0227) (0.0226) (0.0227) (0.0228) (0.0227)
mean of dep. var. .194 .194 .194 .194 .194 .194 .194
F-stat 591 304 152 92.9 78.7 62 55.8
Obs 72745 72745 72745 72745 72745 72745 72745

PCC FE � � � � � � �
Age FE � � � � � �
Year FE � � � � �
Visit month FE � � � �
Child Background � � �
Parents background � �
Child health at birth �

Notes: The outcome is the probability of obtaining antibiotics at an index visit. The instrument
is estimated using data from all visits to the same PCC in the same year, excluding the focal visit.
The estimation sample is using the 72 745 index visits, i.e., visits at least 6 months apart. The
baseline control variables are described in Table 1.1. Parents’ variables are measured the year prior
to childbirth. Standard errors are two-way clustered at the individual and PCC levels. Fixed effects
include PCC (160), age (6), visit month (12) and year (8). * p < 0.05, ** p < 0.01, *** p < 0.001.

Table 1.3 shows the linear estimates from the first-stage regression in which
the dependent variable is equal to 1 if the child received an antibiotic prescrip-
tion during the index visit and 0 otherwise. As an indirect test of whether chil-
dren are quasirandomly assigned to physicians, I add the fixed effects and con-
trol variables sequentially. Only covariates that are correlated with physicians’
prescription propensity will change the coefficient. In the first column, only the
PCC fixed effects are included. The coefficient in column 1 is 0.58, which im-
plies that when the PPP increases by 10 percentage points, the probability that
the child receives antibiotics increases by 5.8 percentage points. The point coeffi-
cient changes slightly when adding age fixed effects but is barely changed by the
inclusion of control variables in the subsequent columns. Importantly, the point
estimate is barely affected when including control variables for children’s health
at birth. This is reassuring and consistent with the evidence presented in Table
1.2.
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1.5 Results

1.5.1 Short-Term Effects

To capture the effect of antibiotics on short-term outcomes, I begin by investigat-
ing the impact of getting a prescription on the probability of having one or many
visits within 10, 30, or 90 days relative to the index visit in column 1 of Table 1.4.
Columns 2–5 investigate the impact of antibiotics on the probability of having a
subsequent visit to any of the four different types of facilities.

33

Table 1.4: Types of revisits

Panel A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

OLS: Antibiotics, no X 0.0098*** 0.0160*** 0.0017 -0.0047*** -0.0032***
(0.0035) (0.0030) (0.0011) (0.0006) (0.0006)

OLS: Antibiotics 0.0091*** 0.0148*** 0.0010 -0.0047*** -0.0020***
(0.0033) (0.0029) (0.0011) (0.0006) (0.0006)

RF: Physician Propensity 0.0224 0.0047 0.0084* 0.0078 0.0015
(0.0161) (0.0136) (0.0046) (0.0047) (0.0030)

IV: Any Antibiotics 0.0396 0.0083 0.0149* 0.0137* 0.0027
(0.0281) (0.0240) (0.0081) (0.0082) (0.0052)

mean of dep. var. .123 .0981 .0108 .00786 .00582

Panel B: Type of revisit≤ 30 days

OLS: Antibiotics, no X 0.0338*** 0.0329*** 0.0097*** -0.0050*** -0.0038***
(0.0049) (0.0044) (0.0015) (0.0008) (0.0007)

OLS: Antibiotics 0.0345*** 0.0326*** 0.0087*** -0.0049*** -0.0019**
(0.0046) (0.0041) (0.0015) (0.0008) (0.0007)

RF: Prescription Propensity0.0663*** 0.0355* 0.0203*** 0.0093* 0.0011
(0.0204) (0.0181) (0.0056) (0.0055) (0.0037)

IV: Any Antibiotics 0.1175*** 0.0629** 0.0360*** 0.0165* 0.0020
(0.0350) (0.0316) (0.0101) (0.0095) (0.0064)

mean of dep. var. .21 .171 .0197 .0116 .00805

Panel C: Type of revisit≤ 90 days

OLS: Antibiotics, no X 0.0454*** 0.0430*** 0.0136*** -0.0067*** -0.0045***
(0.0053) (0.0049) (0.0021) (0.0011) (0.0009)

OLS: Antibiotics 0.0491*** 0.0451*** 0.0121*** -0.0064*** -0.0018**
(0.0049) (0.0045) (0.0021) (0.0011) (0.0009)

RF: Prescription Propensity0.1038*** 0.0691*** 0.0289*** 0.0103 -0.0046
(0.0256) (0.0233) (0.0089) (0.0065) (0.0046)

IV: Any Antibiotics 0.1837*** 0.1224*** 0.0512*** 0.0182 -0.0081
(0.0447) (0.0409) (0.0159) (0.0113) (0.0082)

mean of dep. var. .354 .285 .0375 .0194 .0124
Observations 72745 72745 72745 72745 72745
Notes: Fixed effects include PCC (160), age (6), visit month (12) and year (8). The instrument

is estimated using data from all visits to the same PCC in the same year, excluding the focal
visit. The estimation sample is using the 72 245 index visits, i.e., visits at least 6 months apart.
The baseline controls are added to all rows except row 1 and contain all the variables described
in Table 1.1 and defined in Appendix C1. The control variables are measured the year prior to
childbirth. Standard errors are two-way clustered at the individual and PCC levels. * p < 0.05,
** p < 0.01, *** p < 0.001.
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I begin by focusing on the reduced-form estimates. It is important to note that
the reduced-form impact reflects the causal impact of physician behavior, under
the assumption of quasi-random assignment, on the outcomes. For all three time
frames, physician prescribing behavior is associated with an increase in the prob-
ability of the child having at least one subsequent visit. For the shortest time
frame, this is driven by visits to out-of-hours PCCs, and for 30 and 90 days, it
is driven by visits to both in- and out-of-hours PCCs. There is no effect on vis-
its to emergency units and hospitalizations. With regard to magnitudes, being
assigned to a physician who is 10 percentage points more prescription prone in-
creases the probability of a revisit within 30 days by 0.663 percentage points. An
alternative interpretation of the reduced form is that going from the least pre-
scribing (a change equal to 46 percentage points: 1st percentile, -0.19, to 99th
percentile, 0.27) to the most leads to an increase in having a revisit within 30
days and 90 days of 3.0 percentage points (14.5% of the mean) and 4.8 percentage
points (13.5% of the mean), respectively.

The positive impact on revisits is driven primarily by visits to primary care
units and to a lesser extent by visits to hospitals, either to an emergency unit or
for hospitalizations. The estimates on out-of-hours PCCs are large with respect to
the low mean; however, it should be noted that they have fairly wide confidence
intervals, which makes it difficult to obtain a precise estimate for this rare out-
come. For example, the lower bound of the confidence interval at the 95% level
implies a reduced-form point estimate of 0.09 percentage points (45.7% of the
mean) when focusing on visits within 30 days and 1.1 percentage points (30.4%
of the mean) for 90 days. Some of the estimated point estimates in the robust-
ness section also imply slightly smaller point estimates, though similar, positive,
and statistically significant. We can interpret the reduced-form estimate as the
intent-to-treat (ITT) effect (Angrist and Pischke, 2008).

Turning to the OLS and IV estimates, it is informative to compare OLS with
and without control variables. They are very similar, but the raw OLS estimates
are slightly larger in absolute numbers. There is a positive correlation between
OLS and primary care visits and a negative correlation with hospital visits. Shift-
ing focus to the IV estimates, which use quasirandom variation in the supply
of antibiotics via PPP, the coefficient is consistently larger than with the OLS
estimates. For example, in column 1 of Table 4, the OLS coefficient with con-
trols shows that getting an antibiotic prescription increases the probability of a
revisit within 30 days by 3.5 percentage points (16.4% of the mean), while the
corresponding IV estimate has a magnitude of 11.8 percentage points (56% of the
mean). The difference between the OLS and IV could be due to the OLS being
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biased. Another explanation could be that there is treatment heterogeneity with
particularly large effects of antibiotics for individuals at the margin so that the
ATE from the OLS estimation is different from the LATE.

A second reason that IV > OLS may be that there is something special about
the instrument that is driving the results (for example, if high-prescribing physi-
cians are also more likely to schedule revisits or simply are worse physicians). If
this is the case, it would violate the exclusion restriction, which is crucial for the
interpretation of the IV as a causal estimate. If high-prescribing physicians are
behaving differently from low-prescribing physicians, and this is a channel that
affects the outcomes, the exclusion restriction is violated. However, to the extent
that high-prescribing physicians are positively correlated with both antibiotics
and short-term outcomes, the IV should be upward biased. In that case, the IV is
an upper bound. I explore the plausibility of the exclusion restriction in section
1.5.6.

Consistently throughout Table 1.4, it is clear that being prescribed antibiotics,
when taking differences in unobservables into account via the instrumentation,
leads to a statistically significant increase in the probability of revisits to both in-
and out-of-hours PCCs while not having a pronounced impact on the rare events
of emergency visits and hospitalizations. This is an interesting result that lines
up with the idea that getting antibiotics leads to a preference for specific doc-
tors. There may be multiple explanations for why being prescribed antibiotics
increases the probability of revisits. From a policy perspective, it is important to
discern whether revisits by children who received antibiotics were because they
became more sick.18 On the other hand, getting access to antibiotics in a restric-
tive setting may lead the child or parent to experience the help they received from
the health care system differently. Obtaining a prescription may increase the feel-
ing of getting "real help." If this is the explanation for the increase in revisits, it
calls for different types of interventions relative to children becoming sick.

Next, I ask whether antibiotics have an impact on changing health care providers.
Does the prescription decision by the physician change the patient’s behavior?
Table 1.5 shows the results on the probability of switching PCCs.

18Antibiotics could have side effects that would require reexamination by a physician or a change
in the type of antibiotic drug, such as from narrow to broad spectrum.
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Table 1.5: Change of providers

(1) (2)
Visit unitt �= visit_unitt+1 Visit unit_t �= visit_unitt+3

OLS: Any Antibiotics, no X 0.0079** 0.0130***
(0.0033) (0.0045)

OLS: Any Antibiotics 0.0094*** 0.0237***
(0.0031) (0.0037)

RF: Prescription Propensity 0.0287 0.0242
(0.0193) (0.0239)

IV: Any Antibiotics 0.0507 0.0429
(0.0343) (0.0422)

Observations 72745 72745
mean of dep. var. .125 .227

Notes: The outcome is a binary variable equal to 1 if the first post-index visit is to a different unit
relative to the index visit (column 1) or any of the three following visits (column 2). Fixed effects
include PCC (160), age (6), visit month (12) and year (8). The instrument is estimated using data
from all visits to the same PCC in the same year, excluding the focal visit. The estimation sample
is using the 72 745 index visits, i.e., visits at least 6 months apart. The baseline controls are added
to all rows except row 1 and contain all the variables described in Table 1.1 and defined in Table
C1. The control variables are measured the year prior to childbirth. Standard errors are two-way
clustered at the individual and PCC levels. * p < 0.05, ** p < 0.01, *** p < 0.001.

In the first column, the dependent variable is equal to 1 if the first visit fol-
lowing the index visit is at a different unit (this includes out-of-hours PCCs and
hospitals). The dependent variable in the second column is equal to 1 if any of
the three following visits are at a unit different from the index visit unit. There is
a positive correlation between antibiotics and the probability of changing PCCs
when focusing on the OLS estimates, but this goes away when taking causality
into account and focusing on the estimates using physician prescribing behav-
ior as the source of variation and the IV estimates. Thus there is no evidence of
antibiotic-shopping behavior.

1.5.2 Medium-Term Effects

To capture the effect of consuming antibiotics on the health of the child more
broadly, I investigate the effect of the treatment on total number of visits after the
initial index visit. The maximum length of time here is 6 months.
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Table 1.6: Total visits within 6 months

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

OLS: Antibiotics, no X 0.1344*** 0.1008*** 0.0234*** -0.0092*** -0.0073***
(0.0211) (0.0176) (0.0039) (0.0019) (0.0018)

OLS: Antibiotics 0.1948*** 0.1424*** 0.0226*** -0.0046** -0.0068***
(0.0200) (0.0167) (0.0038) (0.0018) (0.0018)

RF: Physician Propensity 0.3151*** 0.1861** 0.0467*** -0.0157 0.0186*
(0.1045) (0.0833) (0.0140) (0.0095) (0.0111)

IV: Any Antibiotics 0.5580*** 0.3295** 0.0826*** -0.0278 0.0330*
(0.1823) (0.1468) (0.0248) (0.0170) (0.0196)

Observations 72745 72745 72745 72745 72745
mean of dep. var. 1.45 1.02 .0706 .0226 .0337

Notes: The outcome is the total number of visits 6 months after the index visit. Fixed effects include
PCC (160), age (6), visit month (12) and year (8). The instrument is estimated using data from all
visits to the same PCC in the same year, excluding the focal visit. The baseline controls are added to
all rows except row 1 and contain all the variables described in Table 1.1. The control variables are
measured the year prior to childbirth. Standard errors are two-way clustered at the individual and
PCC levels. * p < 0.05, ** p < 0.01, *** p < 0.001.

The OLS reveals a positive correlation between number of visits, overall and
for both in- and out-of-hours PCCs, irrespective of controlling for covariates.
There is a significant negative correlation between antibiotics and emergency and
inpatient care. However, both the reduced-form and IV estimates suggest a sig-
nificant increase in the total number of visits to PCCs. There is also a marginally
significant increase in number of hospitalizations. This could be a consequence
of more involvement with the health care system in general.19

Finally, I test whether an antibiotic prescription affects the probability of ob-
taining a certain diagnosis at a post-index visit, at any of the following visits
within 6 months.20

19PCC physicians write referrals to hospitals and more specialized care.
20See Appendix C2–C4 for a detailed list of the ICD-10 codes included for each diagnosis class.
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Table 1.7: Diagnoses

(1) (2) (3)
Eczema Asthma RTI
Panel A: Excluding diagnosis at index visit

OLS: Any antibiotics 0.0001 -0.0015** 0.0250***
(0.0005) (0.0006) (0.0023)

RF: Physician Propensity -0.0009 0.0016 0.0184*
(0.0024) (0.0025) (0.0099)

IV: Any antibiotics -0.0017 0.0023 0.0321*
(0.0036) (0.0053) (0.0193)

Observations 72745 72745 72745
mean of dep. var. .00339 .00387 .0621

Notes: The outcome is the probability of being diagnosed with respective di-
agnosis at at least one follow-up visit. Fixed effects include PCC (160), age
(6), visit month (12) and year (8). The instrument is estimated using data from
all visits to the same PCC in the same year, excluding the focal visit. The es-
timation sample is using the 72 245 index visits, i.e., visits at least 6 months
apart. The baseline controls are added to all rows and contain all the variables
described in Table 1.. The control variables are measured the year prior to
childbirth. Standard errors are two-way clustered at the individual and PCC
levels. * p < 0.05, ** p < 0.01, *** p < 0.001.

Table 1.7 reveals that there is a positive correlation between OLS and the rare
diagnosis of asthma.21 This goes away when focusing on the reduced-form and
IV estimates. However, there is a large, albeit only marginally statistically sig-
nificant effect of getting antibiotics on the probability of being diagnosed with a
condition within the RTI group. This could be because high-prescribing physi-
cians tend to see children with more respiratory symptoms or because treatment
with antibiotics has a negative effect on susceptibility to infections, which would
make patients more prone to further illnesses. I investigate this more thoroughly
in the next section.

1.5.3 Conditional on Respiratory Tract Infections

Next, I restrict the analysis to include only those visits for which the child was
diagnosed with an RTI at the index visit. RTIs are the most common reason for
children to visit a primary care center (Hedin, 2015). The diagnoses included in
this group are defined in Appendix C2.22 The high incidence of RTIs, combined

21As these include only diagnoses given after the initial index visits, the share of diagnoses here is
lower than the incidence of these diagnoses in the sample population.

22The most common diagnoses within this group in the data are acute upper respiratory infections
(J00–J06), followed by otitis media and mastoiditis (H65–H70).
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with the fact that the largest share of antibiotics is prescribed for this category,
makes the restriction to this group relevant for the purposes of this paper.

The positive impact of antibiotics on short-term revisits in Table 1.4 can be
driven by several things. As shown in Table 1.2, the patient mix of a physician is
not likely to be an issue, since we can see that physician behavior is unrelated to
predetermined covariates. However, it could still be that the case mix (i.e., mix
of symptoms, severity of illness) differs among physicians. For example, if more
experienced physicians always receive more children with more symptoms, then
both their prescription propensity and the positive impact of antibiotics can be
driven by physicians’ case mix. By including the fixed effects, I adjust for the case
mix based on time, age, and season, but I have not taken diagnoses into account
thus far. By restricting the sample to children having the same diagnosis, I limit
the concern of case mix driving the results, since patients within this group are
expected to display more or less similar symptoms. To the extent that case mix
is an important mechanism, defining the instrument in this subsample is more
relevant.

Importantly, though, the downside of making this restriction, and the reason
for why this is not the main analysis, is that the probability of a physician giving
a specific diagnosis to a patient may be correlated with the choice of whether to
prescribe antibiotics. In the causal inference framework, this type of variable is
called a bad control (Angrist and Pischke, 2008). This implies that there can be
children who do not get a diagnosis within this group even though they display
similar symptoms as patients who are diagnosed with RTIs, which results in a
selected sample. This should be kept in mind when interpreting the results.23

To facilitate a comparison between Table 1.4, the short-term outcomes using
the full sample, and the same outcomes for the restricted sample, I present the co-
efficients from the reduced-form estimation in Figure 1.5. The full corresponding
table can be found in Appendix Table A1. There I also present the reestimated
first stage. The first stage in this subsample is precisely estimated and has a coef-
ficient of approximately 0.6.

23In Appendix Table A4, I also test the main results to include all diagnosis fixed effects as base-
line controls. The diagnoses are grouped into 117 chapters defined by WHO, and the reduced-form
estimates are remarkably similar to those presented in Tables 1.3 and 1.4. The IV estimates are slightly
larger, since the first-stage coefficient is smaller in the sample conditioned on diagnosis chapters, 0.38
versus 0.56 in the unrestricted sample.
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Figure 1.5: Comparison between unconditional and conditional samples

((a)) ((b))

((c)) ((d))

((e))
Notes: The figure shows the reduced-form estimates from regressing physician propensity on the health care out-
comes, where the coefficient is displayed on the y-axis. Sample restriction = yes if the sample is restricted to those
with an RTI diagnosis. The confidence intervals are at the 95% level of significance.

The overall takeaway from the plots in Figure 1.5 is that the point estimates
are overall remarkably similar, though closer to zero for the restricted sample.
One should keep in mind that the confidence bands for the restricted sample
are tighter because the instrument is more precisely estimated as the share of
antibiotic prescriptions is higher (36% versus 19% in the unrestricted sample).

41

The sets of estimates are not statistically different from each other, as the con-
fidence intervals overlap for almost every coefficient. With regard to 10, 30 and 90
days, the point estimates are remarkably similar and larger than the full-sample
point estimate for visits overall and to in-hours and out-of-hours PCCs. The
largest difference between the two sets of coefficient is when studying the im-
pact of antibiotics on having a visit to an emergency unit, where restricting the
sample yields statistically significant negative effects of a re-visit within 10 days,
while the full sample showed positive and insignificant estimates. The restricted
sample also displays a reduction in hospitalizations within 10 days which is not
found for the full sample of index visits.

Table 1.7 showed that antibiotics did have a sizable impact on the probability
of being diagnosed with an RTI infection at a recurring visit. I replicate that table
in Table 1.8 using the restricted sample.

Table 1.8: Diagnoses, restricted sample

(1) (2) (3)
Eczema Asthma RTI
Panel A: Excluding diagnosis at index visit

OLS: Any antibiotics, no X 0.0007 -0.0014* 0.0161***
(0.0006) (0.0008) (0.0035)

OLS: Any antibiotics 0.0007 -0.0014* 0.0161***
(0.0006) (0.0008) (0.0035)

RF: Physician Propensity -0.0023 -0.0027 -0.0059
(0.0020) (0.0025) (0.0110)

IV: Any antibiotics -0.0037 -0.0043 -0.0083
(0.0030) (0.0042) (0.0183)

Observations 28158 28158 28158
mean of dep. var. .00262 .00417 .0887

Notes: The outcome is the probability of being diagnosed with any of the di-
agnoses presented in the columns at at least one of the follow-ups visits. The
instrument is estimated using data from all visits to the same PCC in the same
year, excluding the focal visit. The estimation sample is using 28 158 patients
diagnosed with RTI at the index visit, i.e., visits at least 6 months apart. The
baseline controls are added to all rows except row 1 and contain all the variables
described in Table 1. The control variables are measured the year prior to child-
birth. Standard errors are two-way clustered at the individual and PCC levels. *
p < 0.05, ** p < 0.01, *** p < 0.001.

In the restricted sample, where all children are diagnosed with RTI at the in-
dex visit, I do not find that physician behavior significantly impacts the probabil-
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ity of getting this diagnosis. To sum up, the similarity between the results from
the full sample and those from the restricted sample is assertive in that it is not
the case mix that is driving the main results. There is some indication however,
that the null, or even slightly increased probability, of hospitalizations and emer-
gency visits in the very short-term is sensitive to how the sample is constructed
and should therefore be interpreted with more caution.

1.5.4 Treatment Heterogeneity

One of the distinct features of my data set is that the access to data on distance
to PCCs can be used to study whether the short-term treatment effect depends
on the distance to the PCC. The barrier to a physical revisit can, for example, be
affected by the distance to the PCC. This is interesting from an organizational
perspective. Indeed, one of the aims of the Free Choice Act was to increase the
availability and quality of medical care within the primary care sector. Govern-
ment reports show that more PCCs opened up following the reform, but that
these were located in areas with higher income, while areas with lower average
income experienced closures of public PCCs (Riksrevisionen, 2014). Thus inves-
tigating heterogeneity from a geographic perspective is important both because
individuals undecided about making a physician visit could be affected by prox-
imity and because distance to a PCC likely reflect underlying differences in so-
ciodemographic backgrounds. The mean distance to the closest PCC is 1.9 km,
with a minimum of 6 meters and a maximum of 17 km. The majority of patients
thus live relatively close to a PCC.24 Since distance is a continuous measure, I di-
vide the sample into quartiles. I present the results in Appendix Figure A3–A6.
There is no clear pattern with regard to treatment based on distance to the PCC.

In Appendix Figure A7–A8, I present treatment heterogeneity based on the
type of antibiotic drug prescribed.25 The effects on short-term revisits are slightly
larger for the second-line (broad-spectrum) antibiotic group, probably because
these drugs have a greater impact on gut microbiota and are associated with more
side effects (Jourdan et al., 2020). However, due to the low incidence of second-
line drugs in the sample, the confidence intervals are very large.

24Note that the closest PCC may or may not be the unit of visit at either the index or follow-up
visits.

25Following Huang and Ullrich (2021), I group the drugs by ATC 3, where J01C are penicillins,
J01D (cephalosporins), J01E (sulfonamides and trimethoprim), J01F (macrolides, lincosamides, and
streptogramins), and J01M (quinolones) are considered second-line drugs. These are typically associ-
ated with poorer practice.
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1.5.5 Monotonicity

An assumption in the IV estimation, as discussed in section 1.4, is monotonicity.
Monotonicity requires the instrument to work the same way across all visits. If
a patient is prescribed antibiotics at an index visit, then that patient must also
be prescribed antibiotics by an even higher-prescribing physician. Monotonicity
is required for the IV estimates to be interpreted as local average treatment ef-
fects. A testable implication of this assumption is that the first-stage coefficients
should be positive for all subsamples (Bhuller et al., 2020). I implement this test
by continuing to construct the instrument using the full sample of visits, but I
run a regression separately for each subgroup using only index visits. The sam-
ple mean is the share in that subgroup that gets antibiotics at the index visit. The
first-stage estimates are presented in Table 1.9.

Table 1.9: First stage in subgroups

Sample Mean Any Antibiotics Any Antibiotics

Female 0.197 0.586 0.587
0.031 0.031

Male 0.191 0.546 0.547
0.029 0.029

Born Abroad 0.198 0.570 0.571
0.045 0.046

Born in Sweden 0.193 0.587 0.562
0.025 0.025

Unemployedp 0.180 0.558 0.560
0.042 0.042

Employedp 0.197 0.564 0.564
0.025 0.025

Marriedm 0.195 0.563 0.564
0.030 0.030

Not Marriedm 0.193 0.562 0.563
0.028 0.028

Immigrantp 0.198 0.570 0.571
0.045 0.046

Native 0.193 0.561 0.562
0.025 0.025

Income> 50% 0.199 0.552 0.552
0.030 0.030

Income≤ 50% 0.189 0.574 0.574
0.028 0.028

All 0.194 0.564 0.565
0.023 0.023

Controls �

Notes: Fixed effects include PCC (160), age (6), birth month (12)
and year (8). The instrument is estimated using data from all visits
to the same PCC in the same year, excluding the focal visit. The
baseline controls, added in column 2, are described in Table 1. The
control variables are measured the year prior to childbirth. * p <
0.05, ** p < 0.01, *** p < 0.001.
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The pairwise difference across the columns is the inclusion of the control vari-
ables. The coefficient is similar, and positive, for all the subgroups, which is con-
sistent with the monotonicity assumption. The test of monotonicity also has some
bearing on the characteristics of compliers. If the first-stage coefficient is larger
(smaller) for a certain subgroup, this implies that the concentration of compliers
is higher (lower) in that subgroup (Norris et al., 2021). Parents with income be-
low the median, children born abroad, and females are groups with a relatively
larger share of compliers, but the differences are small.
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1.5.6 Exclusion Restriction

For the IV estimates to have causal interpretation, the health care utilization out-
comes are only allowed to be affected by antibiotics via physicians’ prescription
behavior. If physicians with certain antibiotic prescribing behavior treat patients
differently in other aspects as well, it would violate the exclusion restriction. This
assumption is inherently untestable, but I will do three tests to shed some light
on its plausibility and provide some justification of its validity. First, I conduct a
placebo test wherein I test the effect of the instrument on the health care outcomes
from Table 1.4, using a restricted subsample treated for conditions that rarely re-
quire antibiotics. I rank the diagnosis groups (based on the first letter of the ICD
code) by treatment incidence. I restrict the sample to keep only those diagnosis
groups for which antibiotics are prescribed in less than 5% of the visits. The mean
value of antibiotic prescriptions in this subsample is 2.6%.

Table 1.10: Placebo visits

Panel A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

RF: Physician Propensity -0.0085 -0.0338 0.0062 0.0190* 0.0002
(0.0271) (0.0234) (0.0083) (0.0106) (0.0058)

mean of dep. var. .141 .106 .0102 .0173 .00791

Panel B: Type of revisit≤ 30 days

RF: Prescription Propensity -0.0062 -0.0320 0.0062 0.0236* -0.0040
(0.0356) (0.0320) (0.0105) (0.0120) (0.0065)

mean of dep. var. .227 .179 .0173 .0211 .00964

Panel C: Type of revisit≤ 90 days

RF: Prescription Propensity 0.0140 -0.0153 0.0093 0.0273** -0.0073
(0.0389) (0.0369) (0.0147) (0.0137) (0.0086)

mean of dep. var. .358 .282 .0343 .0283 .0134
Observations 21328 21328 21328 21328 21328
Notes: The outcomes is the probability of revisits for a restricted subsample of index visits,

namely those with diagnoses for which antibiotics is prescribed in less than 5%. Control vari-
ables are included. The control variables are measured the year prior to childbirth. * p < 0.05,
** p < 0.01, *** p < 0.001.

As shown in Table 1.10, physicians’ antibiotic prescribing behavior has little
effect on the probability of having an additional visit to all types of health care
facilities. The exception is that the instrument has a small, marginally statisti-
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cally significant, effect on the probability of having a revisit to an emergency unit
within 30 and 90 days. This could indicate that high prescribers are relatively
worse physicians in the sense that they do not provide the best possible patient
care. However, in Appendix Table A2, I present the placebo for the total number
of visits, and there is no positive effect on the total number of emergency visits,
albeit on the total number of hospitalizations.

Second, I follow (Sievertsen et al., 2021) and include physicians’ prescribing
behavior for other groups of prescription drugs as control variables. As initially
noted by Mueller-Smith (2015), one way to assess the exclusion restriction is if one
dimension of judges’ behavior (sentencing stringency) is affected by controlling
for additional dimensions of judges’ behavior. Both the first-stage coefficient and
the short-term effects are very robust to controlling for physicians’ prescribing
behavior for other drugs. The first column in Panel I and the first row in Panel
II-A-II.C replicates the results from Table 1.4. Treatment with drugs other than
antibiotics are not driving the short-term effects.
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Table 1.11: Controls for co-treatment

Panel I: First Stage

(1) (2) (3) (4)
Prescribing behavior, AB 0.5647*** 0.5585*** 0.5648*** 0.5600***

(0.0227) (0.0231) (0.0227) (0.0227)
mean of dep. var. .194 .194 .194 .194
F-stat 55.8 56.1 54.8 54.6
Prescribing behavior, respiratory �
Prescribing behavior, skin �
Prescribing behavior, eyes �

Panel II.A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

RF: Physician Propensity (PP) 0.0224 0.0047 0.0084* 0.0078 0.0015
(0.0161) (0.0136) (0.0046) (0.0047) (0.0030)

PP Inc respiratory drugs 0.0218 0.0038 0.0085* 0.0078 0.0017
(0.0160) (0.0135) (0.0047) (0.0047) (0.0030)

PP Inc skin drugs 0.0226 0.0049 0.0085* 0.0077 0.0015
(0.0161) (0.0136) (0.0046) (0.0047) (0.0030)

PP Inc eyes and ears drugs 0.0200 0.0035 0.0078* 0.0079 0.0008
(0.0162) (0.0136) (0.0046) (0.0048) (0.0029)

mean of dep. var. .123 .0981 .0108 .00786 .00582

Panel II.B: Type of revisit≤ 30 days

RF: Physician Propensity (PP) 0.0663*** 0.0355* 0.0203*** 0.0093* 0.0011
(0.0204) (0.0181) (0.0056) (0.0055) (0.0037)

PP Inc respiratory drugs 0.0656*** 0.0348* 0.0205*** 0.0091* 0.0011
(0.0202) (0.0180) (0.0057) (0.0055) (0.0037)

PP Inc skin drugs 0.0663*** 0.0355* 0.0204*** 0.0093* 0.0011
(0.0205) (0.0182) (0.0057) (0.0055) (0.0037)

PP Inc eyes and ears drugs 0.0647*** 0.0346* 0.0200*** 0.0095* 0.0006
(0.0202) (0.0180) (0.0056) (0.0055) (0.0036)

mean of dep. var. .21 .171 .0197 .0116 .00805

Panel II.C: Type of revisit≤ 90 days

RF: Physician Propensity (PP) 0.1038*** 0.0691*** 0.0289*** 0.0103 -0.0046
(0.0256) (0.0233) (0.0089) (0.0065) (0.0046)

PP Inc respiratory drugs 0.1004*** 0.0648*** 0.0297*** 0.0103 -0.0045
(0.0251) (0.0228) (0.0089) (0.0065) (0.0047)

PP Inc skin drugs 0.1037*** 0.0692*** 0.0289*** 0.0102 -0.0046
(0.0257) (0.0234) (0.0089) (0.0065) (0.0046)

PP Inc eyes and ears drugs 0.1035*** 0.0694*** 0.0284*** 0.0104 -0.0046
(0.0256) (0.0232) (0.0089) (0.0065) (0.0046)

Observations 72745 72745 72745 72745 72745
mean of dep. var. .354 .285 .0375 .0194 .0124

Notes: “Respiratory” drugs include all prescription drugs in ATC group R, exclud-
ing R02AB and R05X. “Skin” contains all prescription drugs in ATC group D. “Eyes
and ears” contains all prescription drugs in ATC group S. * p < 0.05, ** p < 0.01, ***
p < 0.001.
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Third, I test whether the positive effect on revisits is mechanical—if, for ex-
ample, a high-prescribing physician is more likely to schedule a follow-up visit.
In Table 1.12, I test whether the subsequent visit following the index visit is to the
same physician. Only 5.1% of consecutive visits are to the same physician.

Table 1.12: Physician continuity

Physician-continuity

(1) (2) (3)
OLS RF IV

Coefficient -0.0004 -0.0322*** -0.0571***
(0.0019) (0.0083) (0.0150)

Observations 72745 72745 72745
mean of dep. var. .0506 .0506 .0506

Notes: The outcome is a binary variable equal to 1 if the next visit is to
the same physician as the index visit. Fixed effects include PCC (160), age
(6), birth month (12) and year (8). The instrument is estimated using data
from all visits to the same PCC in the same year, excluding the focal visit.
The baseline controls are included and described in Table 1.1. The control
variables are measured the year prior to childbirth. * p < 0.05, ** p < 0.01,
*** p < 0.001.

From the results in Table 1.12, I can conclude that it is not the case that high-
prescribing physicians simply schedule more revisits. On the contrary, both the
reduced form and the instrumental variable show a statistically significant nega-
tive effect on the probability of seeing the same physician.
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1.6 Robustness

Throughout the paper, I have referred to the main sample consisting of index
visits, which are defined as visits with no prior visits within 180 days. Here I
elaborate on the definition of index visits and present results using visits occur-
ring closer together, with no prior visits within 90 days, shown in Table 1.13, and
farther apart, with at least 365 days between visits, shown in Table 1.14.

Table 1.13: Index visits ≥ 90 days

Panel A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

OLS: Antibiotics 0.0072** 0.0134*** 0.0006 -0.0050*** -0.0018***
(0.0031) (0.0027) (0.0009) (0.0005) (0.0005)

RF: Physician Propensity 0.0171 0.0051 0.0080** 0.0060* -0.0020
(0.0123) (0.0104) (0.0037) (0.0031) (0.0020)

IV: Any Antibiotics 0.0334 0.0100 0.0156** 0.0118* -0.0039
(0.0238) (0.0203) (0.0072) (0.0060) (0.0039)

mean of dep. var. .129 .104 .0117 .00729 .00549

Panel B: Type of revisit≤ 30 days

OLS: Antibiotics 0.0380*** 0.0365*** 0.0085*** -0.0052*** -0.0018***
(0.0041) (0.0039) (0.0012) (0.0006) (0.0006)

RF: Physician Propensity0.0506*** 0.0288** 0.0179*** 0.0071* -0.0033
(0.0150) (0.0142) (0.0046) (0.0037) (0.0024)

IV: Any Antibiotics 0.0989*** 0.0564** 0.0350*** 0.0140** -0.0064
(0.0283) (0.0271) (0.0090) (0.0071) (0.0046)

mean of dep. var. .226 .185 .0221 .0112 .00795
Panel C: Type of revisit≤ 90 days

OLS: Antibiotics 0.0536*** 0.0489*** 0.0130*** -0.0067*** -0.0017**
(0.0042) (0.0040) (0.0017) (0.0009) (0.0008)

RF: Physician Propensity0.0858*** 0.0633*** 0.0238*** 0.0060 -0.0073**
(0.0188) (0.0183) (0.0069) (0.0045) (0.0032)

IV: Any Antibiotics 0.1679*** 0.1237*** 0.0466*** 0.0118 -0.0142**
(0.0359) (0.0351) (0.0135) (0.0088) (0.0063)

mean of dep. var. .387 .312 .0423 .0197 .0124
Observations 111642 111642 111642 111642 111642

Notes: This table replicates the results presented in Table 1.4, using a wash-
out period of 90 days instead of 180. Fixed effects include PCC (160), age
(6), birth month (12) and year (8). Control variables are always included and
described in Table 1.1 and Appendix C1. The control variables are measured
the year prior to childbirth. * p < 0.05, ** p < 0.01, *** p < 0.001.
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Table 1.14: Index visits ≥ 365 days

Panel A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

OLS: Antibiotics 0.0180*** 0.0232*** 0.0021 -0.0059*** -0.0013
(0.0046) (0.0039) (0.0018) (0.0011) (0.0010)

RF: Physician Propensity 0.0317 0.0164 0.0048 0.0057 0.0048
(0.0213) (0.0188) (0.0067) (0.0067) (0.0057)

IV: Any Antibiotics 0.0654 0.0337 0.0099 0.0118 0.0100
(0.0433) (0.0386) (0.0137) (0.0138) (0.0116)

mean of dep. var. .112 .0861 .00944 .00851 .00786

Panel B: Type of revisit≤ 30 days

OLS: Antibiotics 0.0354*** 0.0344*** 0.0085*** -0.0065*** -0.0011
(0.0064) (0.0053) (0.0026) (0.0013) (0.0012)

RF: Physician Propensity0.0710*** 0.0406* 0.0182** 0.0111 0.0011
(0.0258) (0.0232) (0.0083) (0.0072) (0.0067)

IV: Any Antibiotics 0.1463*** 0.0837* 0.0375** 0.0228 0.0023
(0.0528) (0.0478) (0.0171) (0.0148) (0.0138)

mean of dep. var. .189 .151 .0163 .0119 .0107

Panel C: Type of revisit≤ 90 days

OLS: Antibiotics 0.0448*** 0.0422*** 0.0116*** -0.0080*** -0.0010
(0.0077) (0.0065) (0.0035) (0.0017) (0.0015)

RF: Physician Propensity0.0870*** 0.0604** 0.0307** 0.0067 -0.0108
(0.0315) (0.0273) (0.0119) (0.0085) (0.0079)

IV: Any Antibiotics 0.1792*** 0.1245** 0.0632** 0.0138 -0.0223
(0.0650) (0.0564) (0.0247) (0.0175) (0.0166)

mean of dep. var. .315 .248 .0307 .0198 .0161
Observations 32141 32141 32141 32141 32141

Notes: Notes: This table replicates the results presented in Table 1.4„ using a
wash-out period of 365 days instead of 180. Fixed effects include PCC (180),
age (6), birth month (12) and year (8). The instrument is estimated using
data from all visits to the same PCC in the same year, excluding the focal
visit. Control variables are always included and described in Table 1.1 and
Appendix C1. The control variables are measured the year prior to childbirth.
* p < 0.05, ** p < 0.01, *** p < 0.001.

With regard to robustness, the results presented in Tables 1.13 and 1.14 verify
that they are not sensitive to how the index visit is defined. The main difference
between the tables in this section and Table 1.4 is the precision, with 90 days
giving more precise estimates and 365 days giving less precise estimates, relative
to 180 days. This is due to the difference in sample size. In terms of signs and
magnitudes, they are very similar, and the main conclusions still hold.

I also test the sensitivity of the results to how the instrument is constructed.
First, instead of using the full sample of primary care visits, I reconstruct the
instrument using only the sample of index visits. The results are presented in
Appendix Table A3. The first-stage coefficient is approximately half the size (0.26)
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but still strong and robust to the sequential inclusion of control variables. Relative
to the instrument using all visits, the accuracy of prescribing propensity is lower
using index visits. However, the reduced-form effects are also smaller, and as a
consequence, scaling the reduced-form coefficient with a smaller first stage yields
results very similar to those presented in Table 1.4. Second, I include diagnosis
groups as baseline controls and the results are presented in the Appendix, Table
A4. Third, I use only visits from 2012-2017 to account for my slightly skewed
sample with regards to age. These results are found in table A5. The results are
robust to all of these three modifications.

I also redefine physicians’ prescription propensity by using physician identi-
fiers across PCCs. This allows for the same physician to operate at several PCCs
over the sampling period.26 The results from this sensitivity check are presented
in Appendix Table A6 and are very similar to those presented in Table 1.4. The
first-stage coefficient is slightly increased, from 0.57 to 0.69. The reduced-form
coefficients are marginally larger, and the IV estimates are very similar.

1.7 Conclusion

Antibiotics are the most commonly prescribed group of drugs to children but
have been on a downward trend since the 1990s in Sweden, which is the setting
for this paper. Little is known about the individual consequences of reducing
antibiotic consumption. Numerous studies document the benefit of reducing an-
tibiotic prescribing on the societal level (Adda, 2020), and a few document a link
between antibiotics and the individual.27 However, these are generally based
on records kept in journals or case studies, which cannot differentiate between
unobserved characteristics that affect both antibiotics and the outcomes.

In this paper, I investigate the causal effect of antibiotic consumption in chil-
dren on downstream health care utilization. My research question is whether
treatment with antibiotics affects subsequent health care utilization. The Swedish
health care sector has two compelling factors that allow me to investigate this re-
search question. First, antibiotic prescribing here is among the lowest in Europe,
allowing me to study the consequences in a setting where access is constrained.
Second, the primary sector is characterized by a shortage of specialist general
practitioners, which leads to a very low share of residents who have a regular,

26Or different individuals that happen to share the same physician 3-letter identifier, see the dis-
cussion in Section 1.3

27See, for example, Groth et al. (2011), who find that reducing antibiotics as a first-line treatment
for children diagnosed with acute otitis media did not have a significant impact on more adverse
events, in this case acute mastoiditis, which is a more complicated diagnosis.
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personal physician contact that enables an ongoing patient-physician relation-
ship. This leads to the possibility of random assignment between the child and
the physician.

I document significant differences between the groups of children who con-
sume and do not consume antibiotics. I take these differences into account by us-
ing an instrumental variables approach and use idiosyncratic variation in physi-
cians’ antibiotic prescription propensities, within PCCs, as an instrument for the
probability of being prescribed antibiotics at an index visit to the PCC.

I also document large differences in physicians’ prescription propensities in
the primary care sector, using a detailed data set from the third-largest region in
Sweden, Scania. I show that the physicians are conditionally randomly assigned
to patients, which allows for a causal interpretation. The instrument is a strong
predictor of obtaining antibiotics or not. The first-stage estimates show that meet-
ing with a physician who is 10 percentage points more prescription prone signif-
icantly increases the probability of antibiotics by 5.7 percentage points.

With regard to health care utilization, I estimate a precise increase in the prob-
ability of having at least one additional visit within 30 and 90 days, to both in-
and out-of-hours PCCs, and a small, marginally significant increase on visits to
emergency units or hospitalizations. Being assigned to a physician who is 10
percentage points more prescription prone increases the probability of a revisit
within 30 days by 0.663 percentage points. An alternative interpretation of the
reduced form is that going from the least prescribing leads to an increase in hav-
ing a revisit within 30 days and 90 days of 3.0 percentage points (14.5% of the
mean) and 4.8 percentage points (13.5% of the mean), respectively.

To test the plausibility that high-prescribing physicians simply prescribe more
antibiotics, and have more revisits, because they meet with sicker children, I re-
strict the sample to children with the same diagnosis, respiratory tract infection.
The immediate positive effect on the very short time window of 10 days goes
away when restricting the sample to children, which indicates that the effect
might have been due to differences in case mix with respect to symptoms and
severity of illness. However, the remaining positive effects on 30 and 90 days
are remarkably similar between the unrestricted and restricted samples; the main
difference is a significant reduction in the probability of very short-term visits to
emergency units in the restricted sample. An analysis of treatment heterogene-
ity by distance to the primary care center reveals that the effect differs very little
along the distance dimension, probably because geographic distance to a PCC is
a low barrier, since 80% (of the full population) have less than a five-minute drive
to the second-closest PCC (Glenngård, 2015).
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Also in the medium term, I show that physicians’ antibiotic prescribing prac-
tices have a significant positive effect on the total number of both in- and out-of-
hours PCC visits, post the initial index visit. Being prescribed antibiotics at the
index visit increases the total number of visits by almost 0.56, which is large rel-
ative to the mean of 1.5 PCC visits half a year after the index visit. The evidence
in this paper strongly shows that the physicians’ prescribing practice increases
interactions with the primary sector of the health care system. I provide evidence
that this is not a supply-side effect, as it is not the physicians who reschedule
meetings with patients for whom they prescribed antibiotics.28 Rather, it seems
to be driven by an increased demand for care, but I cannot distinguish whether
this is because antibiotics increase infection susceptibility or because patients de-
velop a preference for physicians.

Overall, my results show that being prescribed antibiotics causes an increase
in health care utilization in both the short and medium term. The short-term in-
crease in visits should be taken into account by policy-makers, as the decision
whether to prescribe antibiotics affects the work burden in an already capacity-
constrained sector. Future research should ideally have a longer follow-up pe-
riod and use more detailed health data (for example, health records or sick leave
in school) to assess the causal long-term health implications of consuming antibi-
otics.

28I show in Table 1.5 that the probability of having the subsequent visit with the same doctor as
the index visit is actually negatively affected by physicians’ prescribing behavior.
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Appendices 1

Figures

Figure A1: Coefficient plot on the instrument, randomization test

Note: The outcome is
the residualized physician propensity to prescribe and the figure displays the coefficient of each control variable.

Confidence intervals are at the 95% significance level two-way clustered at PCC and individual level
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Figure A2: Coefficient plot on antibiotics

Note: The outcome is the probability of obtaining antibiotics at an index visit and the figure displays the coefficient
of each control variable. Confidence intervals are at the 95% significance level two-way clustered at PCC and

individual level
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Figure A3: Health care utilization by distance (km) quartile

((a)) Any revisit ≤ 10 days ((b)) Any revisit ≤ 30 days

((c)) Any revisit ≤ 90 days
Notes: The figure shows the reduced-form coefficient per quartile. The upper and lower bounds are calculated at
the 90% level of significance. The quartiles are based on the distribution of distance to the closest PCC.
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Figure A4: Health care utilization by distance (km) quartile in ≤ 10 days

((a)) In-hours PCC ((b)) Out-of-hours PCC

((c)) Emergency ((d)) Hospitalization

Notes: The figure shows the reduced-form coefficient per quartile. The upper and lower bounds are calcu-
lated at the 90% level of significance. The quartiles are based on the distribution of distance to the closest
PCC.
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Figure A5: Health care utilization by distance (km) quartile in ≤ 30 days

((a)) In-hours PCC ((b)) Out-of-hours PCC

((c)) Emergency ((d)) Hospitalization

Notes: The figure shows the reduced-form coefficient per quartile. The upper and lower bounds are calcu-
lated at the 90% level of significance. The quartiles are based on the distribution of distance to the closest
PCC.
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Figure A6: Health care utilization by distance (km) quartile in ≤ 90 days

((a)) In-hours PCC ((b)) Out-of-hours PCC

((c)) Emergency ((d)) Hospitalization

Notes: The figure shows the reduced-form coefficient per quartile. The upper and lower bounds are calcu-
lated at the 90% level of significance. The quartiles are based on the distribution of distance to the closest
PCC.
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Figure A7: Short-term effects by type of antibiotic drug, PCC

((a)) Any revisit ≤ 10 days ((b)) Any revisit ≤ 30 days

((c)) Any revisit ≤ 90 days
Notes: The figure shows the IV estimate where the drugs are classified into two groups and instrumented with
physicians’ prescription propensity. The upper and lower bounds are calculated at the 95% level of significance.
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Figure A8: Short-term effects by type of antibiotic drug, emergency and hospital-
izations

((a)) Any revisit ≤ 90 days
Notes: The figure shows the reduced-form coefficient per quartile. The upper and lower bounds are calculated at
the 90% level of significance. The quartiles are based on the distribution of distance to the closest PCC.
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Tables

Table A1: Short-term outcomes, restricted sample

Panel I: First Stage

(1) (2) (3)
Physician Propensity 0.6028*** 0.6039*** 0.6042***

(0.0228) (0.0227) (0.0227)
mean of dep. var. .348 .348 .348
F-stat 68.7 58.7 53.2
Obs 28157 28157 28157
Child Background � � �
Parents background � �
Child health at birth �

Panel II.A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

OLS: Antibiotics, no X -0.0000 0.0061 -0.0015 -0.0004 -0.0043***
(0.0044) (0.0039) (0.0015) (0.0006) (0.0009)

OLS: Antibiotics 0.0037 0.0084** -0.0015 -0.0002 -0.0031***
(0.0045) (0.0040) (0.0016) (0.0006) (0.0008)

RF: Physician Propensity -0.0059 0.0070 -0.0010 -0.0049** -0.0070**
(0.0122) (0.0103) (0.0046) (0.0025) (0.0030)

IV: Any Antibiotics -0.0097 0.0116 -0.0017 -0.0081* -0.0115**
(0.0201) (0.0170) (0.0075) (0.0041) (0.0050)

mean of dep. var. .122 .0986 .0145 .00311 .00562

Panel II.B: Type of revisit≤ 30 days

OLS: Antibiotics, no X 0.0320*** 0.0308*** 0.0068*** -0.0008 -0.0048***
(0.0058) (0.0055) (0.0022) (0.0011) (0.0010)

OLS: Antibiotics 0.0414*** 0.0377*** 0.0073*** -0.0001 -0.0035***
(0.0059) (0.0055) (0.0022) (0.0010) (0.0010)

RF: Prescription Propensity 0.0514*** 0.0463*** 0.0151** -0.0045 -0.0056
(0.0162) (0.0151) (0.0068) (0.0031) (0.0038)

IV: Any Antibiotics 0.0850*** 0.0767*** 0.0250** -0.0074 -0.0093
(0.0265) (0.0247) (0.0113) (0.0052) (0.0062)

mean of dep. var. .212 .171 .0269 .007 .00721

Panel II.C: Type of revisit≤ 90 days

OLS: Antibiotics, no X 0.0381*** 0.0362*** 0.0101*** -0.0029* -0.0053***
(0.0062) (0.0062) (0.0032) (0.0016) (0.0013)

OLS: Antibiotics 0.0560*** 0.0503*** 0.0109*** -0.0018 -0.0033***
(0.0064) (0.0064) (0.0033) (0.0016) (0.0012)

RF: Prescription Propensity 0.0668*** 0.0559*** 0.0190** -0.0010 -0.0071
(0.0182) (0.0174) (0.0096) (0.0045) (0.0045)

IV: Any Antibiotics 0.1106*** 0.0926*** 0.0315** -0.0017 -0.0118
(0.0301) (0.0288) (0.0158) (0.0075) (0.0074)

mean of dep. var. .366 .292 .0485 .0144 .0114
Observations 28158 28158 28158 28158 28158

Notes: The tables shows the short-term effects for the restricted RTI-sample. The con-
trol variables are measured the year prior to childbirth. Standard errors are two-way
clustered at the individual and PCC levels. * p < 0.05, ** p < 0.01, *** p < 0.001.
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Table A2: Medium-term outcomes, placebo sample

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

Physician Propensity 0.0332 -0.0206 0.0147 -0.0150 0.0456*
(0.1697) (0.1363) (0.0208) (0.0172) (0.0240)

Observations 21328 21328 21328 21328 21328
mean of dep. var. 1.39 .964 .0637 .0225 .0442

Notes: The outcomes is the total number of revisits within 6 months for a restricted subsam-
ple of index visits, namely those with diagnoses for which antibiotics is prescribed in less
than 5%. Control variables are included. The control variables are measured the year prior to
childbirth.Standard errors are two-way clustered at the individual and PCC levels. * p < 0.05,
** p < 0.01, *** p < 0.001.
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Table A3: Alternative definition of physicians’ prescription propensity

Panel I: First Stage

(1) (2) (3)
Physician Propensity 0.2628*** 0.2626*** 0.2628*** 0.2630***

(0.0177) (0.0177) (0.0177) (0.0177)
mean of dep. var. .194 .194 .194 .194
F-stat 98.9 81.1 64.7 57.5
Child Background � � �
Parents background � �
Child health at birth �

Panel II.A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

RF: Physician Propensity (PP) 0.0224 0.0047 0.0084* 0.0078 0.0015
(0.0161) (0.0136) (0.0046) (0.0047) (0.0030)

RF: PPindex 0.0176* 0.0106 0.0041 0.0005 0.0025
(0.0102) (0.0089) (0.0030) (0.0026) (0.0021)

IV: Antibiotics 0.0396 0.0083 0.0149* 0.0137* 0.0027
(0.0281) (0.0240) (0.0081) (0.0082) (0.0052)

IV: (AB = PPindex) 0.0670* 0.0403 0.0157 0.0017 0.0093
(0.0382) (0.0335) (0.0116) (0.0099) (0.0080)

mean of dep. var. .123 .0981 .0108 .00786 .00582

Panel II.B: Type of revisit≤ 30 days

RF: Physician Propensity (PP) 0.0663*** 0.0355* 0.0203*** 0.0093* 0.0011
(0.0204) (0.0181) (0.0056) (0.0055) (0.0037)

RF: PPindex 0.0275** 0.0155 0.0082** 0.0009 0.0030
(0.0135) (0.0118) (0.0039) (0.0032) (0.0026)

IV: Antibiotics 0.1175*** 0.0629** 0.0360*** 0.0165* 0.0020
(0.0350) (0.0316) (0.0101) (0.0095) (0.0064)

IV: (AB = PPindex) 0.1046** 0.0588 0.0310** 0.0035 0.0112
(0.0508) (0.0444) (0.0152) (0.0120) (0.0097)

mean of dep. var. .21 .171 .0197 .0116 .00805

Panel II.C: Type of revisit≤ 90 days

RF: Physician Propensity (PP) 0.1038*** 0.0691*** 0.0289*** 0.0103 -0.0046
(0.0256) (0.0233) (0.0089) (0.0065) (0.0046)

RF: PPindex 0.0369** 0.0232 0.0159*** -0.0008 -0.0015
(0.0155) (0.0150) (0.0054) (0.0035) (0.0031)

IV: Antibiotics 0.1837*** 0.1224*** 0.0512*** 0.0182 -0.0081
(0.0447) (0.0409) (0.0159) (0.0113) (0.0082)

IV: (AB = PPindex) 0.1403** 0.0883 0.0606*** -0.0029 -0.0057
(0.0580) (0.0562) (0.0211) (0.0132) (0.0118)

mean of dep. var. .354 .285 .0375 .0194 .0124
Observations 72745 72745 72745 72745 72745

Notes: The instrument is constructed using only index visits. The baseline controls are
always included and described in Table 1.1. The control variables are measured the year
prior to childbirth. Standard errors are two-way clustered at the individual and PCC
levels. * p < 0.05, ** p < 0.01, *** p < 0.001.
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Table A4: Controlling for diagnosis chapters at baseline

Panel I: First Stage

(1) (2) (3) (4)
Physician Propensity 0.5647*** 0.3747*** 0.3753*** 0.3757***

(0.0227) (0.0175) (0.0176) (0.0176)
mean of dep. var. .194 .194 .194 .194
F-stat 55.8 37.3 29.6 30
Obs 72745 72745 72745 72745
Instrument Standard Diagnoses FE Diagnoses FE Diagnoses FE
Child Background � � � �
Parents background � � �
Child health at birth � �

Panel II.A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

RF: Physician Propensity 0.0190 0.0026 0.0067 0.0078 0.0019
(0.0153) (0.0130) (0.0046) (0.0048) (0.0030)

IV: Any Antibiotics 0.0524 0.0042 0.0195 0.0227* 0.0060
(0.0437) (0.0372) (0.0128) (0.0130) (0.0082)

mean of dep. var. .123 .0981 .0108 .00786 .00582

Panel II.B: Type of revisit≤ 30 days

RF: Prescription Propensity 0.0607*** 0.0334* 0.0158*** 0.0092* 0.0022
(0.0197) (0.0177) (0.0056) (0.0056) (0.0036)

IV: Any Antibiotics 0.1694*** 0.0916* 0.0446*** 0.0271* 0.0062
(0.0544) (0.0494) (0.0160) (0.0151) (0.0100)

mean of dep. var. .21 .171 .0197 .0116 .00805

Panel II.C: Type of revisit≤ 90 days

RF: Prescription Propensity 0.0940*** 0.0642*** 0.0232*** 0.0103 -0.0037
(0.0248) (0.0228) (0.0089) (0.0067) (0.0046)

IV: Any Antibiotics 0.3176*** 0.2390*** 0.0544** 0.0246 -0.0005
(0.0767) (0.0717) (0.0221) (0.0175) (0.0134)

Observations 72745 72745 72745 72745 72745
mean of dep. var. .354 .285 .0375 .0194 .0124

Notes: The instrument is re-estimated using diagnosis chapters as fixed effects. Fixed effects
include PCC (160), age (6), visit month (12), year (8) and diagnoses (116). The instrument is
estimated using data from all visits to the same PCC in the same year, excluding the focal visit.
The estimation sample is using the 72,745 index visits, i.e., visits at least 6 months apart. Control
variables are always included and described in Table 1.1. The control variables are measured
the year prior to childbirth. Standard errors are two-way clustered at the individual and PCC
levels. * p < 0.05, ** p < 0.01, *** p < 0.001.
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Table A5: Using only visits from 2012 to 2017

Panel I: First Stage

(1) (2) (3) (4)
Physician Propensity 0.5619*** 0.5620*** 0.5625*** 0.5630***

(0.0238) (0.0239) (0.0240) (0.0239)
mean of dep. var. .199 .199 .199 .199
F-stat 78.2 65.7 49.9 44.8
Obs 69223 69223 69223 69223
Child Background � � �
Parents background � �
Child health at birth �

Panel II.A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

RF: Physician Propensity 0.0140 -0.0030 0.0076 0.0076* 0.0018
(0.0165) (0.0141) (0.0048) (0.0043) (0.0027)

IV: Any Antibiotics 0.0249 -0.0053 0.0135 0.0136* 0.0032
(0.0289) (0.0250) (0.0085) (0.0075) (0.0047)

mean of dep. var. .124 .0995 .0112 .00795 .00518

Panel II.B: Type of revisit≤ 30 days

RF: Prescription Propensity 0.0542*** 0.0227 0.0219*** 0.0078 0.0019
(0.0207) (0.0181) (0.0060) (0.0050) (0.0034)

IV: Any Antibiotics 0.0963*** 0.0403 0.0388*** 0.0138 0.0034
(0.0355) (0.0316) (0.0109) (0.0087) (0.0060)

mean of dep. var. .211 .172 .0202 .0117 .00707

Panel II.C: Type of revisit≤ 90 days

RF: Prescription Propensity 0.0952*** 0.0592** 0.0306*** 0.0086 -0.0032
(0.0261) (0.0238) (0.0097) (0.0063) (0.0044)

IV: Any Antibiotics 0.1692*** 0.1052** 0.0544*** 0.0153 -0.0056
(0.0455) (0.0417) (0.0174) (0.0112) (0.0078)

mean of dep. var. .355 .286 .0381 .0194 .0112
Observations 69225 69225 69225 69225 69225

Notes: The outcome are the short-term outcomes and the estimation sample only
uses visits from 2012-2017. Fixed effects include PCC (158), age (6), visit month(12)
and year (8). The instrument is estimated using data from all visits to the same PCC
in the same year, excluding the focal visit. The estimation sample is using 69 225 index
visits, i.e., visits at least 6 months apart. Control variables are always included and
described in Table 1.1. The control variables are measured the year prior to childbirth.
Standard errors are two-way clustered at the individual and PCC levels. * p < 0.05, **
p < 0.01, *** p < 0.001.
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Table A6: Using physician identifiers across PCCs

Panel I: First Stage

(1) (2) (3) (4)
Physician Propensity 0.6957*** 0.6960*** 0.6966*** 0.6969***

(0.0282) (0.0284) (0.0285) (0.0285)
mean of dep. var. .193 .193 .193 .193
F-stat 110 90.3 70.7 64.1
Obs 78819 78819 78819 78819
Child Background � � �
Parents background � �
Child health at birth �

Panel II.A: Type of revisit≤ 10 days

(1) (2) (3) (4) (5)
Any In hours Out hours Emergency Hospital

RF: Physician Propensity 0.0476** 0.0270 0.0115** 0.0066 0.0024
(0.0196) (0.0169) (0.0057) (0.0054) (0.0038)

IV: Any Antibiotics 0.0683** 0.0388 0.0166** 0.0095 0.0034
(0.0278) (0.0243) (0.0080) (0.0076) (0.0054)

mean of dep. var. .134 .11 .0107 .00778 .00575

Panel II.B: Type of revisit≤ 30 days

RF: Prescription Propensity 0.0987*** 0.0628*** 0.0217*** 0.0107 0.0035
(0.0263) (0.0234) (0.0069) (0.0066) (0.0047)

IV: Any Antibiotics 0.1416*** 0.0901*** 0.0311*** 0.0154* 0.0050
(0.0373) (0.0335) (0.0098) (0.0093) (0.0068)

mean of dep. var. .227 .188 .0194 .0115 .008
Panel II.C: Type of revisit≤ 90 days

RF: Prescription Propensity 0.1513*** 0.1109*** 0.0310*** 0.0109 -0.0014
(0.0329) (0.0308) (0.0101) (0.0078) (0.0060)

IV: Any Antibiotics 0.2172*** 0.1591*** 0.0444*** 0.0157 -0.0021
(0.0480) (0.0448) (0.0144) (0.0111) (0.0086)

mean of dep. var. .373 .304 .037 .0191 .0123
Observations 78819 78819 78819 78819 78819

Notes: The instrument is re-estimated using physician identifiers across the sample
(i.e. unconditional on PCC fixed effects). The difference in sample size is due to the
fact that there are more identifiers when using within PCC IDs, and I only keep the
first interaction with a new physician ID, as such this sample restriction reduces the
sample size less since there are fewer IDs. Fixed effects include PCC (158), age (6),
visit month (12) and year (8). The instrument is estimated using data from all visits
to the same PCC in the same year, excluding the focal visit. The estimation sample is
using the 78,819 index visits, i.e., visits at least 6 months apart. The baseline controls,
added in column 2, are described in Table 1.1. The control variables are measured the
year prior to childbirth. Standard errors are two-way clustered at the individual and
PCC levels. * p < 0.05, ** p < 0.01, *** p < 0.001.
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Appendix B

In the paper, the instrument is constructed as a physician-visit-specific measure,
defined as the ratio of the physicians’ total number of antibiotic prescriptions to
his or her total number of visits, excluding the focal visit. This instrument thus
varies both within and between physicians. The within variation comes from the
fact that the instrument is calculated as the leave-out mean—that is, it excludes
one visit. The between variation is the part of the variation in the instrument that
comes from changes in prescription tendencies between physicians within PCCs.

Propensityjk =
#ABk − 1(ABk = 1)

#visitsj − 1
(1..9)

To elaborate further on the appropriateness of this instrument, and the source
of variation used to estimate the causal impact of antibiotics on the outcomes
listed in the main text, I decompose the instrument into variation coming from
between and within. The decomposition exercise will be done for two different
definitions of the instrument, the first one being that used in the main analysis
and specified in equation 1.9. The second definition of the instrument will be
allowed to vary across years as well, modifying equation 1.9 with a yearly sub-
script:

Propensityjky =
#ABky − 1(ABky = 1)

#visitsjy − 1
(1..10)

The decomposition of the variance is shown in Table B1.

Table B1: Decomposition of instrument variance

Instrument: Residualized Propensityjk

Mean Std. dev. Min max Obs
Overall 0.00 .0892608 -.6418511 .876839 N = 396663
Between .1515799 -.3194716 .8663847 n = 6637
Within .0202082 -.5070165 .5070165 T-bar = 60

Instrument: Residualized Propensityjky

Mean Std. dev. Min max Obs
Overall 0.00 .1054369 -.7054439 .9738747 N = 396138
Between .1514936 -.3291142 .9036545 n = 6619
Within .0604319 -.5066533 1.036464 T-bar = 60

The instrument is residualized, so the mean is 0. The first row, overall, sim-
ply displays the mean and the standard deviation for the full sample, effectively
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ignoring the panel structure with respect to the physicians. Taking the panel
structure into account enables me to decompose the variance. The row with the
between variance shows the physician-level means (i.e., keeping the within vari-
ation constant). The number of unique physician IDs in the sample is 6637 for
the main instrument and 6619 for the year-varying. One physician has 60 vis-
its on average. The between standard deviation is is approximately 15 for both
instruments. In other words, taking the time dimension into account by letting
prescription pattern vary over time does not really affect the part of the variation
coming from between physicians. The within part of the variation is much lower
than the between, for both instruments. This exercise provides two insights: (i)
the largest part of the variation in the instrument comes from between physi-
cians rather than within, and (ii) allowing the instrument to vary each year (and
thereby absorbing trends in antibiotic prescribing) increases variance, but only
the within part. In other words, the variation in the propensity to prescribe an-
tibiotics across physicians is larger than that observed over time. Conceptually,
this implies that if you were to draw random physicians, the difference in pre-
scribing propensity is larger than the difference for the same physician in two
randomly selected visit days.
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Appendix C
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Table C2: ICD-10 diagnosis codes of relevant diagnoses for RTI

J00–J06 Acute upper respiratory infections
J10–J18 Influenza and pneumonia
J20 Acute bronchitis
J22 Unspecified acute lower respiratory infection
R05 Cough
R06 Dyspnoea
R50 Fever of other and unknown origin
B99 Other infectious disease
H65–H70 Otitis media and mastoiditis

Table C3: ICD-10 diagnosis codes of relevant diagnoses for asthma

J45 Asthma

Table C4: ICD-10 diagnosis codes of relevant diagnoses for eczema

L20 Atopic dermatitis
L30 Other and unspecified dermatitis
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Appendix D

As mentioned in section 1.2 of the paper, there are two relevant guideline changes
for prescribing of antibiotics. While changes in treatment guidelines to promote
prudent use of antibiotics are commonplace, I have identified these two as being
most relevant for the context of this paper. The reason is that they (i) treat illnesses
experienced by children and (ii) are treated in the primary care sector.

The first change is for treatment guidelines for a common child complication:
acute otitis media (AOM). To ensure more prudent use of antibiotics, the Swedish
Medical Products Agency (Läkemedelsverket) issued new treatment guidelines
for AOM in October 2010 that effectively changed the age of children for whom
antibiotics should be first-line treatment. Prior to the change in guidelines, an-
tibiotics were recommended to children 0–2 years old. Post-change, this group
was reduced to children 0–1 year old. Instead of antibiotics, "watchful waiting"
was recommended for children 1–2 years old with AOM.

The second change in guidelines is for the treatment of acute pharyngotonsil-
litis (hereafter tonsillitis). New guidelines were issues in September 2012; how-
ever, there were only subtle changes relative to the preceding guideline. Prior
to the change, antibiotic prescribing required two to four Centor Criteria to be
fulfilled, as well as a positive rapid antigen detection test (RADT) for group A
Streptococcus, which has long been considered the most important pathogen in
tonsillitis, especially within children (Pallon, 2022).29 If the test was negative, the
physician could still offer the patient antibiotics but in a more restrictive manner.
However, after the change, three criteria and a positive RADT test were required
for antibiotics. If the RADT was negative, the physician was clearly instructed
not to prescribe antibiotics (Erikson et al., 2014).

Prior research by Nord et al. (2013) clearly states that the adherence to treat-
ment guidelines is especially poor for these two conditions, using aggregate data
and patterns in antibiotic prescribing over time. However, it is very difficult to
directly evaluate the effect of these two guideline changes, since adequately eval-
uating adherence requires access to more data, such as test results (for tonsillitis)
and other symptoms that are not reflected by diagnosis codes directly (such as
fever, pain, and single- versus double-sided infection with regard to AOM). Nev-
ertheless, in Figure D1, I plot the average number of yearly antibiotic prescrip-
tions per age in months at the time of the physician visit.

29The Centor score gives 1 point each for fever, swollen lymph glands, tonsillar exudates, and
absence of a cough (Pallon, 2022).



74

Figure D1: Number of antibiotic prescriptions per month of age

((a)) 13-24 months ((b)) 0–24 months
Notes: Figure D1a shows the number of prescriptions for children ages 13–24 months at the time of the visit, as these
children should have experienced the change in guidelines. The solid line represents the year prior to the guideline
change (September 2009–September 2010) and the dashed line the year after (October 2010–October 2011). Figure
D1b also includes the same number for children ages 0–12 months at the time of the visit; these can be thought of as
a placebo group, since the recommendations in the guidelines were unchanged.

From Figure D1, it is clear that there was no dramatic change in antibiotic
prescribing following the guideline change. Moreover, while I cannot assess the
adherence to the tonsillitis guidelines due to a lack of data, I test the robustness of
my main result using only data from 2012 in Appendix Table A5. The results are
very similar to the main results presented in Table 1.4. Thus the AOM guideline
change is not driving the results.
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Chapter 2

THE IMPACT OF UPPER

SECONDARY SCHOOL

FLEXIBILITY ON SORTING AND

EDUCATIONAL OUTCOMES

Co-authored with Louise Jeppsson and published in Economics of Education
Review (2021)

Abstract

This paper estimates the causal impact of an upper secondary curriculum re-
form in Sweden that increased students’ course-taking flexibility in year 2000.
In the most popular upper secondary program, it led to a significant decrease in
mandatory mathematics requirements. Using administrative Swedish data, we
estimate the causal impact of the reform on tertiary education outcomes and ex-
pected earnings using a differences-in-discontinuity identification strategy. The
method compares students born immediately before and after the cutoff date.
The inclusion of students born in neighboring non-reform cutoff years enables
us to disentangle the school starting age effect from the unconfounded effect
of the reform. We find no negative effects of the reduced mathematics require-
ments. Rather, we find a positive effect of the reform on students’ probability of
enrolling in, and earning a degree from, tertiary education. Our heterogeneity
analysis suggests that relatively disadvantaged students were not negatively
affected by the reform.

Please cite as Berggren, A., Jeppsson, L. (2021). The impact of upper secondary school flexibility
on sorting and educational outcomes. Economics of Education Review, 81, 102080.
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2.1 Introduction

A well-educated labor force in science, technology, engineering, and math (STEM)
offers a competitive edge in the global economy. Skills in mathematics and sci-
ence have been shown to be positively associated with economic growth (Hanushek
and Kimko, 2000). Policy makers in industrialized countries have shown great in-
terest in improving the accumulation of such skills through curriculum reforms
and better preparation of young individuals for tertiary education.1 When deter-
mining the school curriculum, policy makers make choices regarding the overall
time devoted to different subjects and what subjects should be compulsory. These
choices reflect priorities and preferences concerning what knowledge and skills
should be required and, consequently, there is substantial heterogeneity in cur-
riculum priorities across countries (OECD, 2018).

Herein lies a potential trade-off for the policy maker. More advanced educa-
tion leads to a higher human capital stock, but enforcing a too strict curriculum
might also lead less able students to shy away from further investments in human
capital. Critics of a rigid curriculum argue that restricting students’ choices is un-
democratic since mandating a fixed curriculum for all students deprives them of
the opportunity to take courses they are interested in and comply with their per-
sonal aspirations (Noddings, 2011). On the other hand, under a flexible curricu-
lum, students with potentially high returns to more advanced courses may opt
out of those courses and hence reduce their tertiary education prospects. This
paper sheds light onto the aforementioned trade-off by examining whether stu-
dents’ academic and labor market outcomes are affected by a reform that intro-
duced a more flexible course system while simultaneously decreasing compul-
sory mathematics requirements which altered university eligibility.

There is quite little empirical evidence on the returns to different course choices.
This is quite surprising since every student need to make these decisions and it
has been subject to a vast amount of policy discussions(Altonji et al., 2012). When
students have the flexibility to choose courses in line with their own interest and
skills they may obtain higher grades. A higher GPA has been shown to have a
positive impact on students’ completion beliefs and aspirations to pursue post-
secondary education (DesJardins et al., 2019; Kunz and Staub, 2016).

Opponents of flexibility would argue that the content of the curriculum dic-
tates eligibility to academic subjects and programs. In US for example, a heavily
influential report by Gardner (1983) called for more courses in academic subjects,

1See for example Görlitz and Gravert (2018) investigating reform changes in Germany; Ning
(2014), Sosa (2016) and Goodman (2017) investigating reform changes in the U.S. and Joensen and
Nielsen (2016) investigating curriculum reform changes in Denmark.
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for example mathematics and science. Inspired by the report, there were many
reforms increasing the strictness in course choices and academic content. This lit-
erature is centred around the importance of specific courses or subjects included
in the course curriculum on subsequent outcomes, with a focus on mathematics
and science (Altonji, 1995; Levine and Zimmerman, 1995; Rose and Betts, 2004;
Joensen and Nielsen, 2016; Sosa, 2016; Goodman, 2017; Görlitz and Gravert, 2018;
Ning, 2014). They commonly refer to reforms introducing a stricter curriculum
and find that there are significant returns to advanced courses. Furthermore, as
established in the literature on tracking there is a risk that students have problems
in anticipating future educational performance (Brunello et al., 2007).

In this paper, we explore a reform that increased flexibility but did so at the
cost of decreasing mathematics requirements. The cost of stricter curriculum is
the loss of flexibility. A relevant question to ask is whether the positive impact
of more mathematics knowledge established in the above cited literature is out-
weighed by the general increase in flexibility? In this respect the literature is
scarce. The paper most closely related to ours is a working paper by Yu and Mo-
can (2018). They investigate the causal effect of increased upper secondary school
curriculum flexibility on student outcomes. The authors exploit a curriculum re-
form in China launched in 2004 that increased students’ freedom when selecting
courses. The authors find a positive impact on both students’ academic achieve-
ment at university level and their mental well-being. In contrast to Yu and Mocan
(2018), who measure outcomes for a representative sample of students while still
in tertiary education, we have access to data on the entire student population
in Sweden and are able to follow them up to the age of 27. We also focus our
analysis on the importance of less strict mathematics requirements. Our detailed
data allows for estimation of distributional effects. From the point of view of the
social planner, knowing where and how in the distribution students react to more
flexibility is vital information to ensure equity in educational opportunities. An-
other contribution is our evaluation of a school reform that has never before been
evaluated.

The reform was introduced in all Swedish upper secondary schools in year
2000 and the analysis first examines how it alters students’ course-taking behav-
ior. Second, we ask whether it has a causal impact on tertiary education out-
comes and annual expected earnings. Finally, we examine the distributional ef-
fects along the dimension of parents’ socio-economic status (SES). Leveraging
detailed Swedish administrative data, containing the entire population of upper
secondary school students, we estimate the causal effect in a regression discon-
tinuity (RD) framework. The identification strategy exploits the discontinuity
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given by student’s birth date since it decides whether he/she started upper sec-
ondary school after the new curriculum was introduced in autumn 2000. We
compare students born in a 3 months window around the cutoff date, i.e., Octo-
ber 1983-March 1984. The RD estimations cannot disentangle the school starting
age effect on outcomes from the true effect of the curriculum reform.2 To tease
out the unconfounded effect on outcomes we follow Carneiro et al. (2015) and
Bertrand et al. (2019) and employ a difference-in-discontinuity (RD-DD) design
where we augment the RD regression with students born in October–March in
neighboring non-reform cutoff years.3

The decrease in mathematics requirements was most prominent on the most
popular upper secondary school program in Sweden, the Social Science pro-
gram.4 In this program, 25 percent of the previously mandatory mathematics
coursework was moved to a list of elective courses (GyVux 1994/97:16; GY2000:16).
No such change occurred in any other Swedish upper secondary program. We
will focus the empirical analysis within this program as it directly altered the
pathways to university for the students due to the fact that the now voluntary
mathematics course was pivotal for eligibility to, for example, Business and Eco-
nomics.

The results show that, in line with the aim of the more flexible curriculum,
the reform significantly altered students’ course-taking behavior. We find a sig-
nificant and large drop in mathematics attainment across males and females, by
approximately 37 percent. The decrease was not offset by an increased enrollment
in elective STEM-related courses. Rather, we find that students tend to substitute
mathematics with non-STEM electives. However, the drop in mathematics does
not lead to a significant impact on the probability of completing tertiary educa-
tion in a field that requires the pivotal mathematics course. Splitting by gender
show a marginally significant increase in mathematics-field for women. Nor do
we find an effect on the speed at which students enter tertiary education after
graduating from upper secondary school. Taken together, these results suggest
that students’ educational prospects, on average, were not limited by the choice
to take less mathematics under the more flexible curriculum. On the contrary,
our results suggest that the reform increased students’ probability of enrolling
in tertiary education by 3 percent. Furthermore, the reform led to an increase in

2In Sweden, a student’s school starting year is based on his or her calendar year of birth. The
school starting age effect implies that students born in December differ from students born in January
regardless of whether the reform was in place or not since school-wise they are one year younger
than their January born peers. See for example Black et al. (2011) and Fredriksson and Öckert (2014)
regarding the importance of the school starting age effect.

3We include students born in 1982-1983, 1984-1985, 1985-1986, 1986-1987 and 1987-1988.
4For a more detailed explanation of the Swedish upper secondary program system, see Section

2.2.
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the probability of exiting tertiary studies with a degree. Splitting the sample by
gender shows that the overall effect was driven by a large and positive impact on
females, for whom we estimate a 5.6 percent increase in the probability of earn-
ing a tertiary degree. Our results are robust to both the choice of bandwidth and
other coinciding school reforms. As the students in our sample are too young to
allow us to study actual earnings, we estimate the impact on expected earnings
based on field of study and gender.5 We find a small positive effect of the reform
on females annual expected earnings. We propose a possible pathway to mediate
the positive impact on tertiary education enrollment: an increase in GPA which
increased due to the reform.

Treatment heterogeneity is analysed through the distributional impact of the
reform along the dimension of parents’ socio-economic status (SES). We find
no evidence that relatively disadvantaged students were negatively affected by
the reform. It rather seems that students in the lowest quartile benefited the
most from the more flexible curriculum. However, they did so at the cost of
the more advantaged students. This group had a decreased probability of at-
taining mathematics-related education combined with a lower speed to entering
university. Taken together, the results suggest that the latter group did substitute
a relatively difficult course for “fast and easy” education. The opposite is true for
the disadvantaged students.

A potential challenge to the identification strategy is posed by the introduc-
tion of a new upper secondary program in Sweden, the Technology program, at
the same time as the curriculum reform in autumn 2000. The new program could
potentially induce a different sample of students to enter the Social Science pro-
gram after the reform. We estimate the probability to enroll in the Social science
program by gender.6 The reform increased the probability of choosing the So-
cial Science program among women. Importantly for the validity of the design,
we show that pre-determined observable characteristics are balanced across the
cutoff.

The rest of the paper is structured as follows: Section 2.2 describes the details
of the school reform and the institutional framework of the educational system in
Sweden, Section 2.3 presents the identification strategy, Section 2.4 describes the
data, and Section 2.5 presents and discusses the main results and heterogeneity
analysis. Section 2.6 concludes the paper.

5Students are 27 years old in the most recent data and the differential life cycle trajectories in
earnings based on study choice are not yet materialized (Bhuller et al., 2017). Field of study is coded
in detail and contains 116 education categories.

690 percent of the students at the Technology program when first introduced were male, see Table
A2
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2.2 Institutional Background

Attending upper secondary school is not required by Swedish law. Neverthe-
less, after completing nine years of compulsory education in Sweden, most stu-
dents choose to continue their education in the Swedish upper secondary school
system. In 1999 and 2000, approximately 98 percent of all compulsory school
graduates entered upper secondary school in the same year (Skolverket, 2000;
Skolverket, 2001).7 Without any grade retention or other discontinuities in prior
education, students are expected to enter upper secondary school in the autumn
semester of the year in which they turn 16 years old and then graduate after three
years. Students apply for enrollment in specific upper secondary programs, ei-
ther within preparatory or vocational tracks. Students are admitted based on
their grades from lower secondary school.8 In year 2000, the number of available
national upper secondary school programs increased from 16 to 17 as a Technol-
ogy program was officially introduced (Skolverket, 2000).

2.2.1 The Upper Secondary School Reform GY2000

From 1994 to 2011, the Swedish upper secondary school curriculum was regu-
lated by Lpf 94, although an important revision of the existing program struc-
ture and curricula was made as part of the GY2000 reform, implemented in year
2000. A main objective of the reform was to increase the share of elective course-
work and therefore also the students’ course choice flexibility, in particular in the
Natural Science and Social Science programs, the Swedish government thought
that the course plans for these two programs were too rigid (Skolverket, 1998;
Prop.1997/98:169).

The GY2000 reform increased upper secondary school students’ course choice,
to various degrees, on existing upper secondary school programs. The percent-
age of upper secondary school credits devoted to mandatory courses decreased
while credits devoted to choice based coursework increased mainly through the
introduction of a new package of elective courses from which students choose
a number of courses to fill a quota of credits (GY2000:19; GyVux 1994/97:17).9

While all Swedish upper secondary school programs were affected by the reform,

7Swedish compulsory education is divided into lower primary school (age 7-10), upper primary
school (age 10-13) and lower secondary school (age 13-16). The majority of references in this section
is available only in Swedish. The reference list for references in Swedish is found in Appendix B.

8The decision is made prior to lower secondary school graduation.
9There are specialization tracks within some of the vocational programs that experienced a small

decrease in elective coursework. Choice based coursework within the 15 vocational programs made
up 14.9-56.1 percent of total credits prior the reform and 22-52 percent after the reform.
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this paper focuses on students enrolled in the Social Science program for the main
analysis. The Social Science program is the most popular upper secondary pro-
gram in Sweden and prior to the reform, the government raised concerns about
the strict program curriculum. Before the reform social science students had a
quota of 190 course credits, corresponding to 8.8 percent of the total credits, to ob-
tain from individual course choices.10 After the reform the quota of credits to be
earned from choice based course work differed between program tracks, ranging
from 18-24 percent of total credits. With the exception of the course Mathematics
C, described below, each school was to decide what electives to offer.

The reason for focusing the analysis on students in the Social Science program
is that one implication of the reform was that a full-year course in intermediate
mathematics Mathematics C, was made elective as opposed to mandatory. That
is, the course was moved from the mandatory course list to the package of elec-
tive courses (GY2000:16; GyVux 1994/97:16). Swedish media published articles
informing about the increase in curriculum flexibility and the new Technology
program, yet no information about the changes regarding the Mathematics C
course seems to have been dispersed to the public.11 If students and parents
were poorly informed about this change the risk of student sorting based on
changes in mathematics requirements at the Social Science program is attenu-
ated. Prior to the reform, student were required to complete three mathematics
courses, Mathematics A, B and C, corresponding to approximately 9.3 percent of
the total amount of course credits.12 After the reform, students were required
to complete only the A- and B-level courses in mathematics, corresponding to
6 percent of the total amount of credits in the new curriculum. Although each
upper secondary school was free to decide what electives to offer, Mathematics
C was made an exception, so that after the reform all upper secondary schools
were required to include this course in the elective course package offered to stu-
dents in the Social Science program. The Swedish National Agency for Education
(Skolverket) deemed mathematics as particularly important for tertiary education

10The same figure applies to the Natural Science program. Within Social science students were
offered extra flexibility within two of the available specialization track; Business Administration and
Humanities, but no flexibility within the Social science track (GyVux 1994/95:14).

11Tidningarnas Telegrambyrå (1999), "FAKTA: NYA GYMNASIESKOLAN",Tidningarnas Tele-
grambyrå, September 15; Anna Lena Wallström (1999), "Fler valmöjligheter för gymnasieelever",
Borås Tidning, September 16, page 14; Inga-Lill Hagberg (1999), "GYMNASIEFÖRSLAG Teknik och
miljö nya val", Svenska Dagbladet, September 16, page 4; Tidningarnas Telegrambyrå (1999), "BRÅT-
TOM ATT VÄLJA TILL FÖRÄNDRAT GYMNASIUM", Tidningarnas Telegrambyrå, November 4;
Lena Hennel (1999), "Lärarkritik mot gymnasiereform", Svenska Dagbladet, November 5, page 5
;Anna Asker(1999), "Nytt teknikprogram ska avhjälpa teknikerbristen", Svenska Dagbladet, Decem-
ber 7, page 30.

12Approximately 5.1 percent for Mathematics A, 1.9 percent for Mathematics B and 2.3 percent for
Mathematics C (GyVux 1994/95:16).
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since courses in mathematics is a common entry requirement for many university
programs (Skolverket, 1998). For example, the intermediate mathematics course
Mathematics C is an entry requirement for popular undergraduate programs in
business and economics at Swedish universities as well as for other university
programs such as those for future architects and real estate agents (UHR, 2016;
SACO, 2018).

A second feature of the GY2000 reform was the introduction of a new higher
education preparatory program, the Technology program. Prior to the reform,
the Natural Science program offered a technical specialization track. The aim of
the new Technology program was to increase the supply of available programs
for students interested in the natural sciences and technology since the govern-
ment at the time deemed that the technical orientation within the current Natural
Science program was not sufficient to meet the demand from students interested
in technology (Prop.1997/98:169). While we are not explicitly interested in the in-
troduction of the Technology program, it may have induced a different sample of
students entering the Social Science program after the reform. In Section 2.3, we
discuss this challenge for identification more thoroughly and provide evidence
in Section 2.5.1 that the introduction of the Technology program should not be of
significant concern.

2.3 Empirical Strategy

This study estimates the causal average impact of an upper secondary school cur-
riculum reform in autumn 2000 on students’ course taking behavior, tertiary ed-
ucation outcomes and annual expected earnings. The identification explores the
discontinuity given by students’ birth dates as it dictates whether they started
upper secondary school when intermediate mathematics was mandatory or not.
We compare students born immediately to the right of the threshold, in January
1984 to students born precisely before, in December 1983. To capture the causal
impact of the flexible curriculum, αRD, in the limit, individuals born in Decem-
ber 1983 must be identical to children born in January 1984 such that the only
difference comes from curriculum regime.

Effectively, we estimate two regressions, one on each side of the threshold:

yi = δ + λRic + γ f (Bi − c) + β f (Bi − c)Ric + θXic + πWp
ic + ηm + vic. (2.1)

Where yi is the outcome for student i. Reform exposure, Ri, is and indicator vari-
able equal to 1 if individual i was born in or after January 1984, c, and hence
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entered upper secondary school in year 2000 when the reform was implemented.
Birth month and year, Bi, is normalized around the cutoff such that c = 0. αRD

is estimated as λ̂. Split time trends f (.) are included to allow for different slopes
before and after the reform. We include a vector of control variables similar to
those used in related work (Kirkeboen et al., 2016; Malamud and Pop-Eleches,
2010, 2011). Throughout the paper we show results both with and without con-
trols and they are robust to the inclusion of controls.13 ηm contains controls for
municipality fixed effects, the level at which compulsory and upper secondary
education is operated in Sweden. Equation 2.1 is estimated using a local poly-
nomial regression with a first-order polynomial as suggested by Gelman and Im-
bens (2018). We use a bandwidth of three months on each side and a triangular
kernel since it is shown to be boundary optimal (Cheng et al., 1997). In practice,
the choice of kernel should not significantly alter the results (Lee and Lemieux,
2010).

One concern is that birth month of students is correlated with, for example,
educational attainment. Previous research has shown substantial differences in
educational achievements depending on month of birth.14 To account for the ef-
fect of school starting age, we follow the identification strategy in Carneiro et al.
(2015) and Bertrand et al. (2019) and include cohorts born in neighboring non-
reform cutoff years, 1982-1983, 1984-1985, 1985-1986, 1986-1987 and 1987-1988, in
order to estimate a difference in regression discontinuity model, the RD-DD.15

By including the non-reform cutoff years we estimate discontinuities between
children born in October-December and January-March. Intuitively, the disconti-
nuity at the cutoff in January 1984 will be a combination of the true effect of the
reform and month of birth effects: αRD = τre f orm + τbi

. Under the assumption

13Adding controls improves precision and help us reduce any bias due to potential differences in
pre-determined characteristics of individuals to the left and right of the cutoff. We add a vector of con-
trols for pre-determined student characteristics Xic, including gender and an indicator variable equal
to 1 if the individual obtained a grade of pass with distinction or special distinction in mathematics in
lower secondary school. The lower secondary mathematics grade is included as a control for mathe-
matics ability since we hypothesize that this ability is an important determinant of a student’s choice
of upper secondary courses, in particular whether to substitute the Mathematics C course for another
course under the new flexible curriculum introduced as part of the reform. We include a vector of
parent characteristics Wp

ic, which contains information on whether at least one parent had a low level
of education (defined as not having completed three years of upper secondary school), the earnings
of the father averaged over age 14-16 of the child, and parents’ immigration status (equal to 1 if both
parents immigrated to Sweden)

14See for example Fredriksson and Öckert (2014) and Black et al. (2011) for good examples of the
importance of school starting age.

15Stricter entry requirements to upper secondary school programs was introduced in 1998 and
hence affecting cohorts born from 1982 onward. The cohort born 1982 was also the first cohort to
receive criterion referenced grades when in the 8th grade in elementary school as well as the first
cohort that did not receive a course grade in upper secondary school courses if a student’s absence
was high. Therefore, we are not able to include a wider window of non-reform cutoff years.
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that month of birth effects are stable across cutoff years and do not interact with
the true reform effect (Carneiro et al., 2015), we can estimate the average discon-
tinuities in outcomes for the five non-reform cutoff years: αRDnore f orm = τbi

. By
subtracting αRDnore f orm from αRD, we cancel out the month of birth effect and leave
only the true, unconfounded impact of the reform:

αRD−DD = αRD − αRDnore f orm = (τre f orm + τbi
)− (τbi

) = τre f orm

The reform effect is thus the difference between the discontinuity in outcomes
for students entering school after the reform and the discontinuity for students
entering in nearby non-reform years.

2.3.1 Validity of the RD-DD

We will consistently estimate the impact of reduced mathematics under the cru-
cial assumption that individuals are unable to precisely manipulate the running
variable. Use of age-based discontinuities, such as date of birth as the running
variable, is common (Lee and Lemieux, 2010), and due to the difference in time
between when individuals were born and when they entered upper secondary
school, we can be sure that the reform was unknown at the birth date.16

Note that we will investigate educational outcomes and annual expected earn-
ings of a restricted part of the full population, namely upper secondary social sci-
ence students. If the curriculum reform itself, in particular the introduction of the
Technology program, caused sorting of students into different upper secondary
programs, the comparison between the student samples enrolled in the Social Sci-
ence program before and after the reform is confounded by selection. As shown
in appendix, Table A2, 8 percent of the students born in 1984 enrolled in the new
Technology program. To investigate sorting, we estimate the effect of the reform
on the probability of enrolling in the Social Science program through estimation
of equation 1 for a pooled sample and by gender.17 The plausibility of the RD-DD
estimation assumes that unobserved characteristics are similar across the cutoff
for the treatment year as well as the control year. We perform a balancing test
to ensure that there is no selection on predetermined observables and show the
results in Table 2.4.

16We include a histogram of the frequency of birth in the relevant years, see Appendix Figure A5.
There is a strong seasonality in timing of birth but it is not systematically different across the relevant
years.

17Boys are more likely than girls to enter the new Technology program. According to Appendix
Table A2, the fraction of males in the Technology program was 90 percent in the first cohort after the
program was introduced.
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A well-known concern with RD-analysis employing a discrete running vari-
able is the fact that there is no continuity at the cutoff. Cattaneo et al. (2018)
recommends supplementing the analysis with estimations from a local random-
ization (henceforth LR) framework. The idea is that there exist a window around
the cutoff where assignment to treatment can be viewed as a local experiment.
When the data is discrete and the cutoff known to the researcher, the smallest
window is defined by the two observations closest to the cutoff. Though, as we
have discussed previously, comparing children in December and January will
yield significant differences irrespective of reform exposure due to the age effect.

Nevertheless, we can make use of the LR-framework to further elaborate on
the validity and plausibility of continuity assumption with few mass points.18

We show, in the appendix, Figures A1-A4 containing point estimates from sepa-
rate RD regressions using a 3 month bandwidth, a 6 month bandwidth and the
simple difference in means (the statistics of choice in the Local randomization
framework) for women and men respectively. The point estimates are shown for
both reform and all non-reform years separately. Regarding the discreteness, the
point estimates from the continuity based RD are similar to those adopting the
LR framework, simply comparing the difference between the mean of the control
(one mass point to the left) and mean of treated (one mass point to the right).
This is reassuring since the continuity based approach could mask selection or
sorting right at the cutoff but we rule this out due to the similarities between the
set of estimators. While the RD and LR estimates are comparable across the years,
they are not directly comparable to the main RD-DD results due to the school age
starting effect.19 The latter is the difference in discontinuity between the reform
cutoff and the cutoff for the pooled control years.

2.4 Data

We use Swedish registry data provided by Statistics Sweden. Statistics Sweden
links several administrative registers by personal identification numbers and we
obtain information about individuals’ birth month and year, educational attain-
ment, school grades and field of study in upper secondary school as well as in

18Note that the three mass points to the left and the right cutoff in our main specification contains
information from a large number of students, the efficient number of observations at every cutoff is
approximately 4500 to the left and 5800 to the right of the cutoff. The difference is due to the fact that
the cohort size is larger in January-March relative to October-December.

19As the LR simply compares the mean across the cutoff, we have tested the sensitivity of the RD-
estimates using a polynomial of degree 0 instead of 1 for a more similar comparison. We have done
the same check for the RD-DD estimates. Neither the RD, nor the RD-DD estimates are sensitive to
the choice of polynomial.
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tertiary education. Individuals are linked to their parents (biological or adoptive)
and information on the parents’ background characteristics. The data set con-
tains the entire population of individuals born in Sweden between January 1982-
December 1988 who have completed elementary school. We restrict our main
sample to contain first-time enrollees into the Social Science program in upper
secondary school.

2.4.1 Variables

The outcome variables of interest are several measures of tertiary education and
annual expected earnings, measured at 27 years as this is the oldest age at which
we can observe this information in the dataset. The tertiary education outcomes
comprise a set of indicator and discrete variables capturing educational attain-
ment on both the extensive and the intensive margin.

For impacts on the intensive margin, we construct an indicator variable, MaC-
field, which is equal to 1 if an individual has her or his highest attained education
in the field of business, economics, architecture or real estate management. Entry
to all of these university programs requires prior completion of Mathematics C in
upper secondary school.20 Inclusion of this outcome variable is motivated by its
direct dependence on students’ mathematics choices in upper secondary school.

High Returns Low Returns
Enroll (1) + (2) -
Not enroll (3) - (4) +

Table 2.1: Mathematics C choice

Given students’ potential returns to mathematics studies, one could roughly
define one group of students who should (high returns) enroll in the Mathemat-
ics C course and one group who should not (low returns). A strict, non-flexible,
course curriculum ensures that all students with potentially high returns enroll
in the course, but it also forces students with low returns to take the course even
if they would be better off studying something else; cells (1) and (2) in Table 2.1.
Introducing choice under a flexible curriculum may lead to the desirable outcome
that low-return students opt out, i.e., cell (4), while high-return students continue
to enroll, i.e., cell (1). If this is the case, we expect no impact of the reform on the

20Obviously, there are other university fields, for example in the natural sciences, that also require
Mathematics C or more. However, graduating from the upper secondary Social Science program does
not make individuals eligible for these fields independent of whether they chose to take Mathematics
C. Hence, the course choice is not pivotal for eligibility, in contrast to the fields of study included in
MaC-field.
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outcome variable MaC-field. However, introducing choice raises the concern that
students with low potential returns who ideally should not enroll in the course
continue to do so, i.e., cell (2). An even greater concern is that students with
potentially high returns may refrain from taking the course under the flexible
curriculum, i.e., cell (3), and forego the eligibility to enter mathematics-intensive
post-secondary academic fields they would have pursued absent the reform. Un-
der such circumstances we expect to find a negative impact on MaC-field.

We also include a discrete variable, Speed, measuring the speed to entry into
tertiary education. The variable ranges from 0 to 5. It is equal to 0 if an indi-
vidual started tertiary education in the same year as she or he graduated from
upper secondary school and 5 if she or he started tertiary education five years
after completing upper secondary school.21 We expect to find an impact here if
students regret their choices induced by the reform and therefore have to take
adult education classes to gain the desired eligibility for certain study fields in
tertiary education.

For general tertiary education outcomes, we have constructed the indicator
variable AnyTE, equal to 1 if the individual ever attended any tertiary education,
to capture the impact of the reform on the extensive margin. We further include
the indicator variable Degree, which is equal to 1 if an individual exited tertiary
education with an academic or vocational degree. This variable does not distin-
guish between the different durations of tertiary education programs needed to
earn a certain degree.

Given the time span of our data, the students are too young for us to study
actual earnings (Bhuller et al., 2017). Students born in 1988 are at most 27 years
old in the most recent data – an age at which the differential life cycle trajectories
in earnings based on study choice have not yet materialized. For the full sample
we estimate the impact of the reform on expected returns to education, through
imputing an outcome variable for an individual’s annual expected earnings in
middle age.22 Table 2.2 summarizes the mean and standard deviation of the main
variables for the sample of upper secondary social science students born in the
pre- and post-reform years 1983 and 1984, respectively. Before the reform, 64

21We cannot extend the time to more than five years due to data restrictions. However, approx-
imately 50 percent of graduating upper secondary students in Sweden enter university within five
years (Holmlund et al., 2007). Note that this is a lower bound since less than 100 percent of students
ever enter university.

22We take the average earnings for individuals aged 43–45 in 2015, stratified by gender and de-
tailed information on field of tertiary education. Our data includes 116 detailed tertiary education
fields. We impute this value to the individuals in the relevant sample as the annual expected mean
income, in Swedish kronor (SEK). We further stratify by level of education, in addition to field and
gender, to capture the quantity of tertiary education in a separate measure of annual expected earn-
ings.
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Before reform cohort 1983 After reform cohort 1984
Mean Std. dev Obs. Mean Std. dev Obs.

Tertiary Education Outcomes
Math C-field 0.16 0.37 20721 0.17 0.37 20704
Speed 2.57 1.27 12777 2.60 1.28 12898
Any tertiary education 0.63 0.48 22487 0.64 0.48 22277
Degree 0.31 0.46 22487 0.33 0.47 22277

Labor Market Outcome
Annual expected earnings (SEK) 308 330 106 056 22487 309 996 104 877 22277

Upper Secondary School
GPA 14.20 2.86 19594 14.38 3.10 19834
Mathematics C enrollment 0.64 0.48 22185 0.39 0.49 21973
Mathematics B enrollment 0.93 0.26 22185 0.93 0.26 21973
STEM enrollment 0.03 0.17 23278 0.03 0.18 23079
Non-STEM enrollment 0.08 0.28 23278 0.18 0.38 23079

Background Characteristics
High math ability 0.43 0.49 23278 0.43 0.50 23079
Male 0.37 0.48 23278 0.36 0.48 23079
Immigrant 0.12 0.32 21943 0.13 0.33 21693
LowEducationp 0.66 0.48 21759 0.64 0.48 21522
LogAvgWage f 10.99 3.80 22140 11.03 3.80 21927

Table 2.2: Summary statistics for the Social Science Program

percent of social science students took Mathematics C. After the reform, the share
shrunk to 39 percent. 63 percent of the students enrolled in any tertiary education
both before, relative to 64 percent after the reform. 31 percent of the students
who started upper secondary school before the reform went on to complete a
higher education degree while the corresponding number figure after the reform
is 33 percent. The mean of speed to enter tertiary education is approximately
2.6 years for both groups, which implies that the average student enters tertiary
education 2–3 years after graduating from upper secondary school. The fraction
of males in the sample is approximately 37 percent before and 36 percent after
the reform. The low fraction of males is due to the sample restriction to include
only students in the Social Science program, which traditionally has a high share
of female students. Background characteristics are similar in both groups.

2.5 Results

2.5.1 Sorting

As discussed in Section 2.2, the reform introduced a third higher education prepara-
tory program. To separate the effect of increased course flexibility from the effect
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of the introduction of the new program, we must find out whether the sample of
students in the Social Science program was similar in terms of background char-
acteristics before and after the reform. We estimate the impact of the reform on
the probability of enrolling in the Social Science program, using both the RD and
the RD-DD estimator. Recall that the difference between the two is that the RD-
DD is augmented with neighboring non-reform years to enable us to subtract a
possible month of birth effect from the reform effect. Note that the entire popula-
tion of potential upper secondary school students is included in this estimation,
i.e. all students graduating from 9th grade in high school. We also estimate the
regression separately by gender since the new Technology program is strongly
male dominated.23

The results in Table 2.3 reveal that the reform affected the probability of stu-
dents choosing the Social Science program, at least for females.24 The pairwise
difference across columns is the inclusion of control variables. In the RD-DD
specification, the results are robust with respect to inclusion of different controls.

The impact on the probability of choosing the Social Science program among
the entire population of female students is increased, as is evident in column
1 to 4. Regarding the male students, the comparison between RD and RD-DD
estimates reveals difference between the RD and RD-DD estimates.25 After the
reform, females were on average 2.5 percentage points more likely to choose the
Social Science program. In relative terms, the fraction of female students was 8
percent higher after the reform.

23As seen in the extended summary statistics in Appendix Table A2, 90 percent of the students in
the Technology program were males.

24Regression results of the impact of the introduction of the reform on other upper secondary
programs than Social Science are presented in Appendix Table A3.

25When comparing with the same estimation on the probability of attending Vocational and Natu-
ral Science programs, we find similar differences between the RD and RD-DD estimates, see Table A3.
We interpret this as evidence of fluctuating probabilities of choosing specific programs for all cutoff
years, not exclusively for the reform cutoff.
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Social Science RD RD RD-DD RD-DD
All

Reform 0.011*** 0.008*** 0.013*** 0.012***
Standard Error 0.001 0.001 0.002 0.002
Observations 42,288 42,288 268,835 268,835

R2 0.026 0.063 0.023 0.054
Pre-reform Mean 0.237 0.237 0.237 0.237

Females

Reform 0.041*** 0.032*** 0.027*** 0.025***
Standard Error 0.002 0.003 0.005 0.005
Observations 20,636 20,636 131,286 131,286

R2 0.028 0.052 0.034 0.046
Pre-reform Mean 0.307 0.307 0.307 0.307

Males

Reform -0.013*** -0.012*** -0.000 -0.000
Standard Error 0.003 0.003 0.006 0.005
Observations 21,652 21,652 137,549 137,549

R2 0.034 0.043 0.023 0.032
Pre-reform Mean 0.170 0.170 0.170 0.170
Controls � �

The table reports the impact of the reform on the probability of enrolling in the Social Science
program for the full universe graduates from 9th grade. The first two columns show the RD

regression results using a 3-month bandwidth on each side of the cutoff and a triangular kernel. The
discontinuity in outcomes is estimated with a local linear regression with separate trends on each

side of the cutoff. We present the RD-DD estimates where we augment the regression with students
born in October–March in the neighboring non-reform years 1982–1983, 1984–1985, 1985–1986,
1986–1987, and 1987–1988. The pairwise difference across columns is the inclusion of control

variables.

Table 2.3: Probability of enrolling in Social Science

The sorting in to the Social Science program may change the sample before
and after the reform. Therefore, it is crucial to address whether the sample se-
lection led to a compositional change among the students enrolled in the Social
Science program. For any RD design to be credible, i.e., to separate the treat-
ment effect from any effects of the change in composition, we need to investigate
the impact of the reform on pre-determined covariates. To put it differently, even
though students cannot manipulate the running variable they can sort themselves
into the program. As would manipulation of the running variable, sorting results
in predetermined covariates being unbalanced across the threshold. We test the
balance of predetermined covariates in Table 2.4. Note that the sample is different
in Table 2.3 versus Table 2.4. The latter contains the group of first time enrollees
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in Social Science students while the former contained all students that finished
elementary school.

HighMathi Malei Loweducp Foreginp LnEarnings f

(1) (2) (3) (4) (5)
All

RD 0.101*** -0.022* 0.002 0.009*** -0.056*
Standard Error 0.005 0.010 0.011 0.001 0.024
Observations 10,359 10,359 10,359 10,359 10,359

RD-DD -0.010 -0.022** -0.005 0.001 0.004
Standard Error 0.012 0.011 0.008 0.003 0.036
Observations 60,026 60,026 60,026 60,026 60,026
Pre-reform Mean 0.412 0.367 0.647 0.113 11.077

Females

RD 0.095*** 0.012 0.008** 0.104**
Standard Error 0.008 0.010 0.003 0.034
Observations 6,552 6,552 6,552 6,552

RD-DD -0.008 -0.009 0.004 0.033
Standard Error 0.010 0.012 0.006 0.070
Observations 37,779 37,779 37,779 37,779
Pre-reform Mean 0.437 0.669 0.110 11.06

Males

RD 0.117*** 0.006 0.014* -0.306
Standard Error 0.012 0.028 0.007 0.122
Observations 3,807 3,807 3,807 3,807

RD-DD -0.012 0.000 0.003 -0.004 -0.021
Standard Error 0.017 0.000 0.013 0.008 0.136
Observations 22,247 22,247 22,247 22,247 22,247
Pre-reform Mean 0.368 1.000 0.608 0.120 11.106
The table reports the impact of the reform on pre-determined characteristics. In the first panel we

present the RD regression results using a three months bandwidth on each side of the cut-off and a
triangular kernel. The discontinuity in outcomes is estimated with a local linear regression with
separate trends on each side of the cut-off. In the second panel we present the RD-DD estimates
where we augment the regression with students born in October to March in nearby non-reform

years 1982-1983, 1984-1985, 1985-1986, 1986-1987 and 1987-1988.

Table 2.4: Balancing test of pre-treatment characteristics Social Science

The results reveals a strong selection on the mathematics grade in lower sec-
ondary school.26 However, from Table 2.4 it is clear that in our preferred specifi-
cation, the RD-DD, we have no such selection suggesting that the RD was picking

26In Appendix Table A4, we present an additional balancing test of pre-determined characteristics
for the full population of upper secondary students where similar discontinuities in the RD-estimates
are found.
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up school starting age effects.27 We interpret this as evidence of school starting
age effects that will confound comparisons of children born in January to children
born in December. Henceforth we present only the RD-DD estimates in the main
analysis. All corresponding RD-estimates are available upon request.

Besides gender, the results in Table 2.4 suggest no evidence of a compositional
change since the covariates balance before and after the reform. The pairwise
comparison shows that the estimates are robust to adding control variables. The
probability of being male within the Social Science program is slightly lower after
the reform. In sum, besides the change in gender composition, we cannot reject
that there was no systematic selection to the Technology program, with respect
to the other observable characteristics. However, recent developments in the RD-
literature recommends additional robustness checks when basing the analysis on
the continuity assumption when the running variable is discrete (Cattaneo et al.,
2018). Figures A1 and A2 elaborates on the sensitivity to choice of bandwidth
and shows the sensitivity to the assumption of continuity. Overall, the point esti-
mates from three different estimations are similar and not significantly different
from each other which provides support for using the local linear approach. Im-
portantly for the validity and credibility of the RD design, there is no evidence of
a specific jump at the reform cutoff. The figure clearly shows the non-randomness
in mathematics grade across the cutoff but is it similar for the reform and control
years.

2.5.2 Course-taking Behavior

Did the increase in course selection flexibility significantly alter social science stu-
dents’ course-taking pattern? Table 2.5 presents the regression estimates from the
effect of the reform on the probability of taking different courses. The pairwise
difference across columns is the inclusion of control variables. Even though the
control variables increase R2, they make little difference to the point estimates.

27In particular with respect to controlling for final lower secondary grade in mathematics. For
example, McEwan and Shapiro (2008) show that test scores are significantly affected by school starting
age.
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MaC MaC MaB MaB STEM STEM non-STEM non-STEM

(1) (2) (3) (4) (5) (6) (7) (8)
All

RD-DD -0.237*** -0.234*** -0.001 -0.001 0.004 0.004 0.082*** 0.081***
S.E. 0.004 0.004 0.012 0.011 0.003 0.003 0.005 0.005
Observations 57,668 57,668 57,668 57,668 60,026 60,026 60,026 60,026

R2 0.095 0.201 0.022 0.056 0.044 0.047 0.093 0.100
Pre-reform ȳ 0.641 0.641 0.925 0.925 0.035 0.035 0.095 0.095

Females

RD-DD -0.227*** -0.226*** -0.002 -0.001 0.006* 0.006* 0.083*** 0.082***
S.E. 0.012 0.012 0.004 0.004 0.003 0.003 0.006 0.006
Observations 36,436 36,436 36,436 36,436 37,779 37,779 37,779 37,779

R2 0.089 0.198 0.025 0.060 0.044 0.046 0.105 0.111
Pre-reform ȳ 0.628 0.628 0.925 0.925 0.030 0.030 0.095 0.095

Males

RD-DD -0.250*** -0.245*** -0.002 -0.001 0.002 0.002 0.080*** 0.080***
S.E. 0.017 0.013 0.010 0.010 0.005 0.005 0.009 0.010
Observations 21,232 21,232 21,232 21,232 22,247 22,247 22,247 22,247

R2 0.120 0.220 0.032 0.061 0.066 0.071 0.093 0.097
Pre-reform ȳ 0.663 0.663 0.924 0.924 0.045 0.045 0.094 0.094

Controls � � � �
The table reports the impact of the reform on enrollment in selected courses: Mathematics C,

Mathematics B, STEM courses (i.e., courses in science, technology, engineering, and mathematics),
and non-STEM courses. We present the RD-DD estimates where we augment the regression with

students born in October–March in the neighboring non-reform years 1982–1983, 1984–1985,
1985–1986, 1986–1987, and 1987–1988. The discontinuity in outcomes is estimated with a local linear
regression with separate trends on each side of the cutoff, using a 3-month bandwidth on each side

of the cutoff and a triangular kernel. The pairwise difference across columns is the inclusion of
control variables.

Table 2.5: Course-taking behavior

As is evident from Table 2.5, the reform did have a significant impact on stu-
dents’ course-taking behavior. In particular, there was considerable substitution
of Mathematics C after the reform. That is, we find a highly statistically signif-
icant post-reform decrease in the fraction of students enrolled in this course.28

The estimates suggest a decrease by 23.4 percentage points after the reform, ap-
proximately equivalent to a 37 percent decrease given the pre-reform enrollment
rate of 64 percent. From a policy point of view, one may worry that the overall
decrease in mathematics attainment is driven by a relatively larger course sub-
stitution among female subjects after the reform. Researchers have started to
search for underlying explanations to observed gender differences in choices of
a more mathematics/science intensive curricula. The answer may be attributed

28Our register data contains a complete list of grades from each course in upper secondary school
and we define attainment as having a grade from Mathematics C. The actual grade does not matter,
so students who received a failing grade for the course are still defined as having attained the course.
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to a lower taste for competitiveness (Buser et al., 2014) and/or lower valuation of
own mathematics abilities among girls (Rapoport and Thibout, 2018). As previ-
ously mentioned the mathematics C course is pivotal for a number of study fields
in tertiary education with high earning prospects. Therefore, heterogeneous re-
sponses in course selection across gender after the reform could potentially in-
duce/exacerbate a gender gap in these mathematics related fields. However our
point estimate differs only marginally across genders: compared with the base-
line, females were 36 percent less likely to take Mathematics C after the reform;
the corresponding decrease for males was 37 percent. Adding controls for pre-
determined characteristics in column 4 barely affects the magnitude of the coeffi-
cient estimates.

To ensure that this drop is not driven by a general decline in mathematics
attainment, we also estimate the impact on the preceding math course, Math-
ematics B. We do not find any changes on the preceding mathematics course.
More course choice flexibility did not increase students’ probability of enrolling
in STEM related courses. Instead, under the flexible curriculum, students chose
to enroll in non-STEM elective such as arts and humanities and media. We esti-
mate a 8.1 percentage point increase in the probability of enrolling in non-STEM
electives after the reform.29 From Table 2.5, we conclude that the students experi-
enced a large decrease in mathematics attainment and, importantly, this was not
compensated by selecting other STEM-related courses.

2.5.3 Tertiary Education Outcomes and Expected Earnings

Next, we proceed to estimate the impact of the reform on tertiary educational out-
comes and annual expected earnings for students in the Social Science program.

29Note that STEM and non-STEM are a subset of electives offered at the majority of schools. Core
content is not included in any of these categories. see Table A1 for a lengthier discussion on what is
included in these two categories.

97

MaC-field MaC-field Speed Speed Any TE Any TE Degree Degree

(1) (2) (3) (4) (5) (6) (7) (8)
All

RD-DD 0.001 0.003 0.025 0.028 0.020 0.019* 0.014* 0.012**
Standard Error 0.004 0.004 0.028 0.028 0.013 0.011 0.007 0.006
Observations 53,555 53,555 34,038 34,038 58,126 58,126 58,126 58,126

R2 0.015 0.040 0.026 0.048 0.020 0.112 0.020 0.079
Pre-reform mean 0.162 0.162 2.591 2.591 0.626 0.626 0.306 0.306

Females

RD-DD 0.009 0.010* 0.055* 0.052 0.016** 0.017*** 0.019*** 0.020***
Standard Error 0.006 0.005 0.032 0.032 0.008 0.006 0.006 0.007
Observations 34,422 34,422 23,465 23,465 36,553 36,553 36,553 36,553

R2 0.016 0.034 0.032 0.048 0.023 0.091 0.026 0.059
Pre-reform mean 0.151 0.151 2.524 2.524 0.683 0.683 0.359 0.359

Males

RD-DD -0.013 -0.010 -0.042 -0.036 0.020 0.023 -0.001 0.001
Standard Error 0.009 0.009 0.055 0.057 0.025 0.023 0.013 0.012
Observations 19,133 19,133 10,573 10,573 21,573 21,573 21,573 21,573

R2 0.039 0.064 0.042 0.059 0.033 0.110 0.025 0.061
Pre-reform mean 0.181 0.181 2.747 2.747 0.527 0.527 0.214 0.214

Controls � � � �
The table reports the impact of the reform on tertiary education outcomes. We present the RD-DD

estimates where we augment the regression with students born in October–March in the
neighboring non-reform years 1982–1983, 1984–1985, 1985–1986, 1986–1987, and 1987–1988. The

discontinuity in outcomes is estimated with a local linear regression with separate trends on each
side of the cutoff, using a 3-month bandwidth on each side of the cutoff and a triangular kernel. The

pairwise difference across columns is the inclusion of control variables.

Table 2.6: Tertiary education outcomes

Table 2.6 presents the impact of the schooling reform on tertiary education
outcomes. The RD-DD approach enables us to disentangle the school starting age
effect on yi from the reform effect under the mild assumption that school start-
ing age effects are constant across the neighboring cutoff years (Carneiro et al.,
2015). This assumption cannot be explicitly tested but we complement the anal-
ysis with an RD regression identical to equation 2.1 for all of our control years.30

For women, the point estimates on tertiary education variables for pre- and post-
reform control years have similar magnitudes. For men the control cutoff prior to
the reform has a slightly higher point estimate for the probability of taking a field
requiring Mathematics C, relative to the control cutoffs after the reform. How-
ever, this leads to an underestimation of the magnitude of the RD-DD estimate.

We estimate no impact of the reform on the students’ probability of choosing
a field in tertiary education that requires Mathematics C for eligibility (columns

30The RD estimate per control year is plotted in Appendix Figures A3 and A4 for women and men
respectively.
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1 and 2) for the pooled sample. We find a marginal increase in this probability
for women, by 1 percentage points. The result indicates that students opting
out of Mathematics C under the flexible curriculum were students who would
not have continued their academic career in fields where the course is pivotal
under a strict curriculum where the course was mandatory. The positive impact
on females showed that some women even continued with higher education in
math-related fields which they would not have done prior to the reform. Nor do
we find a clear effect on the speed of entering higher education after graduating
from upper secondary school (columns 3 and 4). We hypothesized that we would
find an impact on these two variables if students opted out of mathematics under
the flexible curriculum and then regretted their choice when transferring to the
tertiary education cycle. However, the results do not support this hypothesis.

We find a positive and statistically significant effect of the reform on the prob-
ability of attending tertiary education (columns 5 and 6). The estimated size of the
effect is robust to the inclusion of controls. The control variables are included for
two reasons: first, to increase precision, and secondly, they allow us to assess the
possible presence of a sorting bias based on observable characteristics. Adding
the control variables increases the explained variation in outcomes, R2, but does
not significantly alter the magnitude of the point estimates. If females and males
responded differently to a more flexible curriculum and/or to the larger share of
female peers in the program after the reform, the estimates are expected to differ.
We estimate, on average, a 1.9 percentage point increase in the probability of en-
rolling in tertiary education, which is equivalent to a 3 percent increase given the
pre-reform mean of 63 percent. We lose precision when we split the sample by
gender. The estimated coefficient suggest a positive impact of the reform on the
probability to enroll in tertiary education for both women and men. However,
the effect is only precisely estimated in our female sample. Relative to the base-
line, the reform induced a 2.5 percent increase in the probability of enrolling in
tertiary education for females.

The reform also led to an increase in the probability of exiting tertiary educa-
tion with a degree (columns 7 and 8). Here, we can conclude that this increase is
entirely driven by women, and after the reform, females were 5.6 percent more
likely to exit the tertiary education cycle with a degree.

Taken together, the results regarding the effect of the reform on tertiary educa-
tion outcomes show a positive impact on students’ probability of entering tertiary
education. The increase in tertiary education enrollment translates into a higher
fraction of students earning a degree. Our results show that the impact is largely
driven by a positive impact on females who are significantly more likely to both
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enter tertiary education and exit tertiary education with a degree after the reform.
With respect to males, we have too low precision to make a conclusion about the
effect of the reform on their probability to enroll in tertiary education. However,
our results show no impact of the reform on their probability to earn a degree.
Hence, our results may signal that females benefit more than males from a flex-
ible curriculum and/or from being in an even more female-dominated group of
peers.

In Figures A3 and A4 we show that the results are robust to using estimates
with a large bandwidth of 6 months as well as taking the continuity-based as-
sumption into account by adopting the LR framework and show estimates from
difference in means comparisons. After the introduction of a new grading sys-
tem, first applied for the cohort born in 1982, there is a trend of teachers using
higher grades in lower secondary school in the first years after introducing the
new grading system.31 This results in a distributional shift both at the 82/83 and
83/84 cutoffs which can be seen in Figure A5. As a robustness check, we re-run
the results using only the pre-treatment cutoff 82/83 as a control cohort since they
experience a similar shift in distribution but are unexposed to the curriculum re-
form. The results are shown in Table A5 in the Appendix. The magnitude of
the estimated coefficients are in general slightly larger using the restricted con-
trol group but the main results remain unchanged. Out of all estimations, only
one estimate change from being insignificant using the pooled control years to
significant using the pre-treatment control year only.32 The results are also ro-
bust to excluding two municipalities from the analysis, due to a reform change in
admission rules to oversubscribed upper secondary schools in a handful of mu-
nicipalities.33 In Table A6 we exclude the affected municipalities, Stockholm and
Malmö. Since these are two large municipalities, the exclusion leads to lower pre-
cision. Overall, the results are qualitatively similar to the main results presented
in Table 2.6.

31See Holmlund et al. (2014) for a thorough analysis of the Swedish school reforms in 1990s. Major
reforms include 1991: Municipalities take over the main responsibility over schools "The municipali-
cation of Swedish schools"; 1992: Charter School reform 1992-1995: Swedish upper secondary school
get 16 national programs and one additional program for students who do not get into any of the
national programs because of bad grades; 1994: New curriculum (Lpf 94) and criterion referenced
grades in upper secondary school; Possibility to choose another school than the one closest to a stu-
dents home; 1995: New curriculum in elementary school (Lpo 94); 1996: Criterion references grades
in elementary school; 1998 Stricter entry requirements to enter upper secondary school.

32The probability of having higher education in a mathematics related field becomes significantly
lower for boys after the reform.

33Söderström and Uusitalo (2010) studies the impact of this reform in the municipality including
the capital of Sweden, Stockholm, and find that the new admission rule increased sorting in inner
city schools. Molin (2019) expands the analysis and finds that the admission reform changed the
socio-demographic composition of students only in two municipalities: Malmö and Stockholm.
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We proceed by estimating the impact of the reform on expected earnings in
middle age.34 These are presented in the Appendix. In the two first columns
of Table A7 annual expected earnings are based on gender and field of tertiary
education studies. We find a modest increase in expected earnings by field for
women by approximately 1.2 percent, significant at the 5 percent level.

2.5.4 Treatment Heterogeneity

Existing research finds a strong and robust association between an individu-
als’ educational outcomes and parents’ SES (Björklund and Salvanes, 2011). Ac-
cording to Björklund and Salvanes (2011), parents’ location in the SES distribu-
tion may affect a child’s educational outcomes through differences in parents’
choice of investments in child education and the quantity and quality of informa-
tion provided to the child about educational prospects. Educational policies and
school reforms have the capacity to reduce or reinforce the association between
family background and students’ educational outcomes and earnings. To inves-
tigate the distributional impact of the reform on students educational outcomes
along the dimension of SES, we construct an index based on a principal com-
ponent analysis.35 The results presented in Figure 2.1 suggest some treatment
heterogeneity on outcomes based on parents’ SES.

There are no clear patterns in the heterogeneity, the exception being a neg-
ative trend with regard to the probability of enrolling in a university program
with Mathematics C as an entry requirement. Somewhat surprisingly, our esti-
mates show a negative impact in the higher part of the SES distribution while
the impact is positive in the lower quartiles. The most advantaged students have
a reduced probability of attending aforementioned programs, combined with a
lower speed to tertiary education. This group seem to have opted out of math-
ematics C and substituted more difficult programs with fast, and easier ones.
Somewhat surprisingly, in the first quartile, the magnitude of the effect is size-
able. We estimate a 2.4 percentage point increase in the probability of choosing
a post-secondary academic field that requires Mathematics C, equivalent to an
increase of 19 percent given the low baseline of 12.4 percent.36 The lowest SES
quartile also drives the increase in the probability of pursuing any tertiary educa-
tion and the probability of earning a degree. We conclude that low SES students
did not fare worse after the reform. Instead, these students are found to benefit
the most from the flexibility induced by the reform. On the other hand, the drop

34Earnings are measured in 2015 values and the exchange rate per December 31, 2015.
35See Appendix Table A8 for details on the construction of the index.
36See Appendix, Table A9 for point estimates.
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Staub, 2016). Hence, students’ receiving a higher GPA after the reform may also
mediate some of the positive impact of the reform on the estimated probability
of earning a degree from tertiary education. Prior to the reform, more than a fifth
of all social science students failed the course, and we take this as evidence of the
course being particularly difficult for this group of students. A failing grade natu-
rally decreases a student’s grade point average (GPA) when applying for tertiary
education. Hence, after the reform, students had the option to replace Mathe-
matics C with a course from which they expected to receive a higher grade and
thus boost their overall GPA. In general, more overall flexibility in course selec-
tion may induce students to act strategically by taking relatively simpler courses
or choose courses based on innate ability and preferences. Either of these behav-
ioral responses can be expected to increase students’ overall GPA and make them
more competitive in the tertiary education application process.

GPA GPA GPA GPA
(1) (2) (3) (4)

All

RD-DD 0.348*** 0.343*** 0.378*** 0.390***
Standard Error 0.110 0.081 0.067 0.038

Observations 54,511 54,511 42,490 42,490
Pre-reform mean 14.134 14.134 14.296 14.296

Females

RD-DD 0.368*** 0.373*** 0.344*** 0.393***
Standard Error 0.103 0.085 0.109 0.096

Observations 34,843 34,843 27,711 27,711
Pre-reform mean 14.534 14.534 14.648 14.648

Males

RD-DD 0.270 0.308** 0.401** 0.416***
Standard Error 0.174 0.149 0.174 0.151

Observations 19,668 19,668 14,779 14,779
Pre-reform mean 13.371 13.371 13.584 13.584
Controls � �

The table reports the impact of the reform on students’ grade point average. We present the RD-DD
estimates where we augment the regression with students born in October–March in the

neighboring non-reform years 1982–1983, 1984–1985, 1985–1986, 1986–1987, and 1987–1988. The
discontinuity in outcomes is estimated with a local linear regression with separate trends on each

side of the cutoff, using a 3-month bandwidth on each side of the cutoff and a triangular kernel. The
pairwise difference across columns is the inclusion of control variables.

Table 2.7: Grade point average
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We estimate the impact of the reform on individual students’ final upper sec-
ondary school GPA. This is a continuous variable ranging from 0 to 20. During the
period of interest, Swedish upper secondary school students received the grade
fail, pass, pass with distinction or pass with special distinction. If students received a
passing grade in all courses, they obtain a final upper secondary GPA of 10. The
regression results presented in Table 2.7 confirm a post-reform increase in aver-
age GPA.37 From the RD-DD estimation, we find an approximate 0.34 increase in
average GPA. In terms of magnitude, this is approximately equivalent to replac-
ing a grade of pass in Mathematics C with a grade of pass with special distinction
in another course. The point estimate is similar for males and females but females
come from a slightly higher baseline, resulting in a marginally lower relative in-
crease in GPA. Column 3 and 4 are restricted to students that graduated from
the Social Science program (as opposed to first time enrollment). The results are
similar when focusing on students that did not change program.

2.6 Conclusion

A rigid and non-flexible curriculum regime provides a tool for policy makers
to ensure a desirable level of human capital accumulation and keep the level of
acquired knowledge fixed among students, especially within growth enhancing
STEM skills (Hanushek and Kimko, 2000). However, it also denies individuals
the freedom to take courses they are interested in and that are in line with their
personal aspirations. Ultimately, ignoring individual heterogeneity may even
cause less able students to shy away from further education.

Our paper contributes to understanding this curriculum trade-off by explor-
ing an upper secondary school reform in Sweden implemented in year 2000. A
main feature of the reform involved an increase in the share of elective course
work. However, it did so at the cost of reduced mandatory mathematics course
load in the most popular upper secondary school program, the Social Science
program.

Using detailed register data, we provide evidence that students’ course-taking
behavior changed after the reform. In particular, mathematics attainment ex-
perienced a sharp and robust decrease while enrollment in elective courses in
non-STEM fields increased dramatically. Our results show that female and male

37One concern is the possibility that GPAs trended upwards due to factors unrelated to the reform,
e.g., grade inflation. While we cannot assess such inflation concerns by looking at upper secondary
school GPAs, we plot the distribution of lower secondary GPAs in Figure A6 for the 1982–1988 cohorts.
Except for the changes in the distribution for early cohorts, discussed in Section 2.5.3, there is no clear
evidence of grade inflation and we conclude that the increase in upper secondary school GPA was
mainly driven by substitution of courses.
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students discard mathematics at a similar rate after the reform. Among neither
females nor males was the decrease in mathematics attainment compensated by
an increase in STEM-field related coursework.

We estimate a positive causal impact of the reform on students’ probability
of ever enrolling in tertiary education, an increase of 3 percent. The positive im-
pact on Social Science students’ enrollment in tertiary education translates into
an increase in the probability of students exiting tertiary education with a degree.
Estimating the effect by gender shows that the positive impact on the probabil-
ity of earning a degree was driven by a large and positive impact for females.
Interestingly, a marginally significant effect for women and no impact for men is
found on the probability of having the highest degree in a relatively mathematics-
intensive field. Nor does the reform affect the speed of students entering tertiary
education after graduating from upper secondary school, on average. However,
the average outcome masks the distributional effects of the reform. Our hetero-
geneity analysis reveals that relatively disadvantaged students (measured along
a socio-economic status index) were not negatively affected by the curriculum
reform. Rather, students in the lowest SES quartile seem to have benefited the
most from the more flexible curriculum and have a large increase of 19 percent
in the probability of entering a mathematics intensive program. On the other
hand, the most advantaged students had a reduced probability of attending the
same program as well as a lower speed to enter tertiary education. To the extent
that majors in Business and Economics give relatively higher earnings, this group
were harmed by the reform.

We provide evidence that the decreased required course load in mathematics
and the increase in GPA can explain part of the increase in transmission from
upper secondary school to tertiary education. The increase in GPA is in line with
results found in Yu and Mocan (2018), the paper most closely related to our work,
explicitly investigating curriculum flexibility. They, too, find a positive impact on
GPAs when students in China were given more course choice flexibility.

Our results are informative for policy makers speculating about the optimal
level of flexibility and mathematics content. Increasing flexibility had a positive
impact on academic outcomes. The decline in mathematics attainment lead rela-
tively more disadvantaged students in particular to choose more advanced pro-
grams than their peers. In particular, the most advantaged students were neg-
atively affected by the reform in terms of chosen programs in higher education.
As such, the reform possibly lead to a dismantling of the socio-demographic gra-
dient in educational attainment.
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Appendices 2

Figures

((a)) High math grade ((b)) At least one parent low education

((c)) At least one parent foreign ((d)) Log of fathers avg earnings
The figure shows the reform coefficient from the baseline RD estimate from separate local linear regressions using
a 3 and 6 month window around the cutoff and its corresponding confidence interval for students on the Social
science program. The reform from a simple difference-in-means is, equivalent to having a 1 month bandwidth and
a polynomial of degree 0. The year along the x-axis represent the birth cohorts. The upper and lower bounds are
calculated at the 95 percent level of significance.

Figure A1: Pre-determined covariates - Women
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((a)) High math grade ((b)) At least one parent low education

((c)) At least one parent foreign ((d)) Log of fathers avg earnings
The figure shows the reform coefficient from the baseline RD estimate from separate local linear regressions using
a 3 and 6 month window around the cutoff and its corresponding confidence interval for students on the Social
science program. The reform from a simple difference-in-means is, equivalent to having a 1 month bandwidth and
a polynomial of degree 0. The year along the x-axis represent the birth cohorts. The upper and lower bounds are
calculated at the 95 percent level of significance.

Figure A2: Pre-determined covariates - Men
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((a)) MaC-field ((b)) Speed to Tertiary Education

((c)) Any Tertiary Education ((d)) Degree
The figure shows the reform coefficient from the baseline RD estimate from separate local linear regressions using
a 3 and 6 month window around the cutoff and its corresponding confidence interval for students on the Social
science program. The reform from a simple difference-in-means is, equivalent to having a 1 month bandwidth and
a polynomial of degree 0. The year along the x-axis represent the birth cohorts. The upper and lower bounds are
calculated at the 95 percent level of significance.

Figure A3: Academic outcomes - Women
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((a)) MaC-field ((b)) Speed to Tertiary Education

((c)) Any Tertiary Education ((d)) Degree
The figure shows the reform coefficient from the baseline RD estimate from separate local linear regressions using
a 3 and 6 month window around the cutoff and its corresponding confidence interval for students on the Social
science program. The reform from a simple difference-in-means is, equivalent to having a 1 month bandwidth and
a polynomial of degree 0. The year along the x-axis represent the birth cohorts. The upper and lower bounds are
calculated at the 95 percent level of significance.

Figure A4: Academic outcomes - Men
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The histogram shows the frequency of observations among social science students born two years before and after
the reform. The sample is restricted to individuals born January 1982–December 1985. Zero (0) denotes the cutoff

date, born in January 1984, and include individuals who entered upper secondary school after the reform

Figure A5: Histogram, birthdate in months

The figure shows the distribution of student lower secondary school GPA for the entire population of students
born 1982–1988.

Figure A6: Density plot of lower secondary school GPA
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Tables

STEM Credits
Biology A 100
Biology B 50
Physics A 100
Chemistry A 100
Mathematics D 100
Environment 100

non-STEM Credits
Cultural history and contemporary art 50
Leadership 100
Media 100
Multimedia 100
Humanities 100
Text communication A 100

Table A1: STEM and non-STEM courses

Courses included in STEM and non-STEM categories are selected based on the
following premises. First, the courses are included on the Swedish National
Agency for Education’s list of suitable elective courses for the Social Science pro-
gram (GY2000:16). Second, the courses are not listed as mandatory in any of the
specialization tracks within the Social Science program. Third, the courses must
have existed both before and after the implementation of GY2000. The remaining
courses are coded as STEM if they are mandatory for students enrolled in any
of the specialization tracks within the Natural Science program. The rest of the
courses are coded as non-STEM. The included STEM courses basically cover all
possible STEM course electives that could be offered in the elective course pack-
age. However, the included non-STEM courses likely cover only a small fraction
of all possible non-STEM courses that upper secondary schools may offer their
students.
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Before reform cohort 1983 After reform cohort 1984
Mean Std. Error Obs. Mean Std. Error Obs. Diff. in means

Social Science
High math ability 0.43 0.49 23278 0.43 0.50 23079 0.0083
Lower secondary school grade 221.89 39.68 23278 225.20 42.39 23079 3.3081∗∗∗
Male 0.37 0.48 23278 0.36 0.48 23079 -0.0116∗∗
Immigrant 0.12 0.32 21943 0.13 0.33 21693 0.0114∗∗∗
LowEducationp 0.66 0.48 21759 0.64 0.48 21522 -0.0195∗∗∗
LogAvgWage f 10.99 3.80 22140 11.03 3.80 21927 0.0316

Natural Science
High math ability 0.81 0.39 18825 0.85 0.36 14789 0.0346∗∗∗
Lower secondary school grade 248.81 41.05 18818 256.62 41.42 14788 7.8047∗∗∗
Male 0.60 0.49 18825 0.55 0.50 14789 -0.0478∗∗∗
Immigrant 0.13 0.34 17879 0.15 0.35 13942 0.0167∗∗∗
LowEducationp 0.51 0.50 17781 0.48 0.50 13843 -0.0307∗∗∗
LogAvgWage f 11.16 3.73 18034 11.23 3.69 14091 0.0768

Technical Program
High math ability 0.54 0.50 6384
Lower secondary school grade 215.75 37.68 6384
Male 0.90 0.30 6384
Immigrant 0.10 0.30 6080
LowEducationp 0.67 0.47 6052
LogAvgWage f 11.22 3.52 6143

Vocational
High math ability 0.18 0.39 35588 0.18 0.39 36126 0.0015
Lower secondary school grade 183.24 40.95 35587 185.06 42.69 36125 1.8172∗∗∗
Male 0.53 0.50 35588 0.51 0.50 36126 -0.0234∗∗∗
Immigrant 0.09 0.29 33403 0.09 0.29 33861 -0.0007
LowEducationp 0.84 0.36 33127 0.84 0.37 33543 -0.0045
LogAvgWage f 10.49 4.09 33793 10.58 4.05 34280 0.0901∗∗

All Students
High math ability 0.41 0.49 77821 0.41 0.49 80378 -0.0015
Lower secondary school grade 210.68 48.82 77813 212.19 50.07 80376 1.5070∗∗∗
Male 0.50 0.50 77821 0.50 0.50 80378 0.0042
Immigrant 0.11 0.31 73324 0.11 0.32 75576 0.0034∗
LowEducationp 0.71 0.46 72759 0.70 0.46 74960 -0.0044
LogAvgWage f 10.80 3.93 74073 10.88 3.88 76441 0.0792∗∗∗
Social Science 0.30 0.46 77821 0.29 0.45 80378 -0.0120∗∗∗
Natural Science 0.24 0.43 77821 0.18 0.39 80378 -0.0579∗∗∗
Technical 0.08 0.27 80378
VOC 0.46 0.50 77821 0.45 0.50 80378 -0.0079∗∗

Table A2: Summary statistics of background characteristics
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Vocational RD RD RD-DD RD-DD
All

Reform -0.060*** -0.028*** -0.012*** -0.012***
Standard Error 0.002 0.002 0.004 0.004
Observations 42,288 42,288 268,835 268,835
Pre-reform Mean 0.394 0.394 0.394 0.394

Girls
Reform -0.052*** -0.018*** 0.005 0.005
Standard Error 0.002 0.002 0.006 0.005
Observations 20,636 20,636 131,286 131,286
Pre-reform Mean 0.385 0.385 0.385 0.385

Boys
Reform -0.067*** -0.037*** -0.028*** -0.028***
Standard Error 0.003 0.003 0.005 0.004
Observations 21,652 21,652 137,549 137,549
Pre-reform Mean 0.403 0.403 0.403 0.403

Natural Science/Technology
All

Reform 0.068*** 0.032*** 0.043*** 0.043***
Standard Error 0.002 0.003 0.005 0.004
Observations 42,288 42,288 268,835 268,835
Pre-reform Mean 0.188 0.188 0.188 0.188

Girls
Reform 0.027*** -0.003*** 0.010*** 0.010***
Standard Error 0.001 0.001 0.003 0.003
Observations 20,636 20,636 131,286 131,286
Pre-reform Mean 0.153 0.153 0.153 0.153

Boys
Reform 0.104*** 0.064*** 0.075*** 0.075***
Standard Error 0.006 0.006 0.008 0.006
Observations 21,652 21,652 137,549 137,549
Pre-reform Mean 0.222 0.222 0.222 0.222
Controls � �

The table reports the impact of the reform on the probability of enrolling in vocational programs and
the Natural Science/Technology programs in upper secondary school. The two first columns show

the RD regression results using a 3-month bandwidth on each side of the cutoff and a triangular
kernel. The discontinuity in outcomes is estimated with a local linear regression with separate trends
on each side of the cutoff. We present the RD-DD estimates where we augment the regression with

students born in October–March in the neighboring non-reform years 1982–1983, 1984–1985,
1985–1986, 1986–1987, and 1987–1988. The pairwise difference across columns is the inclusion of

control variables.

Table A3: Probability of enrolling in other programs
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HighMathi Malei Loweducp Foreginp LnEarnings f

(1) (2) (3) (4) (5)
All

RD 0.104*** 0.017*** 0.001 -0.001 0.042
Standard Error 0.002 0.003 0.003 0.001 0.059
Observations 35,368 35,368 35,368 35,368 35,368

RD-DD -0.003 0.017 -0.009*** 0.001 0.063
Standard Error 0.007 0.004 0.003 0.003 0.062
Observations 213,291 213,291 213,291 213,291 213,291
Pre-reform Mean 0.382 0.496 0.717 0.108 10.837

Females

RD 0.083*** -0.009** 0.005** 0.233**
Standard Error 0.003 0.003 0.001 0.068
Observations 17,641 17,641 17,641 17,641

RD-DD -0.014* -0.016*** 0.003 0.115
Standard Error 0.007 0.004 0.003 0.083
Observations 106,196 106,196 106,196 106,196
Pre-reform Mean 0.399 0.728 0.106 10.791

Males

RD 0.128*** 0.014** -0.007** -0.148**
Standard Error 0.002 0.005 0.002 0.049
Observations 17,727 17,727 17,727 17,727

RD-DD 0.008 -0.001 -0.000 0.011
Standard Error 0.010 0.004 0.005 0.070
Observations 107,095 107,095 107,095 107,095
Pre-reform Mean 0.366 0.705 0.110 10.884

The table reports the impact of the reform on pre-determined characteristics. In panel C we present
the RD regression results using a 3-month bandwidth on each side of the cutoff and a triangular

kernel. The discontinuity in outcomes is estimated with a local linear regression with separate trends
on each side of the cutoff. In panel D We present the RD-DD estimates where we augment the

regression with students born in October to March in the neighboring non-reform years 1982–1983,
1984–1985, 1985–1986, 1986–1987, and 1987–1988. The pairwise difference across columns is the

inclusion of control variables.

Table A4: Balancing test of pre-treatment characteristics: All students
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MaC-field MaC-field Speed Speed Any TE Any TE Degree Degree

(1) (2) (3) (4) (5) (6) (7) (8)
All

RD-DD -0.007 -0.006 0.014 0.014 0.025 0.021 0.022*** 0.019***
Standard Error 0.004 0.005 0.029 0.030 0.014 0.012 0.004 0.004
Observations 18,832 18,832 11,673 11,673 20,383 20,383 20,383 20,383
Pre-reform mean 0.162 0.162 2.591 2.591 0.626 0.626 0.306 0.306

Females

RD-DD 0.018** 0.019** 0.035 0.025 0.027** 0.027** 0.032** 0.032**
Standard Error 0.007 0.008 0.024 0.023 0.012 0.010 0.012 0.012
Observations 12,151 12,151 8,133 8,133 12,843 12,843 12,843 12,843
Pre-reform mean 0.151 0.151 2.524 2.524 0.683 0.683 0.359 0.359

Males

RD-DD -0.050*** -0.050*** -0.043 -0.036 0.014 0.016 0.002 0.002
Standard Error 0.007 0.006 0.086 0.087 0.024 0.024 0.014 0.012
Observations 6,681 6,681 3,540 3,540 7,540 7,540 7,540 7,540
Pre-reform mean 0.181 0.181 2.747 2.747 0.527 0.527 0.214 0.214

Controls � � � �
The table reports the impact of the reform on tertiary education outcomes. We present the RD-DD

estimates where we augment the regression with students born in October–March in the
neighboring pre-treatment non-reform year 1982–1983. The discontinuity in outcomes is estimated

with a local linear regression with separate trends on each side of the cutoff, using a 3-month
bandwidth on each side of the cutoff and a triangular kernel. The pairwise difference across columns

is the inclusion of control variables.

Table A5: Tertiary educational outcomes - using only pre-treatment cutoff
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MaC-field MaC-field Speed Speed Any TE Any TE Degree Degree

(1) (2) (3) (4) (5) (6) (7) (8)
All

RD-DD -0.002 0.004 0.028 0.031 0.024* 0.023** 0.013* 0.012*
Standard Error 0.006 0.006 0.029 0.031 0.014 0.011 0.007 0.006
Observations 47,441 47,441 29,967 29,967 51,515 51,515 51,515 51,515
Pre-reform mean 0.158 0.158 2.595 2.595 0.622 0.622 0.308 0.308

Females

RD-DD 0.005 0.006 0.047 0.044 0.017*** 0.019*** 0.017** 0.020**
Standard Error 0.008 0.008 0.034 0.034 0.006 0.005 0.008 0.009
Observations 30,604 30,604 20,777 20,777 32,502 32,502 32,502 32,502
Pre-reform mean 0.151 0.151 2.532 2.532 0.679 0.679 0.362 0.362

Males

RD-DD -0.004 -0.002 -0.017 -0.009 0.029 0.031 -0.000 0.000
Standard Error 0.010 0.009 0.056 0.057 0.033 0.030 0.015 0.013
Observations 3,298 3,298 1,711 1,711 3,706 3,706 3,706 3,706
Pre-reform mean 0.181 0.181 2.747 2.747 0.527 0.527 0.214 0.214

Controls � � � �
The table reports the impact of the reform on tertiary education outcomes. We present the RD-DD

estimates where we augment the regression with students born in October–March in the
pre-treatment non-reform year 1982–1983. The discontinuity in outcomes is estimated with a local

linear regression with separate trends on each side of the cutoff, using a 3-month bandwidth on each
side of the cutoff and a triangular kernel. The pairwise difference across columns is the inclusion of

control variables.

Table A6: Tertiary educational outcomes - excluding Stockholm and Malmö
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E[Earnings] f E[Earnings] f E[Earnings] f l E[Earnings] f l

(1) (2) (3) (4)
All

RD-DD 0.006 0.011 0.002 0.008
S.E. 0.007 0.007 0.006 0.005

N 58,126 58,126 58,080 58,080
Females

RD-DD 0.012* 0.012** 0.008 0.009*
S.E. 0.006 0.005 0.006 0.005

N 36,553 36,553 36,529 36,529
Males

RD-DD 0.007 0.009 0.004 0.006
S.E. 0.012 0.011 0.009 0.009

N 21,573 21,573 21,551 21,551
Controls � �

The table reports the impact of the reform on students’ annual expected earnings, by field and
field/level, and actual earnings at age 30. All earning variables are logarithmic. We present the

RD-DD estimates where we augment the regression with students born in October–March in the
neighboring non-reform years 1982–1983, 1984–1985, 1985–1986, 1986–1987, and 1987–1988. The

discontinuity in outcomes is estimated with a local linear regression with separate trends on each
side of the cutoff, using a 3-month bandwidth on each side of the cutoff and a triangular kernel. The

pairwise difference across columns is the inclusion of control variables.

Table A7: Earning Outcomes
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Principal Component Analysis

The SES index is constructed based on a principal component analysis (PCA). The
idea is that many socio-demographic characteristics are correlated. For example,
having a low educated mother is strongly associated with lower average income.
We can exploit the correlation structure to construct one variable, an index, com-
bining the correlated variables. PCA reduces the dimensionality by finding linear
combinations of the separate components that explain the most variability. We
use the first component since it explains the maximal variation in the original set
of predicting variables.

Variable PC1
LowEducation f 0.4440
LowEducationm 0.4837
Foreign 0.3344
LnAvgEarnings f -0.4702
LnAvgEarnings f -0.4858
Percent of variation explained 32%

Table A8: Results of the PCA analysis

The principal component has unit length such that:
PC1 = 0.44402 + 0.48372 + 0.33442 − 0.47022 − 0.48582 = 1.
Based on the principal component (PC1) we create a new variable (PCA) that
predicts the individual’s SES index according to a weighted linear combination
of the original set of predicting variables:
PCAi = 0.4440loweduc f + 0.4837loweducm + 0.3344 f oreign− 0.4702lnavgearn f −
0.4858lnavgearnm

Finally, we invert the index so that higher values of the index correspond to
higher SES and vice versa.
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RD-DD 1st Q(Lowest) 2nd Q 3rd Q 4th Q (Highest)

MaC-field 0.024** 0.003 -0.009 -0.043***
Standard Error 0.011 0.011 0.016 0.015
Observations 11,082 11,072 11,124 10,831

R2 0.030 0.031 0.031 0.032
Pre-reform mean 0.124 0.151 0.194 0.241

Speed to Uni 0.103 -0.095 -0.084 0.143***
Standard Error 0.070 0.095 0.064 0.033
Observations 6,365 6,861 7,708 8,880

R2 0.061 0.056 0.053 0.041
Pre-reform mean 2.481 2.655 2.650 2.460

Any TE 0.053*** 0.005 0.034 0.020
Standard Error 0.018 0.021 0.023 0.019
Observations 11,725 11,721 11,867 11,679

R2 0.036 0.039 0.028 0.028
Pre-reform mean 0.551 0.614 0.716 0.811

Degree 0.046** 0.005 0.043* -0.030
Standard Error 0.019 0.014 0.024 0.023
Observations 11,725 11,721 11,867 11,679

R2 0.039 0.044 0.036 0.034
Pre-reform mean 0.257 0.303 0.365 0.403

The table reports the impact of the reform on tertiary education outcomes by SES quartile. We
present the RD-DD estimates where we augment the regression with students born in

October–March in the neighboring non-reform years 1982–1983, 1984–1985, 1985–1986, 1986–1987,
and 1987–1988. The discontinuity in outcomes is estimated with a local linear regression with

separate trends on each side of the cutoff, using a 3-month bandwidth on each side of the cutoff and
a triangular kernel.

Table A9: PCA: Tertiary education outcomes by SES quartile
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Chapter 3

LOCAL MEDIA INFORMATION

AND CHOICE OF PRIMARY

HEALTH CARE PROVIDER

Co-authored with Jens Dietrichson and Gustav Kjellsson

Abstract

Patient choice in health care markets requires the patients to be well-informed
about quality and act on this information. How patients choose providers, and
how that is affected by various sources of information, remain open questions.
We study how information from local media coverage influences choices of pri-
mary care providers. We use a novel source of information, local newspaper
articles, as treatment in a staggered difference-in-difference framework to ex-
amine how media coverage affects the number of patients enrolled with a given
primary care provider. We compare outcomes between treated and untreated
providers before and after a negative or positive publication and perform an
event study and a static difference-in-differences estimations. The main analy-
sis does not detect any effect of either positive or negative coverage. The hetero-
geneity analysis reveals larger but still small and insignificant effects for articles
with stronger negative and positive coverage, and in rural compared to urban
areas. The small and insignificant effects provide important information for the
functioning of patient choice markets and are in line with earlier findings on
the topic, using a different source of information.
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3.1 Introduction

In the last decades, many governments have introduced choice in health care
markets where patients choose from a menu of providers. Patient choice may
improve the matching of patients to providers and strengthen providers’ incen-
tives to compete on quality compared to a situation with no choice (Besley and
Ghatak, 2003; Gaynor et al., 2016). However, to realise the potential improve-
ments, patients need to be sufficiently informed of provider quality and act on
this information when they choose providers. While market efficiency in general
is dependent on consumers rewarding high quality providers, it may be even
more important to have well-informed consumers in health care markets as prices
are fixed or non-existent. In regular markets, prices have a coordinating function,
which is missing in consumer choice markets (Hayek, 1944; Gode and Sunder,
1993).

The health economic literature points out that patients may have problems
with identifying high quality providers (Arrow, 1963; Cutler, 2011). While there
is a growing literature on how patients make choices in health care (e.g., Dahlgren
et al., 2021; Biørn and Godager, 2010; Iversen and Lurås, 2011; Santos et al., 2017;
Chandra et al., 2016; Brekke et al., 2014; Avdic et al., 2019; Varkevisser et al., 2012),
and how such choices are affected by initiatives to disseminate quality, through
postal mail, publications of report cards, rankings, and online ratings (e.g., Anell
et al., 2021; Chen and Lee, 2021; Bensnes and Huitfeldt, 2021; Luca and Vats, 2013;
Chartock, 2021), there is little knowledge on how other sources of information
affect these markets.

In this study, we focus on media coverage and its effect on choices in health
care markets. More specifically, we study how information from local news-
papers affects the demand for primary care providers in two Swedish regions
(Region Skåne and Region Västra Götaland). Media information differs from
other types of quality dissemination, since news articles generally reports spe-
cific (negative or positive) events and package the information as a story on a
given provider. Stories about, for example, mistreatment of patients or new ser-
vices may inform and, crucially, engage the local public more than report cards
and rankings do. Such engagement may increase the probability that patients act
on the information by switching from low-quality to high-quality providers.

Reports in media have been shown to affect health behaviour, such as vac-
cine uptake (e.g., Anderberg et al., 2011; Smith et al., 2008; Chang, 2018; Suppli
et al., 2018; Brilli et al., 2020) as well as mobility and adherence to recommen-
dations during the Covid pandemic (Zhuang et al., 2022; Kim et al., 2020). King

125

et al. (2017) further demonstrate that newspaper articles, also in small news me-
dia outlets, influence individuals’ views and initiate discussion in social media.
Examining newspaper articles may thus capture broader effects of other media
on providers’ reputations. There is therefore likely scope for media coverage to
affect choices of primary care providers.

It is of specific interest to study the effects of information in primary care mar-
kets. First, the choice of primary care provider is of potential importance for the
patient. There is considerable variation in primary care quality, both in Sweden
and in other contexts (Anell et al., 2021, 2022; Ginja et al., 2022; Chartock, 2021),
and the choice may have large effects on patient health outcomes, including on
mortality (e.g., Ginja et al., 2022).1

Second, previous studies indicate that increasing patient choice in markets
with regulated prices have not led to substantial improvements of primary care
quality (Dietrichson et al., 2020; Gravelle et al., 2019). A potential explanation
for this is that information friction may be substantial, and more significant than
in other health care sectors. Since primary health care is more multifaceted and
quality is more multidimensional than for secondary care, it may be more chal-
lenging to observe quality. Patients may also lack the guidance of a GP or a fam-
ily doctor, which may be present when choosing a hospital or a specialist.2 When
choosing a primary care provider, patients have to rely on other sources of in-
formation and may therefore, to a larger extent, have to search for information
online, look for public ratings, or rely on word of mouth among neighbors and
friends.3

However, newspapers and other media may potentially mitigate information
frictions. That is, if we find strong responses to newspaper articles, then patients
may be reasonably well informed and the lack of quality improvements should
instead be attributed to supply-side issues.4 Thus, examining the responses to

1Primary care is the part of the health care system most people interact with on a regular basis.
Primary care providers are often the patients first point of contact with the health care system and are
also guiding the patient to other parts of the system. For patients with chronic diseases, primary care
providers are responsible for disease management. The institutional details are described in more
detail in section 3.2.

2However, the finding that the effects of increasing patient choice on quality are often small or
mixed on hospital markets may be an indication that patients are often not sufficiently informed of
hospital choices (e.g., Cooper et al., 2011; Gaynor et al., 2013; ?; Moscelli et al., 2016, 2018; Skellern,
2017).

3Searching for information is costly, which may explain why few patients (across healthcare set-
tings and countries) actively search for and use comparative information before they make their
choice of provider (Victoor et al., 2012).

4Examples of such issues include the fact that acquiring new facilities comes with fixed costs,
which limits the incentives to expand beyond current capacity constraints (Vengberg et al., 2019);
that quality determinants like the human capital of individual physicians and nurses may not be
scalable (e.g., recruitment is a challenge according to a majority of primary care managers in Sweden;
Petterson and Jaktlund, 2013); that physicians are uninformed of the reasons behind patients’ choices
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newspaper articles may give us a better understanding of why improvements are
lacking, which is needed to design an adequate policy response.

To study how media coverage affects patients’ choices of provider, we esti-
mate the effect of newspaper articles on (the logarithm of) the provider list size
(i.e., number of registered patients) in an event study and difference-in-difference
setting. Treatment is based on the publishing date of articles mentioning primary
care providers - either in positive or negative terms - retrieved from a database
of all articles from the relevant (local) newspapers from 2013 to 2016. We use
individual-level enrollment data and geographical background data to compute
the list size in a given day for each of the primary care providers. Using these
data sources, we compare monthly changes in list size of providers mentioned in
negative or positive terms in newspaper articles with the development of non-
mentioned providers. By examining the effects at the level of the providers, we
capture both push and pull factors. Push factors occur when patients switch to
other providers at a higher (lower) rate than usual when their current provider
gets negative (positive) publicity. Pull factors occurr when negative (positive)
newspaper coverage on their current provider may make patients less (more)
likely to switch to the affected center.

Since there is variation in the timing of the publishing date of the news articles,
the treatment is staggered. To address the shortcomings of standard difference-
in-differences (DiD) and two-way fixed effects (TWFE) models in such a setting,
we use an estimation strategy inspired by Cengiz et al. (2019) and Deshpande
and Li (2019).5 This approach, referred to as stacked regression, generates one
dataset per treatment date of treated and control units and allows for both static
TWFE DiD and a dynamic event study estimation. The method is also easy to
combine with the approach of Bilinski and Hatfield (2018) to address violations
of the parallel trend assumption.

A first result of the study is namely that we find differentiated pre-treatment
trends for treated and control providers for both positive and negative articles.
Since this pattern indicates that at least some patients have and act on quality
information before the articles come out, it is interesting in relation to our research
question. However, although the trend differences are small, they are also prob-
lematic for identification. We address the problem by using the 12 months before
the publication date to estimate a differentiated pre-trend (separately for each
stack) and estimate how the treated group deviates from the extrapolated trend
after the publication date.

of providers (Vengberg et al., 2019); and that capitation-based payment systems create incentives to
limit service provision (Newhouse, 1996; Ellis, 1998; Anell et al., 2022).

5See for example Goodman-Bacon (2021a) for an overview of the issues.
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The main analysis is not able to detect any significant effect of either positive
or negative coverage. While the effect of positive articles is close to zero, the event
study (and the DiD) suggests that there is a trend break following the treatment.
However, like the trend itself, the effects are small and insignificant. We test
heterogeneity between different groups of articles by categorizing both positive
and negative articles into those more or less likely to affect patients’ enrollment.
We find a more pronounced effect among articles classified as strongly negative
or positive, but the estimates are still small and insignificant. When splitting
the data between providers located in different types of markets, namely in ur-
ban and rural towns, we record a stronger, yet insignificant effect among rural
providers both with regards to positive and negative news.

We contribute to the previous literature in two ways. First, the lack of sub-
stantial effects of media coverage on choice of provider is in line with studies
suggesting that information from postal mail or online rating tools has small ef-
fects on the choice of providers (Anell et al., 2021; Chen and Lee, 2021; Bensnes
and Huitfeldt, 2021; Luca and Vats, 2013; Chartock, 2021). In general, the choice
of providers tend to be sticky and individuals are primarily changing provider
if they move. For example, experiments conducted in one of our study regions
show that while information interventions affect choices, they do so only to a lim-
ited degree, and it is not clear that information leads to better choices (Anell et al.,
2021, 2022).6 Our results thus further our understanding of the functioning of pa-
tient choice markets. If patients do not punish low-quality providers or reward
high-quality providers, then the suggested positive effect of patient choice seems
unlikely to appear. In turn, our results increase the likelihood that information
frictions is a major explanation of the lack of substantial quality improvements
resulting from patient choice in primary care markets.

Second, our also study relates to a growing, but still limited, literature aim-
ing to understand patients’ choices of health care provider, and in particular
the strand focusing on choices of GPs, primary care practice or family medicine
providers (e.g., Dahlgren et al., 2021; Biørn and Godager, 2010; Iversen and Lurås,
2011; Santos et al., 2017). Our results adds to the literature on how quality dis-
semination affects health care choices by focusing on a new type of information.
According to several literature reviews, public reporting has had little impact
on patients’ choices of provider (e.g., Totten et al., 2012; Mukamel et al., 2014).
An exception is Pope (2009), who shows that rankings published in newspapers,
which some of our articles also contain, increase demand and revenues for hos-

6The related literature on health plan choices also typically find small or no absolute effects of
information (e.g., Knutson et al., 1998; Hibbard et al., 2002; Abaluck and Gruber, 2016; Ericson et al.,
2017; Domurat et al., 2021), unless the provided information is unidimensional as in Kling et al. (2012).
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pitals. However, it is unclear how much the choice of hospital depends on the
expert guidance given by the patient’s family doctor, and the study does not pro-
vide evidence on how more general media reporting influences patients’ choice
of provider. To the best of our knowledge there is no such previous study related
to health care markets.

The remainder of the paper is structured as follows. Section 3.2 describes the
institutional features of the Swedish primary health care market, Section 3.3 de-
scribes the data in greater detail and Section 3.4 discusses the identification strat-
egy used in this paper. Section 3.5 presents the main results, examines treatment
heterogeneity, and the results of several robustness checks. Finally, Section 3.6
contains our concluding remarks.

3.2 Background

The Swedish primary care market

The Swedish health care system is mainly tax-funded, has universal coverage for
the citizens and is decentralized. There are 21 independent regions that are re-
sponsible for the financing and organisation of health care. This study is set in
two of the largest regions in Sweden; Region Skåne (1.3 million residents) and
Region Västra Götaland (1.7 million residents). Primary care, which is the first
line of care, is provided in multiprofesional group practices called primary care
centers (PCC). These are typically larger than single GP practices in many other
European or American contexts. Swedish PCCs have on average about 4 GPs em-
ployed (Anell, 2015). In addition to GPs, these centers are also generally staffed
with nurses and other health care professionals.

Whereas the Swedish health care system has traditionally been classified as
a Beveridge type of system with care provided by public providers, the share of
private care providers has increased during the last decades. Within the primary
care sector the share of private providers increased not least due to a choice re-
form implemented between 2008 and 2010 (Anell, 2015). While the PCCs are all
publicly financed, there are both publicly and privately operated PCCs. During
the study period, there were 164 PCCs operating in Skåne and 214 in Västra Gö-
taland. (In our analysis, we will only include the 329 units that were operating
during the whole period.)

Following the choice reform all residents are obliged to enroll at a PCC. Res-
idents can freely choose between all PCCs in the region and there are no restric-
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tions on switching since the PCCs are not allowed to refuse new enrollments.7 In-
dividuals moving into a region are automatically assigned to their closest PCC.8

To switch PCC individuals may log in to an online platform, or fill out a paper
form to be sent to, or handed in, at the practice. There are neither restrictions on
the number of switches nor the timing of the switches. Annually, about 8% of the
individuals in both regions switch PCC.9

The reimbursement of both private and public PCCs are mainly based on cap-
itation (Anell et al., 2018). That is, the PCC receives a fixed amount per enrolled
individual (which is risk-adjusted for demographic and socioeconomic factors as
well as the expected health care consumption). Thus, the PCCs have incentives
to increase (or at least not to decrease) the list size. Public providers may not be
profit-maximising, but their activities are restricted by their budget and it is in
the interest of the managers to attract funds.10

User fees for health care utilization are set by the regional health care author-
ities, and may therefore vary between regions but not between PCCs within the
same region and should therefore not affect the choice of provider. The basic
fee for visiting a GP was in SEK 160 for visits at the PCC where the patient was
enrolled. In both regions there was a surcharge for visits to other PCCs. This
surcharge was 25% in Skåne and about 60% in Västra Götaland. In both regions
there was also an annual cap of SEK 1,100 for any health care spending (excluding
pharmaceutical spending).

The local newspaper market

During the time of our study, the role of printed media in Sweden was fairly large.
In 2015 65 percent of the population aged 9-79 are regular readers of daily news-
papers. This figure is mainly concentrated among the elderly, with the share of
readers being 83 percent in the group aged 65-79 and declining with decreasing
age (Nordicom, 2015). The media markets in this paper are confined to Västra
Götaland and Skåne. The largest newspapers in Skåne (in 2015) are Sydsven-
skan and Helsingborgs Dagsblad. The majority of the newspapers are local and
concentrated to smaller geographical units. With regards to Västra Götaland,
the largest newspaper is by far Göteborgs-Posten, followed by local newspapers

7All Swedish regions introduced similar choice systems in 2007-2010. For more information on
the reforms, see Anell (2011, 2015).

8The definition of the closest center varies between the two regions. In Region Skåne the default
center is defined based on the straight line distance, in Region Västra Götaland the default center is
the closest center by road distance within the same municipality.

9Based on own calculations using the annual enrollment data from 2012 to 2017.
10Notably, there is also a literature showing that public primary care providers in Sweden respond

to financial incentives (e.g., Ellegård et al., 2018; Dackehag and Ellegård, 2019; Ellegård, 2020).
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(Presstödsnämnden, 2015). To obtain a more comprehensive view of where the
articles are published, and thereby the reach of different articles, we present the
articles used in this paper by date, classification and newspaper in Appendices
B1-B4.

3.3 Data

3.3.1 Enrolment data

In this paper, we utilize data from the regional health care registers held by Re-
gion Skåne and Region Västra Götaland, including information on PCC enrol-
ment and the times of switching during the years 2012-2017. These data include
the start and end date of each enrolment spell. The enrolment data are linked
to individual-level background information from Statistics Sweden, including in-
formation on place of residence from the official population register on the 31 of
December each year. Using these data, we generate the list size of each PCC in a
given month. To this aggregated data, we link information about the treatment,
which is media exposure in either negative or positive terms.

3.3.2 Sample Restrictions

To ensure that the sample is relevant we impose several restrictions. From the
universe of individuals being observed in the enrollment data in either of the two
regions, we include all individuals that are observed as registered residents in the
official population registers of Statistics Sweden in a given region for at least two
consecutive years.11 By this sample restriction we aim to exclude individuals that
are not actually visiting the provider they are enrolled with and will therefore be
unlikely to be observed to react to coverage in the local newspaper.12

We also apply additional restrictions to address issues related to openings
and closures of competing providers. The outcome variable, the number of en-
rolled patients, is very sensitive to such openings and closings since these cause
large fluctuations in the enrolment data (not related to treatment). To address
these issues, we apply two further sample restrictions. First, we only keep units
(both in the treated and in the control group) that remain open throughout the en-
tire panel. This restriction mitigates the concern that units opening up will pull

11As we observe the place of residence only at the 31 of December this means that we exclude all
individuals that are not registered in the same two consecutive New Years Eve

12In Region Skåne, there is a substantial share of individuals that are registered with a provider
although no longer registered at an address within the region. We re-run the main results using the
full sample of resident individuals in Section 3.5.4.
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individuals from existing units. Second, we exclude, from the enrolment data
all individuals that have previously been enroled at units that close during the
study period. This restriction primarily exclude switches from closing units that
mechanically cause large immediate jumps in the number of listed individuals.13

3.3.3 The newspaper articles

We searched for newspaper articles using the archive service Mediearkivet Re-
triever that covers most of Sweden’s daily newspapers. The search was limited to
newspapers covering Skåne and Västra Götaland respectively, and used a trun-
cated search with the Swedish word for primary care center (“vårdcentral*”).14

Each article was then classified as negative or positive and linked to one or sev-
eral named PCCs.15 If an article was classified as neutral, we did not include it in
the analysis. Following the initial classification as negative or positive, the clas-
sification was further divided into four categories depending on how likely the
article was to affect listing behaviour. Negative and positive articles are further
divided into two groups as follows: 1 = strongly negative; 2 = weakly negative; 3
= weakly positive; 4 = strongly positive. For each article we record the date and
the newspaper or newspapers where it was published. If a unit is treated multi-
ple times, we only use the first date of publication. We present a complete list of
articles used in Appendices B1-B4.

The type of information provided in the articles varies, but articles in the
strongly negative category often tell a story of the PCC missing signs of illnesses
with harmful consequences for a patient, complaints about insufficient staffing,
or getting very low quality ratings from patients. Articles classified as weakly
negative are more characterized by negative news for the unit, but not neces-
sarily for the patient. Examples include misdiagnosing with no clear impact on
patients, or a lack of staff for a short period. With regards to the positive arti-
cles, we expect strongly positive articles to have a more positive impact relative

13This restriction possibly leads to an underestimation of the potential negative effects, if closing
units closed because they were treated by a newsarticle. However, the frequency of treatment among
the excluded units is actually lower than the corresponding figure among the included units. It is
only a small share of the units that close during the observed period. We excluded 28 units since
they close during the sampling period, approximately 7% of the full sample. Among the 28 closing
units, three are treated with two negative articles and 1 positive newsarticle, or approximately 10.7%.
The corresponding ratio of treated versus control units in the estimating sample is approximately
35%. Thus, it does not seem to be the case that closing units are particularly prone to be treated with
negative news.

14The newspapers comes from Swedish Press and Broadcasting Authority (Myndigheten för press,
radio och tv (MPRT)) who annually publishes a list of operating newspaper per region (Dagstidnings-
förordningen)

15The classification was done independently by the authors of the paper and two research assis-
tants.
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to those in the weakly positive category. Examples in the former group typically
informs about good quality ratings from the National Patient Survey (Nationella
Patientenkäten). Articles in the latter group usually mention the treated PCC in
positive terms but do not include information which necessarily be interpreted
as a signal of improved quality of care.

Over the years 2013-2016, the total number units treated by negative articles
is 71 and the total number treated by positive articles is 48.16 The number of
units treated by negative news are 71 (whereof 25 are in Region Skåne and 46 are
in Region Västra Götaland). The number of units treated by positive news are
48 (whereof 34 are in Region Skåne and 14 are in Region Västra Götaland).17 To
reduce spillovers we use only the remaining 202 unexposed units as controls for
both type of coverage, i.e. we exclude units treated by negative coverage when
estimation the effect of being exposed in positive newsarticles and vice versa.

Table 3.1: Article Summary

Total 2013 2014 2015 2016
Negative articles
Number 71 17 25 17 12

Positive articles
Number 48 15 15 9 9

Due to the fact that we only use the first article that mentions a PCC, there is
an overweight of the number of articles from the earlier years during the study
period.

3.3.4 Variables

The treatment variable is a binary variable equal to 1 if the PCC unit is exposed
to the media and 0 otherwise. Though the timing of treatment can vary, treat-
ment status is constant across units. From the enrolment data, we construct the
outcome variable by summarizing the total number of listed individuals per PCC
every fourth week.18 The heterogeneity analysis refines the data into urban and
rural health care markets. The definition of rural/urban areas is based on the

16We require that the treated units in 2013 are not mentioned in local media during 2012 and that
articles published in 2016 have at least 12 months of observations after the treatment date.

17While the share of units exposed to negative coverage are similar across regions, the share of
units exposed to positive articles is much larger in Region Skåne.

18In Region Västra Götaland, these shifts are only registered every fourth week. For Region Skåne,
we are able to generate more granular data as changes are recorded on a daily level.
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towns where the PCC is located. Urban towns are defined as having > 17000 in-
habitants in 2015. These also corresponds to towns having more than 2 primary
care centers.19 An overview of the data is presented in Table 3.2.

Table 3.2: Summary Statistics

Mean Std. dev
PCC Characteristics
List size 7 491 3 343
Log of list size 8.81 0.49
Rural 0.44 0.50

Number of PCC:s
Before any sample restrictions 353
Dropping units< full sampling period 329
Dropping units with list size < 30 325

Units treated with negative news 71
Units treated with positive news 48

Article Characteristics
Strongly negative 52
Weakly negative 19
Strongly positive 21
Weakly positive 27

The average list size across all PCC:s is 7 491 individuals but the standard de-
viation is large. In the analysis we use the logarithmic transformation of monthly
list size. The total number of PCC throughout the period is 353 - however, after
the sample restrictions described earlier in this section are applied, the effective
sample size is reduced to 325 units. 44% of the units are located in towns classi-
fied as rural.

3.4 Estimation Strategy

The idea of this paper is to study how media coverage affects patients’ choice
of provider by estimating the effect of a news-article mentioning a PCC on that
PCC’s list size (i.e., registered number of patients). This section discusses how we
identify this effect.

19The exception is the rural town Tomelilla, with about 8 000 inhabitants, that has three primary
care centers during the study period (although one of them is a small practice with a single GP that
closes during the study period). See Anell et al. (2021) for a similar classification.
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We utilize variation that comes from the timing of the publishing date us-
ing a difference-in-differences design. We compare treated and control primary
care units (first difference) before and after the newspaper publication (second
difference). The main specification is an event study using monthly data with
staggered adoption of treatment. There is a large and burgeoning literature on
potential issues with Two-Way Fixed Effects (TWFE) models (see, for example,
Goodman-Bacon (2021a) and Baker et al. (2022) for overviews). In particular,
DiDs with staggered treatment adoption as well as dynamic post-treatment ef-
fects may generate biased ATTs. One particular concern is the comparison of late
adopters using early adopters as the control group. As a consequence, there are
many proposed methods to circumvent the issues raised in previously cited pa-
pers (e.g., Callaway and Sant’Anna, 2021; de Chaisemartin and D’Haultfœuille,
2020; Goodman-Bacon, 2021a; Sun and Abraham, 2021).

The estimation strategy in this paper builds on Cengiz et al. (2019) and Desh-
pande and Li (2019), and is commonly referred to as a the "stacked regression"
approach (Baker et al., 2022). The idea is to create one treatment-specific dataset,
or a stack, and within each stack identify the treatment effect by comparing one or
more treated units to never treated units. Each stack corresponds to the timing of
treatment - in other words, there will be be fewer stacks than number of articles
if multiple articles, covering multiple PCCs are published in the same month and
year. Within each stack, adoption of treatment is not staggered. The stacks are
then collected into a large data set which allows for both static TWFE DiD and
a dynamic event study estimation, including stack-specific unit and time-specific
fixed effects (Cengiz et al., 2019).20

The choice of the stacked regression approach is motivated by two factors.
First, as we discuss in more detail in Section 3.4.1, the simplicity of the model
allows us to facilitate more adaptations to the model, such as accounting for pre-
trends. Second, we can estimate and present one treatment effect per stack, which
is informative when evaluating the full effect to ensure that it is not driven by
outliers. The result from this exercise is found in Figure A7.

Using the stacked data set, we first estimate a dynamic model as follows:

yims = αis + λms +
−1

∑
l=−K

μl Dl
im +

L

∑
l=1

μl Dl
im + �ims (3.1)

where Dl
im = I[t − Ei = k] is an indicator for a treatment unit i in treatment co-

hort Ei (equals 1 for the period of treatment) being k periods away from the start

20The stacked regression approach performs well in the simulations reported in Baker et al. (2022).
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of treatment. The dynamic specification comes into effect from the summation
expressions, which includes a set of relative time-indicators. The first summation
expression in equation 3.1 captures the time periods leading up to treatment, i.e.,
the months before treatment, and the second summation includes the months af-
ter treatment. In accordance with common practice, we leave out the relative time
indicator for the period before the treatment is switched on. The interpretation
of μl is the difference in list size between treated and and control groups l time
periods away from treatment, relative to the outcome difference in the excluded
period prior to treatment (period 0). To account for the fact that the estimation
data set consists of several event-stacks we interact the time (m) and group (i)
fixed effects with each stack (s). Standard errors are clustered at the PCC level
(addressing the fact that the same observation may be included in several stacks).
In our preferred specifications, we focus on a window of 12 months before and
after the event.

3.4.1 Accounting for the trend

The main assumption for causal inference in difference-in-difference and dynamic
event study models is the parallel trend assumption, i.e., that the treated and con-
trol PCCs would have followed the same trend absent treatment. A visualization
of the data in Figure 3.1 reveals clear trends in enrolment behaviour both before
and after the time of treatment. The graph shows the coefficients from a dy-
namic event study graph as specified in equation 3.1 for the 24 months around
the month of publication. Although most of the coefficients on the pre-treatment
dummies are insignificant at conventional levels and not large in absolute terms,
the decreasing/increasing pattern clearly suggests that there are differentiated
pre-trends for treated and untreated units. These trends indicate a violation of the
parallel trend assumption, and imply different enrolment trajectories for control
and treated units before the onset of treatment. These underlying trends generate
a difference in difference in the list size between the two groups obscuring any
actual treatment effect. These trends are present for both types of articles, but are
somewhat more pronounced for the positive subset of articles.21

21We plot the event studies separately by region in the Appendix in Figures A1 and A2. The results
on negative articles are mainly driven by Region Skåne.



136

Figure 3.1: Dynamic Event Study specification
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The figure show a subset of monthly regression coefficients from a fully saturated regression of all the months

before and after treatment. Enrollment data from the time period 2013-2016 and articles from 2012-2017 classified
as negative or positive. The standard errors are clustered at the PCC level. Period 0 is the baseline. The confidence

intervals are at the 95% level.

While handling these trends in the TWFE framework is not straightforward,
the stacked regression approach provides an appealing solution since it allows
for estimating standard dynamic regressions on each of the stacked data sets.22

To account for the differentiated trend in treated and the control units, we fol-
low Goodman-Bacon (2021b) and Bilinski and Hatfield (2018). We estimate the
pre-period trends and extrapolate these trends into the post-treatment periods.23

To estimate the differential trend in the pre-period, we regress the outcome on
a linear time trend interacted with treatment status, and include interactions be-
tween the treatment indicator and all post-treatment periods (Bilinski and Hat-
field, 2018):

yims = αis + λms + γTims +
L

∑
l=1

μl Dl
im + �ims (3.2)

where Tims is a linear time trend interacted with treatment status. Effectively,
this procedure estimates the degree to which the treated group deviates from the
extrapolated differentiated trends. In our preferred specifications, we base the
estimations of the pre-trend on the last 12 months before treatment by augment-
ing the model in equation 3.2 with an interaction with a dummy, W, equal to 1 if
m < −12 and time, ρTimsWm + ζWm. This approach has the advantage of basing

22This makes handling trends more straightforward, and easier to implement relative to, for exam-
ple, user-written implementations of other estimators such as Sun and Abraham (2021) and Callaway
and Sant’Anna (2021).

23As Goodman-Bacon (2021b) notes, only adding a linear unit-specific time trend to equation 3.1
using data both before and after the event will absorb dynamic treatment effects and may counfound
the treatment effects with pre-existing trends. This is particularly problematic when, as in our case,
the response to treatment is expected to be sluggish (see e.g., Wolfers, 2006; Lee and Solon, 2011).
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the pre-trend on the same number of observations for all stacks.24 In practice, we
estimate the model using the full data set, but interact the trend with a dummy for
the periods before the last 12 months preceding the reference period, allowing for
a trend shift both in levels and slope in the year prior to treatment treatment. We
believe that this specification will more accurately capture the differential trends
in the period leading up to the news article, compared to estimating a linear trend
for the full pre-periods of various length.25

To visualise the detrended data, we first predict the residuals from equation
3.1, and add back the constant and the coefficient values from the post-treatment
dummies μl . We then use these residuals as a detrended outcome in the event
study model in equation 3.1 and plot the coefficients on the treatment dummies
in pre- and post-treatment periods, as depicted in Figure 3.2. While this exercise
is useful for illustrating the performance of this detrending approach, the dis-
played standard errors are not corrected for the two-step procedure of adjusting
the trend. To make valid inference (and so as to be able to plot correct standard
errors for the post-period), we rely directly on the coefficient estimates and stan-
dard errors from equation 3.2. Basically, each of these coefficients tests how a
change in the list size in a given month after treatment deviates from the esti-
mated pre-trend.26

To obtain an estimate of the treatment effect corresponding to a DiD coeffi-
cient (but accounting for the differentiated trend), we compute the average of the
coefficient of the first 12 post-period treatment effects.

β =
12

∑
l=1

μ̂l/12 (3.3)

Where μ̂ are the estimated coefficients from the post-periods estimated in equa-
tion 3.2. Notably, if we were to exclude the differentiated time trend in equa-
tion 3.2, this approach is equivalent to estimate a static DiD comparing the first
post-treatment month with the 12-month period leading up to treatment.27 For
comparison, we therefore also estimate such a model. For the full data period,

24See Goodman-Bacon (2021b) for a more thorough discussion of this issue.
25However, in Section 3.5.4 we elaborate further on the sensitivity of our results to this addition

by detrending the data excluding this variable, thereby using the full pre-treatment period to predict
the linear trend.

26As the coefficients from the detrended approach tell us how each month differs relative to the
month before the treatment, when we have washed away the extrapolated pre-trend, these will be
very similar.

27In contrast to using detrended data to estimate a static DiD (in a two-step approach), this ap-
proach correctly estimates the standard errors of the coefficients.
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this is equivalent to estimating

yims = αis +λms +γ1D−3
ims +γ2D−2

ims +γ3D−1
ims +γ4D+1

ims +γ5D+2
ims +γ6D+3

ims +γ7D+4
ims + �ims

(3.4)
where, again, αis and λms are stack-specific (s), unit-specific (i), and month-

specific (m) fixed effects. The monthly pre- and post-treatment dummies are
replaced by yearly equivalents, three for the years prior to treatment and four
for the years after treatment. The year before treatment (D0

ims) is left out and
thus serves as a reference period. In the tables we display only the coefficient
for the first year post-treatment, γ4, which effectively compares the list size be-
tween treated and control units during the year right before and the year after the
publishing of the article.28

3.5 Results

3.5.1 Dynamic event study

The aim of this paper is to evaluate the effect of information about PCCs, by
means of articles in local newspapers, on individuals’ enrollment. As the event
is defined at the PCC level, we analyze the effect of media at the aggregate, PCC,
level. For the results below we have used enrollment data from the time period
2013-2016 and articles from 2012-2017 classified as negative or positive.

Figure 3.1 illustrated that treatment and controlgroups of units were on differ-
ent trends in the pre-treatment period. The list size of PCCs treated by negative
articles decreased compared to controls, and the list size of PCCs treated by posi-
tive articles increased compared to controls. As this pattern indicates that at least
some patients have, and act on, quality information before the articles come out,
it is interesting in relation to our research question. As mentioned, although the
trend differences are small, they are problematic for identification.

28This is equivalent to using the 24-month period around the publication date to estimate yim =
αis + λms + γDim + �im where Dim is an interaction term between an indicator variable equal to 1 for
the treated unit, Di , and an indicator for the period after treatment, Postm.
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Figure 3.2: Dynamic Event Study specification, adjusted for trend

−
.0

2
−

.0
1

0
.0

1
.0

2

−11−10−9 −8 −7 −6 −5 −4 −3 −2 −1 1 2 3 4 5 6 7 8 9 10 11 12

Months since news article

Residualized Outcome Deviation from pre−trend

((a)) Negative articles

−
.0

2
−

.0
1

0
.0

1
.0

2

−11−10−9 −8 −7 −6 −5 −4 −3 −2 −1 1 2 3 4 5 6 7 8 9 10 11 12

Months since news article

Residualized Outcome Deviation from pre−trend

((b)) Positive articles
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The detrending procedure is discussed in greater detail in

section 3.4.1. Period 0 is the baseline. The confidence intervals are at the 95% level. Standard errors are clustered at
the PCC level.

As described in Section 3.4.1, we predict the residuals from a regression of the
outcome and an (extrapolated) linear pre-trend for each stack. Figure 3.2 displays
the coefficients from equation 3.1 using the detrended residuals as the outcome
variable (shown in black), and the coefficients from equation 3.2 indicating devi-
ations from the extrapolated pre-trend for each month after treatment (shown in
red).

In contrast to what is shown in Figure 3.1, there are no longer any significant
post-treatment coefficients once the differentiated pre-trends are accounted for in
Figure 3.2. The inclusion of an extrapolated pre-trend removes the effect found in
Figure 3.2 for both positive and negative articles. While the coefficients are very
close to zero for positive articles, there are indications of a negative response,
in terms of a trend break from the null effects in the pre-treatment period for
units treated with negative articles. However, the estimates are not statistically
different from zero at any conventional level. The magnitudes of the coefficients
are also small. For example, the effect on the first post-treatment dummy (the
month in which the article is published) is a decrease in the number of enrolled
individuals by 0.035 percentage points, and by 0.1 percentage points in the post-
second month relative to the month before treatment.29

29Figure A3 reveals that the negative result is mainly driven by units in Region Skåne - in Region
Västra Götaland, there is no effect.
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3.5.2 Difference-in-difference

To accompany the dynamic event study, Table 3.3 presents results from the static
DiD models. Column 1 in Panels A and B uses the unadjusted monthly list size
as the outcome, while column 2 in Panels A and B presents estimates from test-
ing the linear combination of the 12 first months after treatment, as specified in
equation 3.3. This is the equivalent to the mean of the 12 post-treatment periods
using the red coefficients in Figure 3.2.

Table 3.3: Difference-in-Difference

(1) (2)
Unadjusted Adjusted for trend

Panel A: Negative articles

Yeart+1 -0.0092* -0.0029
(0.0047) (0.0026)

Observations 519649 519649
Number of clusters 275 275
Number of stacks 32 32

Panel B: Positive articles

Yeart+1 0.0168** 0.0010
(0.0069) (0.0037)

Observations 436870 436870
Number of clusters 252 252
Number of stacks 27 27

Notes: The outcome is the log of monthly listed patients per unit. The coef-
ficient in column 1 in Panel A and B is estimated as the effect of the first year
post-treatment relative to the year before. Column 2 presents estimates from
testing the linear combination of the 12 first months after treatment since we
include a linear trend variable; this is equivalent to estimating deviations from
the extrapolated pre-trend. This procedure produces correct standard errors.
The standard errors are clustered at the PCC level. * p < 0.05, ** p < 0.01, ***
p < 0.001

Table 3 confirms the results from the event study. There is a significant effect
for both positive and negative news events, which is reduced when adjusting for
the trend. The effect of positive articles is completely wiped out, while the ef-
fect of negative news is reduced by about two thirds and becomes statistically
insignificant. We next turn to a heterogeneity analysis, since the response to me-
dia information may be asymmetric in different types of health care markets and
to different types of articles.
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3.5.3 Treatment heterogeneity

While the overall effect of news coverage is small and insignificant, there is a
small trend break after negative reporting, and indications of a small effect im-
mediately after a positive news article. These patterns call for further investiga-
tions, since heterogeneous effects due to type of article or market characteristics
may blur/hide an actual effect of news coverage. We first examine heterogeneity
between different groups of articles, testing if the lack of response according to
Figure 3.2 is mitigated by dividing the articles into those with more or less neg-
ative/positive news. This classification, which was described in more detail in
Section 3.3, divides the articles into subclasses based on whether they are more
or less likely to affect patients’ enrollment (ex ante). Since the choice of switching
PCC is likely to be affected by the availability of options and other market char-
acteristics, we also separately estimate Equation 3.1 for rural and urban PCCs.
These are defined by the size of the town that the PCC is located in (which also
corresponds to the number of local competitors).
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Figures 3.3 and 3.4 display the heterogeneity among the news articles based
on the classification of the content being more or less likely to impact patients’
perception of the PCC.

Figure 3.3: Event study specification, negative, by article subgroup
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((a)) Strongly negative
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((b)) Weakly negative
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The detrending procedure is done separately for different

article groups. Period 0 is the baseline. The confidence intervals are at the 95% level. Standard errors are clustered
at the PCC level.

Figure 3.4: Event study specification, positive, by article subgroup
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((a)) Strongly positive
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((b)) Weakly positive
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The detrending procedure is done separately for different

article groups. Period 0 is the baseline. The confidence intervals are at the 95% level. Standard errors are clustered
at the PCC level.

Similarly to the figures illustrating the main results, figures 3.3 and 3.4 dis-
play coefficients from a dynamic event study using the trend-adjusted residual
as the outcome, and coefficients reflecting the deviations from the extrapolated
pre-trend (in the post period). For the negative class of articles, group 1 includes
news where we expect a stronger impact on enrollment (strongly negative), rela-
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tive to group 2, where we perceive the articles to be less informative about poor
quality (and thus likely having a limited effect on outcome). As expected the ef-
fect is both more precisely estimated and more pronounced for PCCs treated by
strongly negative articles relative to the control group. Also for the most positive
subset of articles, we find a clearer impact for the group of articles classified as
more likely to affect choices. In contrast to the effect for strongly negative articles,
where the effect is amplified over time, the effect for strongly positive articles is
more immediate and instead fades over time.

Table 3.4: Static DiD by type of article

(1) (2)
Strong impact Weak impact

Panel A: Negative articles

Yeart+1 -0.0028 -0.0006
(0.0021 ) (0.0078 )

Observations 483105 177151
Number of clusters 256 223

Panel B: Positive articles

Yeart+1 0.0024 -0.0015
(0.0039) (0.0061)

Observations 257264 268600
Number of clusters 231 225

Notes: The coefficients are the yearly average deviation from the pre-
trend in the first post-treatment year, relative to the year prior to treat-
ment. * p < 0.05, ** p < 0.01, *** p < 0.001.

The output in Table 3.4 clearly shows that, as expected, the magnitude of the
coefficients in the impact with strongly negative/positive content is larger rela-
tive to the treatment effect for those classified as having a weakly impact.

Figures 3.5 and 3.6 show the heterogeneity by market type among the news
articles classified as negative and positive, respectively. Even though confidence
intervals are large, it seems as there is a difference in how patients respond in
different areas. In rural areas, the magnitude of the negative effect is amplified
over time, which suggests a sluggish response. With regards to the positive news
articles in Figure 3.6, we find no effect in neither the rural nor urban areas. The
standard errors when plotting the deviations from the pre-trend for positive arti-
cles are much larger than the coefficient using the predicted detrended outcome.

Even though confidence intervals are large it seems as there is a difference
in how patients respond in different areas. In rural areas the magnitude of the
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Figure 3.5: Event study specification, negative, by market type
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((a)) Rural areas
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((b)) Urban areas
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The detrending procedure is done separately for urban and

rural markets. Period 0 is the baseline. The confidence intervals are at the 95% level. Standard errors are clustered
at the PCC level.

negative effect is amplified over time which suggest an sluggish response. With
regards to the positive news articles in Figure 3.6, we find no effect in neither the
rural nor urban areas. Thus there seem to only be a reaction among listed patients
on PCCs in rural areas. The standard errors when plotting the deviations from
the pre-trend for positive are much larger than the coefficient using the predicted
detrended outcome.

Table 3.5 presents the coefficients from the static DiDs for rural and urban
PCCs, separately. There is a negative and insignificant effect on list size for nega-
tive news coverage for rural PCCs. As can be seen in the appendix (Table A2), this
is purely driven by Skåne. The interpretation is that, on average, a negative news
publication decreases the list size by 0.4 percentage points in the year following
publication relative to the year before. With regards to the positive articles, the
magnitude of the coefficient is 3 times larger in rural areas relative to urban areas.

3.5.4 Robustness

In this section we test the sensitivity of our main results to different robustness
checks. The results of the robustness checks are presented in the Appendix, in
Figures A7 to A9.

First, to ensure that there are no outliers in any stack, we plot the treatment
effect by stack in Figure A7. Note that a stack may contain multiple articles, since
a stack is defined by the month of treatment. The majority of treatment effects are
similar in effect size.
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Figure 3.6: Event study specification, positive, by market type
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((a)) Rural areas
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((b)) Urban areas
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The detrending procedure is done separately for different

markets. Period 0 is the baseline. The confidence intervals are at the 95% level. Standard errors are clustered at the
PCC level.

Second, we relax the sample restriction that only included individuals resi-
dent in the relevant regions for two consecutive years. We add individuals who
were registered in Region Skåne or Region Västra Götaland at least once through-
out the sampling period. The results are presented in Figure A8 and are remark-
ably similar. For example, with regards to the negative articles, the coefficients for
the first and second month after treatment are -0.035 and -0.1 percentage points
respectively using the restricted sample, and -0.03 and -0.11 percentage points re-
spectively using the less restricted sample. The effects for positive news displays
a similar overall dynamic pattern - there is a small increase in the (log of) num-
ber of listed individuals for the first and second month using the sample with
more listed individuals. However, this does not lead to qualitatively different
conclusions.

Third, we reconsider using all the available pre-data to predict the pre-treatment
trend. To this end, we repeat the detrending procedure but exclude the dummy
Wims and its interactions, implying that we estimate the pre-trend using not the
last year prior to the onset of treatment but the whole pre-period. The result is
presented in Figure A9. The evidence is quite different compared to that pre-
sented in Figure 3.2. Primarily, the prior similarity between using the deviations
from the predicted pre-trend and the regression coefficients using the residual-
ized monthly list size is now gone - the deviations have larger magnitudes and
much larger confidence intervals. It should be noted that the data used for the
pre-period is long, dating at most 60 months prior to treatment (and varies be-
tween stacks). As a consequence, predicting the pre-trend using all available data
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Table 3.5: Static DiD by type of market

(1) (2)
Rural Urban

Panel A: Negative articles

Yeart+1 -0.0040 0.0010
(0.0042) (0.0031)

Observations 200572 319077

Panel B: Positive articles

Yeart+1 0.0089 0.0028
(0.0088) (0.0042)

Observations 168191 268600
Notes: The coefficients are the yearly average deviation

from the pre-trend in the first post-treatment year, relative
to the year prior to treatment. * p < 0.05, ** p < 0.01, ***
p < 0.001.

is more vulnerable to changes to population size, and to factors that affect care
quality.30 The pattern shown in Figure A9 provides support for our initial deci-
sion to only use only data from 12 months prior to treatment. The results are more
similar for positive articles in Figure A9 and the conclusions are unchanged.

3.6 Concluding remarks

Health care markets, and in particular markets characterized by patient choice,
are dependent on patients acting on information on quality. The empirical liter-
ature shows that the effects of choice and competition on care quality in primary
care markets with regulated prices are small or absent (Dietrichson et al., 2020;
Gravelle et al., 2019). One potential explanation for this is that individuals are
not sufficiently informed about quality, or do not act on such information. An-
other explanation would be supply-side issues. For example, highly demanded
providers may have trouble scaling up their organization, or physicians may be
uninformed of the reasons behind patients’ choices of providers and therefore do
not change their practice even if patients leave. From the earlier empirical litera-
ture, we know that dissemination of quality either by information interventions
or doctor ratings online may affect choices of provider, but only to a certain de-

30For example, 60 months is a long enough period that a previously high-quality PCC may have
lost most of its staff, and therefore decreased its care quality. A PCC is therefore not necessarily a
good comparison to itself over long periods of time.
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gree (Anell et al., 2021; Chen and Lee, 2021; Bensnes and Huitfeldt, 2021; Luca
and Vats, 2013; Chartock, 2021).

Our paper adds to the understanding of these markets, and specifically how
patients make these choices. Using a stacked regression approach adjusting for
pre-trends, we estimate both dynamic event studies and static DiD models. We
are not able to detect any significant effect of negative or positive media coverage.
There is a pre-trend, which may indicate that patients have and act on informa-
tion about providers that later become negatively and positively treated by news-
paper articles, and there appears to be a trend break at the time of publication of
the negative articles. However, the magnitudes of both the trend and the effect es-
timates are small (all point estimates are below one percentage point). The effect
is stronger, yet still small and statistically insignificant, for articles where the con-
tent of the article is strongly negative or positive. For PCCs treated by strongly
negative articles, there is a negative response which is amplified over time. By
contrast, the effect for units treated by clearly positive news is more immediate
and rather fades over time (which may be an indication that popular providers
have trouble expanding). We also find a more pronounced negative and positive
effect in rural areas when splitting the sample by the size of the town in which the
practice is located.31 However, despite some indications of heterogeneity across
articles and markets, also the largest of these estimates are small and not statisti-
cally significant (the largest estimate is around one percentage point).

This paper has a few limitations that should be acknowledged. First, we only
have data on news articles and listing behaviour for two, though very large, re-
gions. Given the null effect in this paper, it is unlikely that adding data from
more regions would change our conclusions. Second, we have not considered
the type of patients. There could be heterogeneity in how different patients re-
spond to the information used in this paper. However, ex ante, it is difficult to
foresee groups that should react more than others. On the one hand, quality may
be particularly important for frequent users of primary care. However, due to
their many interactions with the unit, information about quality may already be
known. Similarly, very infrequent users may have limited information about the
quality of the PCC. But it is unclear if they would make an active choice to change
their listed unit, since they rarely visit it anyway. Thus, we avoid searching for

31That the effects are larger in rural areas may be counterintuitive at first, and contrast the find-
ings in Anell et al. (2021) of larger effects of an information intervention in urban areas (in the same
market). However, at least speculatively, media coverage may have larger effects on the general dis-
cussions at workplaces and among neighbours in rural towns compared to more urban areas. In line
with the "reputation good"-literature, the word of mouth may travel faster and be more accurate in
markets where individuals are more likely to have individuals within their network of peers that have
been exposed to the various providers (e.g., Pauly and Satterthwaite, 1981). If one already have some
information about the competing practice, one may be more likely to react to negative news.
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effects when we do not have clear hypotheses and, in addition, when effects in
the main analysis are insignificant.

Overall, the small or absent effects of media coverage are of interest when de-
signing these patient choice markets. Unless the information reported in the local
newspaper is already known to the public, these results suggest that patients
do not turn away from low quality providers - even in case of reports of mis-
treatment. It may be one thing if patients generally do not reward high-quality
providers, but if they do not even punish low-quality providers there is little
scope for markets with patient choice to generate more positive outcomes. Thus,
newspaper articles do not seem to substantially mitigate information frictions.
One major explanation for the lack of quality improvements exercised by patient
choice and provider competition may still be that patients either do not have, or
do not act on, information on provider quality. These results are of particular in-
terest in the primary care context where patients to a large degree are left alone to
make decisions of where to enrol - without guidance by other medical expertise.
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Appendices 3

Figures

Figure A1: Negative news articles by region
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((b)) Skåne
The figure show a subset of monthly regression coefficients from a fully saturated regression of all the months

before and after treatment. The standard errors are clustered at the PCC level. Period 0 is the baseline. The
confidence intervals are at the 95% level.

Figure A2: Positive news articles by region
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((b)) Skåne
The figure show a subset of monthly regression coefficients from a fully saturated regression of all the months

before and after treatment. The standard errors are clustered at the PCC level. Period 0 is the baseline. The
confidence intervals are at the 95% level.
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Figure A3: Negative news articles - adjusted for trend
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((a)) Västra Götaland
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((b)) Skåne
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The trend is predicted separately for each region. The

detrending procedure is discussed in greater detail in section 4.2. Period 0 is the baseline. The confidence intervals
are at the 95% level. Standard errors are clustered at the PCC level.

Figure A4: Positive news articles - adjusted for trend
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((a)) Västra Götaland
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Notes. OLS coefficient estimates (and their 95% confidence intervals) are reported.

 The dependent variable is equal to the average log of monthly listed inviduals per unitc

 and month m. The standard errors are clusted at the stacking level.

((b)) Skåne
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The trend is predicted separately for each region. The

detrending procedure is discussed in greater detail in section 4.2. Period 0 is the baseline. The confidence intervals
are at the 95% level. Standard errors are clustered at the PCC level.
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Figure A5: Negative news articles - by region and market
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((a)) Rural: Västra Götaland
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((b)) Rural: Skåne
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((c)) Urban: Västra Götaland
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((d)) Urban: Skåne
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The trend is predicted separately for each region and market.

The detrending procedure is discussed in greater detail in section 4.2. Period 0 is the baseline. The confidence
intervals are at the 95% level. Standard errors are clustered at the PCC level.
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Figure A6: Positive news articles - by region and market
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((a)) Rural: Västra Götaland
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((b)) Rural: Skåne
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((c)) Urban: Västra Götaland
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((d)) Urban: Skåne
The figure show monthly regression coefficients of the periods before and after treatment from a regression on a

detrended residualized outcome (black coefficients and confidence intervals) and deviations from the extrapolated
pre-trend (red coefficients and confidence intervals). The trend is predicted separately for each region and market.

The detrending procedure is discussed in greater detail in section 4.2. Period 0 is the baseline. The confidence
intervals are at the 95% level. Standard errors are clustered at the PCC level.
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Figure A7: Treatment effect per stack
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((a)) Negative articles
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((b)) Positive articles
The figure show the mean of the first 12 months after treatment from the detrending regression, i.e. deviations from

the pre-trend for each stack. Each dot represents one stack. The effects are ranked from the least to the largest
magnitude. The vertical line corresponds to the effect in the overall, stacked, sample.

Figure A8: Event Study, detrended using a different sample
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((a)) Negative articles
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((b)) Positive articles
The figure show monthly regression coefficients of the leads and lags during the event window from a regression

on a detrended residualized outcome. The detrending procedure is discussed in greater detail in section 4.2. Period
0 is the baseline. The confidence intervals are at the 95% level.
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Figure A9: Event Study, adjusted for trend using a different detrending procedure
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((a)) Negative articles
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((b)) Positive articles
The figure show monthly regression coefficients of the leads and lags during the event window from a regression

on a detrended residualized outcome. The detrending procedure is discussed in greater detail in section 4.2. Period
0 is the baseline. The confidence intervals are at the 95% level.
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Tables

Table A1: Static DiD by region

(1) (2) (3)
All VGR RS

Panel A1: Unadjusted negative articles

Yeart+1 -0.0092* -0.0042 -0.0163*
(0.0047) (0.0053) (0.0086)

Panel A2: Trend-adjusted negative

Yeart+1 -0.0029 -0.0011 -0.0052
(0.0026) (0.0033) (0.0043)

Observations 519649 317883 201766

Panel B1: Unadjusted positive articles

Yeart+1 0.0168** 0.0209* 0.0151*
(0.0069) (0.0124) (0.0090)

Panel B: Trend-adjusted positive articles

Yeart+1 0.0010 0.0014 0.0037
(0.0037) (0.0040) (0.0066)

Observations 436870 265598 171272

Notes: The outcome is the log of monthly listed patients per
unit. The coefficient in Panels A1 and B1 is estimated as the
effect of the first year post-treatment relative to the year be-
fore while Panels A2 and B2 presents estimates from testing
the linear combination of the 12 first months after treatment,
since we include a linear trend variable; this is equivalent to
estimating deviations from the extrapolated pre-trend. This
procedure produces correct standard errors. The standard er-
rors are clustered at the PCC level. * p < 0.05, ** p < 0.01, ***
p < 0.001



156

Table A2: Static DiD by region and type of market

(1) (2) (3)
All VGR RS

Panel A1: Negative articles rural

Yeart+1 -0.0040 0.0036 -0.0084
(0.0042) (0.0047) (0.0057)

Observations 200572 118886 81686
Panel A2: Negative articles, urban

Yeart+1 0.0010 0.0026 -0.0044
(0.0031) (0.0032) (0.0056)

Observations 328732 205176 123556

Panel B1: Positive articles, rural

Yeart+1 0.0089 0.0037 0.0186
(0.0088) (0.0033) (0.0189)

Observations 168191 98513 69678

Panel B2: Positive articles, urban

Yeart+1 -0.0028 -0.0003 -0.0046
(0.0042) (0.0061) (0.0061)

Observations 268600 167085 101515

Notes: The outcome is the log of monthly listed patients
per unit. The coefficient in Panels A1 and B1 is estimated
as the effect of the first year post-treatment relative to the
year before while Panels A2 and B2 presents estimates
from testing the linear combination of the 12 first months
after treatment, since we include a linear trend variable;
this is equivalent to estimating deviations from the ex-
trapolated pre-trend. This procedure produces correct
standard errors. The standard errors are clustered at the
PCC level. * p < 0.05, ** p < 0.01, *** p < 0.001
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Appendix B - Information about the included articles

Table B1: Group 1: Strongly negative

Newspaper Date Information Name of PCC

Göteborgs-Posten 20130307 Wrong diagnosis Sätila vårdcentral
Helsingborgs Dagblad 20130412 Bad access Vårdcentralen Laxen
Borås Tidning 20130510 Wrong diagnosis Sandareds Vårdcentral
Kristianstadsbladet 20130515 Maltreatment Vårdcentralen Östermalm
Mölndals-Posten 20130718 Negative coverage Lindome Vårdcentral
Bohusläningen 20130830 Wrong diagnosis Vårdcentralen Ljungskile
Sydsvenskan 20130909 Bad access/Maltreatment Vårdcentralen Delfinen
Borås Tidning 20131106 Wrong diagnosis Skene Vårdcentral
Bohusläningen 20131204 Negative coverage Vårdcentral Orust
Alingsås Tidning 20131223 Reduced patient quality Sörhaga Vårdcentral

Borås Tidning 20140118 Mistreated Hälsobrunnen i Ulricehamn
Dalslänningen 20140131 Mistreated Vårdcentralen Dals-Ed
Borås Tidning 20140204 Wrong diagnosis Vårdcentralen i Bollebygd
Borås Tidning 20140303 Discontinued physiotherapy Vårdcentralen Fristad
Borås Kuriren 20140312 Low quality NPE Södra Torget Vårdcentral
Kristianstadbladet 20140322 Low quality NPE Hälsoringen i Bromölla
Kristianstadbladet 20140322 Low quality NPE Hälsoringen i Osby
Kristianstadbladet 20140322 Low quality NPE Läkarmottagningen i Bjärnum
Kristianstadbladet 20140322 Low quality NPE Osby vårdcentral
Kristianstadbladet 20140322 Low quality NPE Capio Göinge
Göteborgs-Posten 20140410 Mistreated Capio Vårdcentral Mölndal
Helsingborgs Dagblad 20140428 Bad access Rydebäcks vårdcentral
Sydsvenskan 20140507 Low quality Vårdcentralen Kirseberg
Borås Tidning 20140514 Mistreated Vårdcentralen Herkules
Falköpings tidning 20140612 Bad access Oden Vårdcentral
Sydsvenskan 20140624 Missing remit Vårdcentralen Måsen
Bohusläningen 20141021 Mistreated Vårdcentralen Bäckefors
Skånska Dagbladet 20141024 Low quality Vårdcentralen i Skurup
Bohusläningen 20141202 Mistreated Vårdcentralen Dagson
Bohusläningen 20141211 Mistreated Achima Care Uddevalla

Partille tidning 20150129 IVO critique Capio Vårdcentral Sävedalen
Nya Lidköpings-tidningen 20150206 Maltreatment Vårdcentral Nossebro
Lerums Tidning 20150304 Low availability Vårdcentralen i Gråbo
Ulricehamns Tidning 20150314 IVO critique Närhälsan Ulricehamn
Nya Lidköpings-tidningen 20150318 IVO critique Kinnekullahälsan
Skaraborgs Läns Tidning 20150318 Lex Maria Vårdcentral Götene
Borås Tidning 20150407 Fee due to insufficient staffing Närhälsan Horred
Partille tidning 20150409 Bad rating Partille Vårdcentral
Bohusläningen 20150909 IVO critique Närhälsan Tanumshede
Skaraborgs Läns Tidning 20150928 Maltreatment Vilans vårdcentral
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Sydsvenskan 20151010 Bad coverage Multi-Clinic
Helsingborgs Dagblad 20151114 Maltreatment Ekeby vårdcentral
Kungälvs-Posten 20151204 Water leakage Vårdcentralen Kusten

Borås Tidning 20160210 Insufficient staffing Närhälsan Trandared
Trelleborgs Allehanda 20160421 Negative patient story Valens Läkargrupp
Borås Tidning 20160424 Lex maria Boda VC
Provinstidningen 20160521 IVO critique Balderkliniken
Bohusläningen 20160622 Lex maria Vårdcentralen Silentzvägen
Norra Skåne 20160823 Negative patient story Vårdcentralen Vilan
Helsingborgs Dagblad 20160824 Bad coverage Solljungahälsan
Lerums Tidning 20160928 Patient-written article Floda vårdcentral
Mariestads-Tidning 20161118 Bad physician availability Vårdcentralen Hova
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Table B2: Group 2: Weakly negative

Dalslänningen 20130104 Man was beaten down Vårdcentralen Ekbacken
Skånska Dagbladet 20130722 Lack of serivces Vårdcentralen Husie
Helsingborgs Dagblad 20130807 Bad coverage Vårdcentralen Söderåsen
Helsingborgs Dagblad 20130807 Bad coverage Vårdcentralen Åstorp
Skaraborgs Allehanda 20131219 Negative coverage Närhälsan Skövde
Skaraborgs Allehanda 20131219 Negative coverage Vårdcentralen Hjo
Skaraborgs Allehanda 20131219 Negative coverage Vårdcentralen i Hentorp

Helsingborgs Dagblad 20140208 Diagnosis without basis Berga Läkarhus
Helsingborgs Dagblad 20140208 Diagnosis without basis Roslunds
Helsingborgs Dagblad 20140208 Diagnosis without basis Båstad Bjäre läkarpraktik
Helsingborgs Dagblad 20140509 Non-legitimized physician Vårdcentralen Centrum
Kristanstadsbladet 20140527 Insufficient staff Vårdcentralen Degeberga

Strömstads Tidning 20150623 Patient-written article Backa Läkarhus
Borås Tidning 20151015 Inreased visits due to refugee inflow Sjöbo Vådcentral
Dalslänningen 20151023 Insufficient staffing VC Nygård
Ulricehamns tidning 20151203 Insufficient staffing Vårdcentralen Kinna

Ulricehamns tidning 20160219 Massflykt av chefer Vårdcentralen Dalsjöfors
Göteborgs-Posten 20160903 Fee Hönö vårdcentral
Göteborgs-Posten 20160903 Fee Närhälsan Öckerö
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Table B3: Group 3: Weakly positive

Norra Skåne 20130204 Increased local cooperation Vårdcentralen Vänhem
Skånska Dagbladet 20130315 Child death wasn’t carecenters fault Vårdcentralen Näsby
Trelleborgs Allehanda 20130426 Positive patient story Kattens Läkargrupp, Trelleborg
Sydsvenskan 20130722 Good rating Victoria Vård & Hälsa
Sydsvenskan 20130722 Good rating Örestadsklinikens vårdcentral
Helsingborgs Dagblad 20130804 Good rating Capio Citykliniken Helsingborg
Sydsvenskan 20130911 Good rating NOVA-kliniken, Ystad
Helsingborgs Dagblad 20131008 Positive coverage Vårdcentralen Närlunda
Helsingborgs Dagblad 20131203 Increased services Vårdcentralen Granen

Kristianstadsbladet 20140125 Quick administration Näsums hälsocentral
Kristianstadsbladet 20140322 Good rating, NPE Vårdcentralen Brösarp
Helsingborgs Dagblad 20140401 New collaboration Capio Citykliniken Båstad
Helsingborgs Dagblad 20140401 New collaboration Vårdcentralen Förslöv
Helsingborgs Dagblad 20140401 New collaboration Vårdcentralen Klippan
Helsingborgs Dagblad 20140401 New collaboration Capio Citykliniken Klippan
Helsingborgs Dagblad 20140401 New collaboration Kungsgårdshälsan
Helsingborgs Dagblad 20140401 New collaboration Läkargruppen Munka Ljungby
Helsingborgs Dagblad 20140401 New collaboration Vårdcentralen Sjöcrona
Helsingborgs Dagblad 20140401 New collaboration Vårdkliniken i Ängelholm
Helsingborgs Dagblad 20140401 New collaboration Vårdcentralen Örkelljunga
Sydsvenskan 20140909 Positive review Näsets läkargrupp

Partille tidning 20150115 Sufficient staffing Mössebergs VC
Borås tidning 20150314 Renovation Dalabergs vårdcentral
Ulricehamns tidning 20150618 New locals Vårdcentralen Furulund
Skaraborgs Allehanda 20150904 No Ivo critique Vårdcentralen Stenstorp

Kristianstadsbladet 20160920 Good rating Brahehälsan Löberöd
Kristianstadsbladet 20160920 Good rating Hälsomedicinskt Center Landskrona
Kristianstadsbladet 20160920 Good rating Capio Citykliniken Olympia

Table B4: Group 4: Strongly positive

Helsingborgs Dagblad 20130215 Good rating Solklart Vård i Bjuv
Helsingborgs Dagblad 20130215 Good rating Familjehälsan Åstorp
TTELA 20130312 Positive coverage Vargöns Vårdcentral
Skånska Dagbladet 20130403 Good rating Vårdcentralen Knislinge
Mölndals-Posten 20130502 Positive coverage Nötkärnan Kållered
Ystads Allehanda 20130608 New services Vårdcentralen Tomelilla

Göteborgs-Posten 2014030 Good rating NPE Vårdcentralen Herrestad
Kristianstadsbladet 20140322 Good rating, NPE Kristianstadkliniken
Norra Skåne 20140524 Good rating Vårdcentralen Perstorp

Partille tidning 20150409 High rating Adinahälsan
Strömstads Tidning 20150410 MR camera Cityläkarna
Nya Lidköpings-tidningen 20150601 sufficient staffing Vårdcentralen Guldvingen
Norra Skåne 20150918 Prize winner Vårdcentralen Råå
Skånska Dagbladet 20151202 Prize winner Vårdcentralen Tåbelund

Partille tidning 20160201 Sufficient staffing Bergsjön Vårdcentral
TTELA 20160206 High rating Maria Alberts Vårdcentral
TTELA 20160810 Positive patient storye Vårdcentralen Nordstan
Göteborgs-Posten 20160921 High rating Närhälsan Stora Höga
Helsingborgs Dagblad 20160824 Good rating Vårdcentralen Ljungbyhed
Skånska Dagbladet 20161220 New facilities Vårdcentralen Södervärn
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