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A Systematic Literature Review on the Scalability Issues in Software Requirements
Prioritization.

NAYEM NURUL KADER
Department of Computer Science and Engineering
Chalmers University of Technology and University of Gothenburg

Abstract
Context: Prioritizing requirements is an important process that plays a vital

role in producing a successful quality system by selecting high-risk requirements for
implementation. Several studies have been conducted to analyze the performance
of existing RP techniques. The inability to address a large number of requirements
(Scalability issue) has been revealed as one of the major problems facing most of
the existing requirement prioritization (RP) techniques.

Objective: The scalability is a great challenge that has led to the RP process
becoming inapplicable and inefficient in the industry, as most industrial projects
nowadays have hundreds of requirements to be implemented. This paper aims to
critically analyze the scalability issue in RP in terms of a) revealing and analyzing
the factors that induce to the scalability issue while prioritizing a large number of
requirements along with revealing the impact of each identified factor in raising the
scalability issue, b) identifying and analyzing the existing techniques proposed to
handle the scalability issue with respect to their usage contexts, the features used
and their consequence in handling the scalability issue in their RP processes, c)
investigating the evaluation extent of the identified techniques in terms of being
evaluated and implemented in the industry settings, d) assessing the capabilities of
the the identified RP techniques in considering the listed causative factors of the
scalability issue in their performance evaluation, and e) revealing the limitations
and future recommendations for further research.

Method: A review protocol was designed based on the standard review
guidelines by Kitchenham. Initially, 258 potential related studies were compiled
through a step wise searching process. Thereafter, by thorough selection procedure,
22 relevant studies were finally selected to address the listed research questions.

Results: The findings revealed four causative factors of scalability issue in
RP with their descriptions: number of comparisons, time, human efforts required,
and scarcity of the automation, along with revealing the impact of each identified
factor in provoking the scalability issue. We found that the number of comparisons
is the most significant factor that can lead to the inability to deal with large-scale
requirements in prioritization with an impact degree of 48% percentage in leading
to the scalability issue. Twenty three techniques that focused on addressing the
scalability issue have been identified and analyzed critically in terms of their soft-
ware development usage contexts, features used and the usage consequences of the
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utilized features in addressing the scalability issue, evaluation extents, and capabil-
ity in addressing the identified causative factors of the scalability issue during their
evaluation performance, and limitations. It has been found that most of the iden-
tified techniques were evaluated within the industrial settings with a percentage of
82%. However, the results reveal that these techniques still face serious limitations
with respect to rank update, requirement interdependencies, substantial dependence
on expert engagement, and error-prone and sensitivity to judgemental errors of the
existing techniques.

Conclusion: The scalability issue in the RP process has been elaborated on
precisely in this study. Based on the findings, most of the identified techniques have
not sufficiently covered the causative factors in their performance evaluations as at
most up to 2 factors have been considered (mostly attributed to the fact that they
are primarily considered as proofs-of-concept). Thus, a comprehensive performance
evaluation of these techniques is needed to ensure their capabilities in addressing
the scalability issue sufficiently in terms of considering the four identified causative
factors. Additionally, adoption of the present strengths that have been found and
attention to their underlying limitations are highly necessary. Thus, the current
work represents several suggestions that can act as guides for the advancement of
RP techniques in addressing the identified limitations.

Keywords: Scalability, requirement prioritization (RP), RP techniques,
limitation, usage consequence, usage context.
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1
Introduction

1.1 Context
Requirements Prioritization is one of the most important phases in software

system development that deal with the process of managing the systems. Capturing,
analyzing, and prioritizing the system’s requirements are the main factors that lead
to making the system acceptable to the stakeholders [1], [2]. Requirements prioriti-
zation (RP) is an important process that assists in developing a good quality system
by selecting high priority requirements to be implemented in the earlier releases on
the basis of the stakeholders [3]–[5].

RP also helps overcome the challenge of creating a successful system that
contains a large number of requirements by using the available resources to imple-
ment the identified most important and risky requirements first, rather than wasting
resources on other less important requirements [6]–[8]. A number of different tech-
niques have been proposed to prioritize the requirements efficiently and accurately.
Several studies have been conducted to analyze the performance of the existing RP
techniques. Scalability issue has been revealed as one of the most serious challenges
faced by the existing RP techniques. However, none of the existing studies have
emphasized analyzing the issue of scalability in prioritizing the requirements. Scal-
ability refers to the inability to deal with a large number of requirements. The sets
of requirements in RP are divided into three sets [1], [6], [9]:

• Small set of requirements: the number of requirements define the following
range: (number of requirements < 15)

• Medium set of requirements: the number of requirements is defined between
the following range: (15 ≤ number of requirements < 50)

• A large set of requirements: the number of requirements is defined between
the following range: (number of requirements ≥ 50)

To prioritize the requirements, the stakeholders of the system must rate
the importance degree of each requirement and perform the pairwise comparisons.
This process becomes complex as the number of requirements increases. Although
most software products have become more complex (e.g., containing a large set of
requirements), most existing RP techniques can only work well with a small number
of requirements, such as the analytic hierarchy process (AHP) technique [1], [6].
The scalability issue has a significant impact on the implication of the prioritization
process in industrial projects, as most current projects include a large number of
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1. Introduction

requirements to be prioritized [1], [6]. Although most of the software products
became more complex in terms of containing more than one hundred requirements
which are considered a large set of requirements in RP, most of the RP existing
techniques can only work well with a small number of requirements [1], [6], [10]. To
improve the current RP techniques and come out with an efficient solution for the
scalability issue, there is indeed a need to identify and analyze the factors that lead
to raising this issue in the requirements prioritization. Thus, this research is aimed
at providing a comprehensive investigation on the scalability issue in the form of
the systematic literature review (SLR) to critically analyze the reason that leads
the existing techniques to be not able to work with a large set of requirements by
identifying and analyzing the factors that cause this problem. The result of this
research will help the researchers in the industry and academic sectors by providing
a critical investigation on the scalability issue to improve the current state of RP
practices and art.

1.2 Problem Statement
Prioritizing the requirements is a critical process that assists in developing

a good quality system by selecting the high-risk requirements to be implemented.
Different techniques have been proposed to conduct the RP process. The inability
of dealing with a large number of requirements (scalability) is currently one of the
main issues in most existing RP techniques. Scalability issue is a tremendous chal-
lenge that leads the prioritization process to be impracticable on the industrial side
since most industrial projects nowadays contain hundreds of requirements to be im-
plemented. Recently, two research studies conducted by Bukhsh et al [1], Hujainah
et al [6], revealed the percentage of the poor handling of scalability issues. We can
see in (Figure 1.1) that on the basis of the 107 existing RP techniques, the per-
centage of not being able to address the scalability issue is 93%, and the percentage
of successfully handled the scalability is only 7% as stated. Thus, the scalability
issue is a serious challenge faced by the existing RP techniques when they deal with
large-scale requirements.

Various review studies (e.g., [1], [6]) have been conducted to investigate the per-
formance of the existing RP techniques and analyze their strengths and limitations.
At glance, these studies provide a comprehensive analysis of the RP techniques in
terms of their limitations generally. However, to date, there has been no systematic
literature review (SLR) conducted specifically concerning investigating the scalabil-
ity issue in RP as shown in Table 2.1 that presents a summary of findings of the
existing review studies. Thus, this research aims to fill this gap by identifying and
investigating the factors that cause the scalability issue in the prioritization process
and will specifically elaborate on the impact of each identified factor in raising the
scalability issue while prioritizing a large number of requirements. In addition, our
study will analyze the existing techniques that have been proposed to handle the
scalability issue with respect to identifying the features used by the techniques in
solving the scalability issue and revealing their usage consequences. Also, this re-
search will reveal the limitations of the RP techniques introduced to address the
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1. Introduction

Figure 1.1: Statistics of the existence of the Scalability Issues in PR [6].

scalability issue.

1.3 Purpose of the Study
The purpose of this study is to provide a comprehensive investigation of the

scalability issue in the requirements prioritization field. The goal of this thesis can
be summarized as follows:

• Investigating the scalability issue in RP in terms of revealing and analyzing
the factors that cause the scalability problem.

• Analyzing the existing techniques that have been proposed to handle the scal-
ability issue in terms of identifying the features used by the techniques in
solving the scalability issue and revealing their usage consequences.

• Assessing to what extent the identified RP techniques (that proposed with
aim of handling the scalability issue) have been validated in addressing the
scalability issue and considering the causative factors of the scalability issue
in their prioritization processes.

• Revealing the limitations of the RP techniques that were introduced to ad-
dress the scalability issue and providing a future recommendations for further
research to be conducted.

1.4 Contribution
This research will help the researchers in the industry and academic sectors

by providing a critical investigation on the scalability issue to improve the current
state of RP practices and art. Such investigation will assist in providing a precise
investigation of the scalability difficulty in RP in terms of uncovering and assessing
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1. Introduction

the components that contribute to the problem. Also, this study adds new value in
terms of assessing the existing techniques proposed to address the scalability problem
in terms of identifying the features employed by the techniques in resolving the
scalability problem and disclosing the implications of their application. Additionally,
this SLR can assist the researcher and practitioners in determining whether the
identified RP techniques (offered to address the scalability issue) have been validated
in addressing the scalability issue and taking into account the scalability issue’s
causative components in their priority procedures and outlining the drawbacks of
the RP techniques that were adopted to address the scalability issue, as well as
making recommendations for future research.

1.5 Structure of the Thesis
This thesis is structured as follows: section 1 illustrates the introduction of

this systematic literature review (SLR). Section 2 presents background and related
work. Section 3 describes the research questions. Section 4 has discussed about the
method used in conducting this SLR. Section 5 reflects the results of this SLR with
answering the research questions. Section 6 gives a conclusion of this study.
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2
Background and Related Work

This chapter provides background and related works of this research, start-
ing with providing an overview of the requirements prioritization(RP)in software
development, and the existing common RP techniques . Thereafter, a critical in-
vestigation of the existing review studies on RP is presented to discuss the need for
conducting this SLR.

2.1 Requirement Prioritization
Prioritizing the requirements is an important stage which helps to make the de-

cisions when developing a system. Prioritizing requirements is generally considered
as a difficult and complex decision-making process [11]. An important requirement
in one release for one customer may not be as important in the following release
for another customer [11]. Sometimes, customers may get distrustful regarding the
prioritization because they are concerned that only the most important criteria will
be implemented on the other hand developers become skeptical because they do
not want to reveal that they are unable to implement all of the criteria [11]. There
is a growing need for systems capable of prioritizing the requirements in the de-
velopment of commercial software systems. Efficient and reliable techniques for
prioritizing requirements are strongly demanded by practitioners [12]. Prioritizing
the requirements is a critical process that assists in developing a good quality sys-
tem within limited resources (such limited time, budget, and staff) by selecting the
high-risk requirements to be implemented. When the project’s budgets and time
run out, there is a needs to address the most important requirements through the
requirement prioritization to satisfy the consumers.

Requirement prioritization aspects: Different prioritization aspects are
considered while conducting the prioritization process.Prioritizing the requirements
can be performed by employing two types of aspects: technical aspects and com-
mercial aspects [13]. Technical aspects concern about the time, cost value, effort,
resources, decision making. Another aspect [13], [14]. On the other hand, com-
mercial aspects is concerned about customer’s satisfactions, financial benefits and
marketing [13], [14]. Balancing between these two types of aspect is needed to be
captured in formulation the prioritization process.

Numerical assignment technique: The numerical assignment technique is
one of the widely used technique. This technique divides the requirements into differ-
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2. Background and Related Work

ent priority groups before conducting the prioritization process: the critical group,
the standard group, and the optional group. Then, the involved stakeholders will
be asked to rank the requirements by grouping them into the defined three priority
groups [12], [14]. Although this technique is simple, it has a number of drawbacks.
For example, the stakeholders think that most of requirements are considered to be
significant, so they will categorize most of the requirements to the critical priority
group [12], [14]. Hence, the implementation of all requirements will be significant,
so this will affect the efficiency of this technique in term of identifying the most
important requirements. As well as, this technique does not provide priority value
for each requirement but all requirements which are in each group have the same
priority, since the priority value is given for group priority not for each requirement
[12], [14].

Analytic Hierarchy Process (AHP): AHP is the most common technique
in RP domain [11]. This technique is based on the pairwise comparisons. To per-
form the pairwise comparisons, AHP first identifies the attributes and alternatives
for each aspect and uses those to form a hierarchy. Thereafter, users choose their
preference for each set of attributes by assigning a judgment scale, often 1 to 9,
where 1 represents an equal value and 9 represents the highest value [12]. The re-
quired number of pair wise comparisons are determined by this formula (n*(n-1)/2),
where n is indicated to the number requirements [12]. Following that, AHP inter-
prets the user’s evaluations to numerical values and assigns a numerical priority to
each item of the hierarchy. AHP is used to analyze the requirements and determine
which are the most important and to what extent and mostly used in the small
set of requirements [12]. This technique faces the scalability issue as the number of
comparisons increase dramatically with large number of requirements that needs to
be prioritized and this make technique to consume much time and efforts [12] ref.

Hierarchy Analytic Hierarchy Process (AHP): Hierarchy AHP technique
is introduced by Karlsson et al [12]. The purpose of this techniques is to overcome
the scalability issues of AHP techniques. In AHP, when the number of requirements
increase then the number of comparison increases as well which will affect the ef-
ficiency of AHP technique. Therefore, this technique reduces the number of the
comparisons by prioritize the requirements that are only in the same hierarchy level
based on the accumulated scores of each requirement across relevant stakeholders
[11]–[13].

Minimal Spanning Tree: The Minimal spanning tree technique introduced
by Karlsson et al [12]. This technique is to eliminate the redundancy of pair wise
comparisons of AHP technique. This redundancy affects the AHP technique by
causing scalability issue as the number of pairwise comparisons increases. Minimal
spanning tree technique solves the redundancy issue without performing all redun-
dant comparisons. This will help to reduce the number of comparisons to (n-1)
which is much less compared to AHP technique [11]–[13]. Hence, minimal spanning
tree is one of the fastest techniques to prioritize the requirements and it is work
well with large number of requirements [11]–[13]. However, AHP technique provides
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2. Background and Related Work

better reliable than this technique. Also, it is more sensitive to judgmental errors
due to inconsistencies in rank result [12].

Cumulative Voting: Another requirements prioritization technique is
commutative voting which is known as hundred-dollar technique as well [14]. This
technique (100-dollar) is considered as a simplest technique for determining the
requirements. The basic concept for this technique is that stockholders asked to
assume their unit to distribute to the requirements (e.g., 100 dollars, 1000 points)
[13], [14]. This point is referred to as a priority of the requirements, and this
outcome is presented using a ratio scale by which it can be shown how much in one
requirement [13], [14]. This technique is straightforward and suitable to be used
with small set of requirements, but it is not advisable to be used with large set of
requirement [13], [14].

2.2 Related Works
Five review studies were conducted recently in the RP field.

Nidhra et al [4] presented a survey and critical evaluation in RP, which
critically evaluated the existing studies in the context of multiple disciplines, for
instance, software engineering, product manufacturing, and engineering. The aim
of this study was to explore the strengths of the existing techniques in the context of
RP. Through this study, 158 RP existing techniques were evaluated: 67 techniques
were with the focus of multiple studies. Moreover, findings revealed that the AHP,
cumulative voting, QFD, numerical assignment, and planning game techniques are
mostly used by the researchers in the contexts of RP techniques and revealed that
scalability is considered one of the most serious challenges for most of the existing
techniques.

Bukhsh et al [1] presented a systematic literature review on RP techniques and
evaluated them empirically. This SLR focused only identifying and evaluating the
RP techniques between 2007 to 2019. The performance of the selected techniques
was evaluated in terms of ease of use, scalability, and effectiveness. This study con-
cluded that the AHP technique is one of the the most accurate and extensively used
technique for RP in the industry and highlighted scalability as the major issue when
dealing with a large set of requirements.

Achimugu et al [10] also presented SLR which is considered a fundamen-
tal SLR on RP. This SLR investigated and analyzed the existing RP techniques in
terms of limitations, taxonomies, and processes. The results demonstrated the steps
of the RP process. Forty-nine techniques have been identified and analyzed in terms
of the limitations and findings indicated that scalability, inability of dealing with
rank updates during requirements evolution, coordination among stakeholders and
requirements dependency issues are main limitations in RP.

7



2. Background and Related Work

Hujainah et al [15] conducted an SLR study on revealing the impact of the
RP in software development, type of the stakeholders involved during the prioriti-
zation process, existing techniques, and challenges. In this SLR, 122 papers was
selected and 108 RP existing techniques was revealed and analyzed in terms of the
limitations and prioritization aspects. This SLR’s findings stated that the existing
techniques are still facing serious issue related to scalability issues and suggest for
critical investigation to be conducted to reveal causative factor of scalability issue.

Complementing the existing works, Hujainah, Bakar, and Abdulgabber con-
ducted a study [16] with aim of analyzing the existence and execution process of
handling the requirements interdependencies (RI) in existing RP techniques. The
analysis has been conducted in 65 existing techniques. The results presented that
there are only four(4) techniques that handle this RI in RP. However, it has been
reported of inability of these techniques in dealing with large set of requirements
(scalability issue).

Table 2.1 reflects the analysis of the five existing review studies in terms of their
focus, covered findings, and similar and different findings of this SLR and existing
review studies. As can be noticed from the analysis of the existing review studies
(depicted in Table 2.1), the main aim of those related studies was to identify and
assess the performance of the RP techniques in general without providing a precise
investigation of the scalability issue. This SLR aim is to consider the scalability
issue specifically in terms of revealing the causative factors of the scalability issue
and analyzing the existing techniques that have been proposed to address the scala-
bility issue with respect to identifying the features used by the techniques in solving
the scalability issue and revealing their usage consequences. Also, this SLR aims to
present a detailed analysis in assessing to what extent the identified RP techniques
(that were proposed with the aim of handling the scalability issue) have been vali-
dated in addressing the scalability issue and considering the causative factors of the
scalability issue in their prioritization processes.
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3
Research Questions

This Chapter describes the research questions of this research. Six research
questions (RQ) were formulated to accomplish the defined goal of this study. Table
3.1 presents the formulated research questions associated with their motivations.

Table 3.1: Research questions and their motivations.

Research Questions Motivation
RQ1. What are the
causative factors of the
scalability issue in RP
and what is the mean-
ing of each factor?

To investigate and identify the factors that cause the
scalability issue in the prioritization process.

RQ2. How do the
identified factors lead
to the scalability issue
and which factors have
the highest impact?

To specifically elaborate on the impact of each iden-
tified factor in leading to the scalability issue while
prioritizing a large number of requirements.

RQ3. What are the
techniques that have
been proposed to ad-
dress the scalability is-
sue in the RP process
and what are their soft-
ware development us-
age contexts?

To identify the existing techniques that have been
proposed to handle the scalability issue with reveal-
ing their usage contexts. Usage context is refers to
the software development context that technique has
been proposed for or the contexts where the tech-
nique has been implemented in.

RQ4. What are the
features (e.g., type of
the adapted method,
algorithm) used by
the identified RP
techniques in RQ3 to
handle the scalability
issue and what are
their usage conse-
quences in solving the
scalability issue?

To identify the features used by the techniques in
solving the scalability issue and revealing their usage
consequences in addressing scalability issue. Usage
consequence here refers to the effect of using the
feature in making the technique able to handle the
scalability.
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3. Research Questions

Table 3.1: Research questions and their motivations (continued).

Research Questions Motivation

RQ5. Which of the RP
technique from RQ3
have been evaluated in
terms of the scalabil-
ity issue, and to what
extent these techniques
have covered the iden-
tified causative factors
of scalability issue in
their evaluation pro-
cesses?

To investigate evaluation extent of the identified
techniques from the RQ3 in terms of being evalu-
ated or not. Additionally, exposing evaluation en-
vironment settings in terms of revealing the name
of the used projects/data sets in evaluation, and
types of the evaluation environment settings with
respect to academic settings (the source of the used
projects/data sets are from the academic, institu-
tion or contexts) and industrial settings (source of
the used projects/data sets in evaluation from the
industry organization or contexts). Also, to assess
to what the extent these techniques have covered the
listed causative factors of the scalability issue from
RQ1.

RQ6. What are the
limitations of the
identified techniques
in RQ3?

To reveal the limitations of the RP techniques in-
troduced to address the scalability issue.

By answering those above-mentioned research questions, we aim to iden-
tify the scalability issues in the requirements prioritization field so that we tried
to investigate and identify the factors that cause the scalability issue in the pri-
oritization process. We intend also to specifically elaborate on the impact of each
identified factor in leading to the scalability issue while prioritizing a large number
of requirements. Moreover, we aim to identify and analyze the existing techniques
that have been proposed to handle the scalability issue in terms of revealing fea-
tures (process or method) used by these techniques in solving the scalability issue
and revealing usage consequences of the used features in handling the scalability
issue. Furthermore, we aim to analysis the evaluation’s extent of identified tech-
niques in terms of being evaluated in addressing the scalability efficiently and assess
their capabilities in covering the causative factors of the scalability issue in their
evaluation performance. In addition, our goal is to reveal the limitations of the RP
techniques introduced in addressing the scalability issue along with recommending
future recommendations to encourage the research in improving the performance of
the technique in addressing the scalability efficiently.
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4
Method

This chapter illustrates the methodology used for this research. For the review
process for this study, we used to choose SLR as the research method. Figure 4.1
depicts the designed review protocol used to conduct this research. The designed
review protocol was based on the guidelines of SLR proposed by Kitchenham [17].
This protocol has four main components: research questions, search process, study
selection and procedures, data extraction and synthesis, and dissemination of the
results. Each of those components has specific sub-components, which provide a
wide explanation of each of those components as well as sub-components.

 

Figure 4.1: Review Protocol.

4.1 Identification of the need of the SLR and re-
search question formulation

The motivation and the need for conducting this SLR were elaborated in the
previous section (related work), in which the previous review studies were analyzed
with respect to their focus and findings. The analysis revealed that recent SLRs
have not specifically emphasized the scalability issue of RP. This SLR emphasizes
this gap by investigating the scalability issue in the form of the SLR to critically
analyze the reason that leads the existing techniques to be not able to work with
a large set of requirements by identifying and analyzing the factors that cause this
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4. Method

problem. The research questions of this SLR were formulated on the basis of the
stated objective.

4.2 Search Strategy
For this review study, the search process was conducted on the basis of two

sub-components, namely, the search terms to be used for the search and the specific
literature sources to be searched. The major challenge is to conduct a text search
to provide accurate search terms to ensure the quality of the extracted studies. To
overcome this challenge, we formatted the search terms in a step wise manner on the
basis of listed research questions and standards, which include the following steps:

• Specification of prime terms based on the listed research questions.
• Identification of alternative or equivalent spelling and synonyms of each prime

term.
• Verification of the terms in relevant studies.
• Utilization of the Boolean OR/AND operators to incorporate and link the

terms.
• Discussions among authors to specify a stable final search term.

The final list of the search terms formulated is as follows: "Requirements
Prioritization" OR "Requirements selection" OR "Scalability of requirements prior-
itization" AND ("issue" OR "challenges" OR "Limitations" OR "shortcomings") OR
"scalable requirements prioritization" AND ("techniques" OR "methods" OR "frame-
works" OR "models" OR "attributes" OR "factors" OR "features)".

We collect the potential related existing works in two stages as depicted in
Figure 4.2: 1) considering final selected studies of the most related SRL study and
2) conducting automatic searches.

In search stage 1, we did not conduct searching from scratch as we have con-
sidered the final selected studies that represent the searching and filtering results of
the existing SLR conducted by Hujainah et al [15], in which the searching process
was conducted based on generic search terms for requirements prioritization from
1984 to 2018, and 112 studies were selected as final primary studies.

In the second searching stage (search string 2), we have conducted automatic
searches for extracting the most recent existing works from 2018 to 2021 with the
use of the above-formulated search terms. A certain number of literature sources is
selected to be searched, and among those sources, we chose four literature sources:
IEEE Xplore, Scopus, ACM digital libraries, and ScienceDirect. These selected
literature sources are considered to be the most relevant digital libraries or resources
for software engineering research. For the searching process considered various kinds
of publications: published journal papers, conference papers, workshops, and book
chapter, and IEEE Bulletins. We executed the searching by applying the formulated
the search terms to the titles, keywords and abstracts of the studies in the selected
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4. Method

literature databases and then retrieved studies that contains at least one of the
formulated search terms.

 

Figure 4.2: Search Strategy.

4.3 Study Selection
The purpose of this phase is to scrutinize the studies compiled from the

literature sources. Figure 4.3 presents the selection procedure used in this research
to reveal the most relevant studies to the specified domain of this SLR. The selection
procedure is executed on the basis of two sub-activities: inclusion and exclusion
criteria and quality assessment criteria.

4.3.1 Inclusion and Exclusion Criteria
With the execution of the search strategy phase, 258 potential related studies

have been compiled. Table 4.1 depicts the roles of the inclusions and exclusion cri-
teria, which have been formulated on the basis of the listed research questions and
specified research domain and following the guidelines by Kitchenham [17]. The
inclusion and exclusion criteria were implemented in this stage to access and an-
alyze the collected potential studies. The inclusion criteria and exclusion criteria
were formed on the basis of the research question and research domain as well. The
defined inclusion and exclusion criteria were applied to all studies compiled from
the selected sources. The studies that satisfied the defined inclusion criteria were
included. The investigation of the studies was conducted by precisely reading the ti-
tle, keyword, abstract, and conclusion of each retrieved study. We have included the
English published studies and excluded the studies whose texts are unavailable and
in languages other than English. On the other hand, the studies that concern the RP
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4. Method

process without presenting support, investigation, or discussing the scalability issue
were excluded. In contrast the studies that mainly focus on the scalability issue of
the RP were included, along with the empirical studies that evaluate the scalability
performance of the existing RP techniques on the basis of carefully screening the
title, keyword, abstract, and conclusion of each collected study.

Additionally, the studies that are able to address at least one of the specified
research questions were included and excluded those studies that were not relevant to
the research questions. Also, the studies in the grey literature (i.e., published website
works, non-peer-reviewed works, in progress working studies, and studies that lack
full bibliographic details such as volume, issue numbers, and publication date/type)
were excluded. Concerning the duplicate studies, the duplicate check took place, and
the most complete and recent version of the study was only included and excluded
other multiple versions. After the application of the defined inclusion and exclusion
criteria, 47 studies were selected. Thereafter, we have checked the references of each
selected study to ensure all potential related studies have collected, even the studies
that may have been overlooked during the initial round of the search process. As a
result, only four relevant studies were identified, making the overall number of the
remaining relevant studies to be 51, which is going to be analyzed critically in next
filtering step 4.3.2.

258 collected from
the search stage 

Exclude the grey
and  duplicate

studies 
109 studies 

Exclude  based
on the defined

roles of the
inclusion and

exclusion criteria

51 studies 

22 studies 

Exclude  based
on the defined

quality
assessment

checklist

Figure 4.3: Study Selection Process.
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Table 4.1: Inclusion and Exclusion Criteria.

Inclusion Criteria (IC)
IC 1. Studies with available full text.
IC 2. Studies that are written and published in English.
IC 3. Studies that concern the RP with presenting further details on the scala-
bility issue.
Exclusion Criteria (EC)
EC 1. Studies whose full texts are unavailable.
EC 2. Studies that are written and published in non-English.
EC 3. Studies that focus on the RP process without providing further details on
scalability issues.
EC 4. Duplicate Studies.
EC 5. Grey Studies.

4.3.2 Quality Assessment Criteria
In this SLR, the chosen studies from inclusion and exclusion criteria (51 studies)

are going to be evaluated based on a quality checklist, which was formulated on the
basis of the quality assessment guidelines in Kitchenham [17] and the listed research
questions. Table 4.2 shows the quality checklist formulated that consists of six
quality questions.

Table 4.2: Quality checklist questions.

No Questions Answer QP
Q01 Is the aim is obviously stated? Yes = 3, Partially= 1.5, No =0

Q02 Is the content of the study well
expounded? Yes = 3, Partially= 1.5, No =0

Q03 Does the study concentrate on the
RP scalability issue? Yes = 3, Partially= 1.5, No =0

Q04
Is the presented solu-
tion/technique clearly elabo-
rated?

Yes = 3, Partially= 1.5, No =0

Q05

Is the assessment of the presented
solution/technique performed on
adequate project data sets or case
studies?

Yes = 3, Partially= 1.5, No = 0

Q06 Is the result of the research evi-
dently stated? Yes = 3, Partially= 1.5, No = 0

Q07
Does the study elaborate on any
factor that can cause the scalabil-
ity issue?

Yes = 3, Partially= 1.5, No = 0

Each quality question has three possible answers associated with three
quality points (QP) (‘yes’ answer with 3 QP, ‘partially’ answer with 1.5 QP, and
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4. Method

‘no’ answer with’ 0’QP). The procedure that we used in the application of the quality
checklist is stipulated in a way that targets to assure the evaluation reliability and
reduce the human biases selection as far as is possible. We aim to conduct the
following procedure with the participation of both authors (student and supervisor)
in evaluating the studies and selecting the primary studies:

• For each study of the chosen studies from inclusion and exclusion criteria, each
author read the full text of the study.

• Each author evaluated the study on the basis of the formulated checklist by
answering each quality question by assigning QP.

• The assigned QP for each study that had been read by the authors was col-
lected.

• The discussion and comparisons among the authors were then taken place in
meetings to handle the discrepancies with the aim of securing a consensus
in assigning the final QP for each quality question and specifying the overall
quality score of the study through summing all the QP of the listed quality
questions.

• Finally, to ensure the reliability of the review’s studies that obtained a quality
score less than 10.5 (which represents half of the full-quality score (21)) were
only included.

After the execution of the quality assessment criteria, 22 studies have been
finally selected as the primary studies. Table 4.3 depicts the selected studies with
their associated reference numbers and total quality points.

Table 4.3: Quality Points of Selected Studies.

References Q01 Q02 Q03 Q04 Q05 Q06 Q07 Total quality
points

[7] 1.5 3 3 3 0 0 1.5 12
[18] 3 1.5 1.5 1.5 1.5 1.5 1.5 12
[19] 3 1.5 1.5 3 3 1.5 3 16.5
[20] 1.5 1.5 3 3 1.5 1.5 1.5 13.5
[21] 3 3 1.5 1.5 1.5 1.5 1.5 13.5
[22] 3 3 1.5 1.5 1.5 1.5 1.5 13.5
[23] 3 3 1.5 1.5 1.5 1.5 3 15
[12] 3 3 3 1.5 3 3 3 19.5
[24] 3 3 1.5 1.5 1.5 1.5 1.5 13.5
[25] 3 3 3 3 3 1.5 3 19.5
[5] 3 3 1.5 1.5 1.5 1.5 1.5 13.5
[26] 1.5 1.5 1.5 1.5 1.5 1.5 1.5 10.5
[9] 3 3 1.5 3 3 3 3 19.5
[27] 3 3 1.5 1.5 1.5 1.5 1.5 13.5
[28] 3 3 1.5 3 3 3 1.5 18
[29] 3 1.5 3 3 3 1.5 1.5 16.5
[30] 3 3 3 3 3 3 1.5 19.5
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Table 4.3: Quality Points of Selected Studies (continued).

References Q01 Q02 Q03 Q04 Q05 Q06 Q07 Total quality
points

[31] 3 3 3 3 3 3 3 21
[32] 3 3 0 1.5 1.5 1.5 3 13.5
[33] 3 3 1.5 0 0 0 3 10.5
[34] 3 3 3 1.5 1.5 1.5 1.5 15
[6] 3 3 3 3 3 1.5 3 19.5

4.4 Data Extraction and Synthesis
In this SLR, the data extraction and synthesis were formed with the use

of the google excel sheet and the Mendeley program. The data was extracted and
synthesized based on the listed research questions. All the primary selected studies
were critically analyzed to extract any relevant data for answering the stated research
questions. To answer the RQ1, the data that is related to the causative factors
of the scalability issue in RP and the meaning of each factor and impact degree
were extracted and synthesized to reveal and analyze the factors that cause the
scalability issue in the prioritization process. Concerning the RQ2, we extracted
the data concerning the impact of each identified factor lead to the scalability issue
during the prioritization process of a large number of requirements. To answer the
RQ3, data related to the techniques proposed to address the scalability issue and
their software development discipline applications were extracted. To elaborate on
the RQ4, we extracted the features used by each of the identified techniques in
solving the scalability issue and revealing their usage consequences and those are
illustrated in tabular form. To answer RQ5, we extracted the limitations of the
identified techniques and and provided future recommendations for further research
to be conducted.
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5
Results

This chapter present the findings and discussion of this review study. It starts
with providing an overview regarding the selected studies. Thereafter, a detailed
discussion on the obtained answer of each research question is elaborated.

5.1 Overview of the selected studies
For this SLR, 22 papers were selected as the primary studies from different types

of publication channels: 14 research papers were published in the Journal channels,
five research papers presented in the conference proceedings, two research papers
published in IEEE bulletins and one research paper retrieved from book chapter.
Figure 5.1 depicts the percentage of the selected research papers shown: journal
papers (64%), conference papers (23%), IEEE Bulletins (9%), and book chapters
(4%).

 

9%

64%

4%

23%

IEEE Bulletins Journal Book Chapter Conference

Figure 5.1: Publication Channels.

On the other side, Figure 5.2 depicts the publication years of the selected
studies. As can be observed, the issue of the scalability was firstly considered in
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5. Results

1998 by Karlsson et al [12] in which the evaluation of the 5 existing techniques
was conducted in terms of their ability in working with a large set of requirements.
Starting from 2015 until 2020, there is a slight increase in the number of the papers
that discussed the scalability issues, specifically in 2015 , and 2019 and 2020, three
to four studies were published. This can be related to the need for the fact that most
of the existing software projects contain a large number of the requirements, which
induce it to conduct more research in the RP field with concerns on the ability to
prioritize a large set of requirements.
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Figure 5.2: Publication years of selected primary studies.

5.2 RQ1. What are the causative factors of the
scalability issue in RP and what is the mean-
ing of each factor?

RQ1 is concerned with capturing the factors that induce to inability of the
RP techniques in dealing with the large scale of requirements along with revealing
the meaning of each factor. Table 5.1 presents the factors that raise the scalabil-
ity issue in prioritization process along with their the meaning of each factor and
citations for existing studies that reported each factor. Four factors are retrieved
from the primary studies that reported at least one of them. These factors are num-
ber of comparisons, time, human efforts required and scarcity of the automation in
conducting the prioritization process.
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Table 5.1: Factors that considered for the scalability issues.

Factor Name Citation Description

Number of compar-
isons

[6], [9]–[12], [15], [19]–
[22], [24], [26], [27],
[29]–[31], [35]–[40]

Related to the total number
of the pair wise comparisons
that is required to produce
the prioritized list of the re-
quirements.

Time
[4]–[6], [9]–[12], [15],
[19], [29], [32], [34],
[36], [37], [39]–[41]

Has to do the time con-
sumed in executing the pri-
oritization process for large
scale of requirements.

Scarcity of the automa-
tion

[6], [7], [10], [15], [22],
[28], [36], [40]

Has to do with lack of pro-
viding automation process
in prioritizing the require-
ments.

Human efforts required
[6], [11], [12], [21]–[23],
[25], [30], [31], [33]–
[37], [40], [41]

Related to the substantial
efforts from the involved
human (i.e stakeholders and
experts) in prioritization
process (i.e in specifying
the priority value of each
requirements , classifying
the requirements, produc-
ing the ranked list of re-
quirements).

5.3 RQ2. How do the identified factors lead to
the scalability issue and which factors have
the highest impact?

The first part of the RQ2 is aimed at revealing to what extent these identified
factors induce to the scalability issue in prioritizing the large scale of requirements.
The impacts of each identified factor towards the scalability issues can be elaborated
and discussed as follows:

• Number of Comparisons: A comparisons of the relative priorities between
pairs of requirements is one of the common ways for conducting RP process in
most of the existing techniques such as bubble sort [14], AHP [12], [14], and
pairwise comparison technique [10], [12], [42]. The number of comparisons
increases dramatically as the number of requirements grows, which makes the
prioritization process to be highly tiring and leads to introduce human mis-
takes with respect to the performing high number of comparisons. This will
undoubtedly lead to the scalability issue of the prioritization process [10], [11],
[35], [40], [43]. For instance, AHP and pairwise comparison technique have
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been proven to have scalability as main issue in their prioritization processes
due to the high growth in pair-wise comparisons that exist in handling the
large set of requirements. With 121 requirements, the number of comparisons
for AHP need is 7260 based on the define formula n*(n - 1)/2, which make the
prioritization process to be tiring tedious.

• Time: Time is ordinarily critical in the industrial side, which makes it a cru-
cial variable for the evaluation and implication of requirement prioritization
techniques [11], [44]. Time is related to the time consumed in executing the
prioritization process for large scale of requirements, starting from the time
for initiating the prioritization process to producing the ranked list of require-
ments. The scalable RP technique should work with large set of requirements
without being time consuming in conducting RP process [41]. Hence, time is
considered as a factor that can induce the scalability issue, since the scalability
of the technique is impacted by the time consumption for producing the prior-
itized list of requirements. Thus, as the time consumption grows when of the
number of requirements increases due to the increased complexity in produc-
ing an the prioritized list, more work will be required [12]. For instance, when
the number of requirements is doubled in a list (large set of requirements),
RP techniques will require more effort in terms of time for prioritizing the
requirements such as AHP and bubble sort techniques, which will consume
much time to perform the pairwise comparisons for each requirement. This
makes the technique to be impracticable in the industry side in terms of using
it in prioritizing large number of requirements [12], [39], [41].

• Scarcity of the automation: Most of the existing RP techniques lack au-
tomated system [10]. Prioritizing large number of requirements without in-
troducing automation and intelligence to the prioritization process can impact
the efficiency of the technique [10], [40]. The prioritization process can be more
complex to be conducted due to manual process that will be needed to per-
form the computational calculation for identifying the relative priority value
of each requirement. This manual computational complexity may result in er-
ror in generating the final approximation ranking of the prioritized [10], [40].
Hence, this makes RP technique unable to deal with hundreds or thousands
of requirements [10], [40]. However, the fact of introducing the auditioned
the predominant notion is that automation and intelligent process support of
prioritization will enhance the scalability because some of the effort can be
turned to the automation process [40].

• Human efforts required: Most of the existing RP techniques are heavily
relied on the human involvements for conducting the prioritization process
[31]. Human efforts required refers to heavy reliance on human expertise par-
ticipation to conduct and the RP process in terms of inputting the preference
information on the requirements to be prioritized, specifying the priority value
of each requirement or classifying the requirements [6], [9], [10], [15], [40]. For
instance, when we dealing with large set of requirements, AHP technique will
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require each involved stakeholder to define priority value for each requirements
and perform the pairs pairwise comparisons process. This will consume much
time in obtaining the inputs and make activity to be counterproductive and
difficult to manage if the human expertise shortage occur. In addition, the reli-
ability of the exiting techniques could be challenged if there is an over reliance
on human expertise participation in the RP process which is not encouraged
[6], [9], [15], [16]. Thus participation of human expertise can be challenging
while utilizing the techniques and may lead to the possibility to make the
faulty results while implementing the exiting techniques in a wrong way [6],
[9], [15], [16]. Furthermore, biases introduced by the participation of human
expertise during the prioritization process to prioritize the requirements can
affect the quality of the results in establishing a quality software system.

Concerning the second part of RQ2 that aims to reveal the significance degree
of the listed factors in raising the scalability issue in RP process, Figure 5.3 depicts
the significance degree of each identified causative factor. The significance degree
of each reported factor is utilized to reveal the factors which are considered as the
most important causative factor for inducing the scalability issue in the prioriti-
zation process of the requirements. The significance is measured by counting the
usage frequency for each listed factor from the selected primary studies. The usage
frequency is related to the number of times each factor is reported or mentioned by
selected studies as causative factor induce to inability of dealing with large scale-
requirement in prioritisation process: number of comparison (48%), time (28%),
human efforts required (involvement) (17%), and Scarcity of the automation (7%).
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Figure 5.3: Importance degree of Scalability Causative Factors.

On the basis of the revealed importance degree, the number of comparisons
factor is reported to be more prime causative factor as compared to other causative
factors. This finding can be related to the concern of the majority of the related
studies on catering the scalability issue by reducing the number of comparisons.
With minimising the number of comparisons, the execution of the RP process can be
implemented on large number of requirement without requiring high human efforts
required and consuming large amount of time , which resulting to be able to deal
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with large scale of requirements as postulated by most of the studies.

5.4 RQ3: What are the techniques that have been
proposed to address the scalability issue in
the RP process and what are their software
development usage contexts?

The aim of this question is to identify and describe the existing techniques
that have been proposed to handle the scalability issue, along with analyzing these
identified techniques in terms of their software development usage contexts. From
the selected studies, 23 techniques have been identified that have been proposed
with aim of addressing the scalability issue.

Lunarejo et al [7] presented a semi-automatic technique that deals with the
scalability issue by implementing a deep learning algorithm. Abdelazim et al [18]
presents a generic framework to be utilized in addressing the scalability with consid-
ering dependencies among the requirements. This framework suggested to integrate
the existing RP techniques into a comprehensive model of prioritization to address
the issue of scalability in the agile development process. In addition, Achimugu
& Selamat et al [19] proposed a hybridized technique for prioritizing large set of
requirements based on K-Means and Evolutionary Algorithms, which comprises re-
quirements with relative weights of stakeholders.

Meanwhile, Beg et al [20] mentioned an technique using B-Tree to prioritize
large set of requirements. While, Perini et al [21], proposed a technique called Case-
Based Ranking (CBRank). This technique exploits machine learning techniques to
overcome the scalability problem by reducing the human efforts required in the pri-
oritization process. The CBRank method succeed to handle the scalability issue
and reducing the acquisition effort by combining human preference elicitation and
automatic preference approximation. Shao et al [22] introduced a technique called
DRank based on a machine learning algorithm named RankBoost to reduce human
efforts, which assists to address scalability. Chandra et al [23] proposed a technique
called Goasrep. Goasrep is used to prioritize the large scale of requirements us-
ing a goal-oriented approach and then AHP used to. The function point analysis
approach (FPA) and the COCOMO model were adapted to estimate the cost and
efforts. Testing with large set of requirements is needed to generalize the perfor-
mance of this technique in addressing the scalability.

J. Karlsson et al [12] have conducted an experiments on the performance of
the five techniques. The results demonstrated that the Hierarchy AHP and Minimal
Spanning Tree can deal with large set of requirements. Hierarchy AHP reduces the
required number of pairwise comparisons and redundancy, and the minimal span-
ning tree approach was reported to be fast in prioritizing the large set of requirement
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comparing to the other techniques due to the its ability minimizing the of pairwise
comparisons.

Meanwhile, Berander et al [24] conducted an experiment and evaluated this ex-
periment in two different ways of priorities using hierarchical prioritization method.
Priorities are either calculated with or without compensation for the size of each
block of requirements and the results demonstrate that hierarchical cumulative vot-
ing (HCV) is scalable and can deal with large number of requirements.

Ibriwesh et al [30] proposed a technique namely ReDCCahp to overcome the
scalability issue by reducing required number of pairwise comparisons. The perfor-
mance of the ReDCCahp technique was evaluated in terms of addressing scalability
comparing to the AHP. The results demonstrated that ReDCCahp technique is more
scalable than AHP in prioritizing large number of requirements with lower effort.
On the another research Ibriwesh et al [25] proposed a technique based on multiple
perspective prioritization algorithm (MPPT). A controll experiment was conducted
to compare the MPPT technique with two existing techniques: AHP and Wiegers.
The results demonstrated that MPPT technique is more scalable than AHP and
Wiegers by reducing the number of pairwise comparisons.

Nidhra et al [5] proposed a technique named NAcAHP based on the com-
bination of two existing techniques: the numerical assignment technique and the
AHP technique. In this techniques, the numerical assignment utilized to classify
each requirement into groups. Later, the AHP technique is applied to prioritize
those requirements selected in each group. The performance of ‘NAcAHP’ was com-
pared with AHP in terms of time and scalability. The results showed that proposed
technique minimize the time and complexity of pair wise comparisons which lead to
handle the scalability.

In addition, Ayub et al [26] proposed a method called PGAHP, which com-
bines planning games, AHP technique. The author applied AHP to planning games
and then resolved the problem of two or more requirements having the same pri-
ority. The evaluation results demonstrated that while dealing with large number
of requirements, PGAHP reduce the complexity of prioritizing the requirements by
minimising the pairwise comparisons as compare to AHP.

Babar et al [9] mentioned a technique named Priority Handler (PHandler).
To handle the scalability issue, the back-propagation neural network is used to pre-
dict the value of a requirement to reduce the extent of expert biases and make the
PHandler efficient in addressing the scalability issue. The evaluation results demon-
strated the ability of technique to work with large scale of requirements. However,
this techniques is highly relied on the involvement of the expertise to conduct the
process of the prioritization and lack of addressing the dependencies among require-
ments. Tufail et al [27] conducted comparative analysis on ten existing techniques
in terms of scalability, complexity, accuracy, suitable size of the requirements sets
and handling risk factor. Moreover, strengths and weaknesses of those ten exiting
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techniques were analyzed. The analysis demonstrated that planning game (PG)
technique has the ability to dealing with large number of requirements.

Duan et al [28] proposed technique called Pirogov. This technique uses data
mining and machine learning techniques to prioritize large set of requirements. The
prioritization has been conducted according to stakeholder interests, business goals,
and concerns such as safety or performance. The requirements are automatically
clustered according to different goals, such as feature sets, business goals, or high-
level use cases. Stakeholders then prioritize the clusters manually using one of the
traditional prioritization techniques. The system then automatically generates a list
of ordered requirements. The evaluation results shows the ability of the technique
in addressing the scalability by adopting the data mining method. However, this
technique still faces the issues of the incapability to address requirement interde-
pendencies, over reliance on the involvement of human expert.

ReproTizer is a technique proposed by Achimugu et al [29] to prioritize large
set of requirements. This technique used the weight decision matrices to deter-
mine the weight vectors of requirements with an aggregation operator (AO), which
computes the global weights of requirements. The evaluation results present the
ability of techniques to deal with large set of requirements. However, this technique
is not able to handle the requirements interdependencies in the prioritization pro-
cess. In addition, Lim & Finkelstein et al [31] proposed a technique called Stakerare
for prioritizing large set of requirements. This techniques used a social networks
and collaborative filtering to identify and prioritize requirements in large software
projects. The evaluation of this technique was conducted with industrial project
called RALIC that includes large set of requirements. The findings presented ability
of the technique in working with large set of requirements. Heavily reliance on the
experts participation along with not considering dependencies among the require-
ments in the prioritization process are revealed as main limitation of this technique.

Another technique introduced by McZara et al [32] is called SNIPR which
assist in requirements prioritization and selection based on natural language pro-
cessing and satisfiability modulo theories (SMT) solvers. The results demonstrated
that SNIPR consumes less time in prioritizing large set of requirement by reducing
the pairwise comparisons due to the usage of the SMT.

Asif et al [33] proposed a SAFFRON technique that can solve the rank reversal
problem during the prioritization of large set of requirements. This technique uses
collaborative filtering techniques to resolve the rank reversal issues and decrease the
number of interactions with stakeholders. The evaluation of this technique is im-
plemented and tested with the RALIC data set and the result shows that proposed
technique reduces human interaction while updating prioritized requirements list.

Additionally, Yaseen et al.[34] introduced a technique called SAHP, which
uses AHP and spanning trees. AHP is used to handle the dependencies among the
requirements and requirements are statistically comprise as pairwise to reduce the
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dependency of requirements. In addition, spanning tree used to reduce the waiting
time of requirements by equal and efficient distribution of requirements. The result
demonstrated that proposed technique is able to reduce the pairwise comparisons
by minimizing the dependency between the requirements.

Furthermore, Hujainah et al [6] proposed the technique named SRPTackle.
This technique introduced a new semi-automated process for handling the scalability
issue based on a combination of a constructed requirement priority value formula-
tion function. Using a multi-criteria decision-making method (i.e., weighted sum
model), clustering algorithms (K-means and K-means++), and a binary search tree
minimize the need for expert involvement and increase efficiency.

Furthermore, the second of this question aims to identify the usage context of
the identified techniques. Usage context is refer to the technique has been proposed
for or the context with the techniques has been implemented in. In RP there are
certain number of usage contexts that have been revealed by Hujainah et al [15].

Based on RP usage contexts reported in Hujainah, we analyzed each tech-
nique of 23 identified techniques in terms of the usage contexts this SLR. We found
that each technique has only one usage context, and several technique belongs to
one usage context. We found 12 usage context of the identified techniques: Soft-
ware Product-Lines paradigm (SPL), Agile Software Development (ASD), Value-
Based Software Development (VBSD), Software Release Planning (SRP), Exploit
Domain knowledge (EDK), social network system development (SNSD), Solution-
Oriented Software Requirements (SOSR), Real-Client Custom Development projects
(RCCD), Commercial Software Systems Development (CSSD), Market-Driven Soft-
ware Development (MDSD), Goal-Oriented Requirement Engineering (GRQE) and
Not Specified (NS) context (e.g., where RP techniques do not mention any context
in the paper.)

Figure 5.4 visualize the percentage of usage context mentioned. The per-
centage were measured by how many techniques were used or proposed in/for the
identified context . As can be observed from Figure 5.4, most of the RP techniques
that addressed the scalability issues are focused on the SRP context with (33% per-
centage). MDSD, NS, and RCCDP contexts have a percentage of 25%, followed
by SNSD, VBSD, GRQE, and ASD contexts with 17%, and finally SOSR, CSSD,
EDK, and SPL with of 8%. SRP context is the highest usage context in scalability
issues. This can be related to the reason that most of the software development
organizations used the prioritization process in agile environment for handling the
large scale of requirements on the basis of release planning.
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Figure 5.4: Percentage of Used Contexts in the Selected Studies.

5.5 RQ4: What are the features (e.g., type of
the adapted method, algorithm) used by the
identified RP techniques in RQ3 to handle the
scalability issue and what are their usage con-
sequences in solving the scalability issue?
The aim of this question is to reveal features (e.g., type of the adapted

method, algorithm) used by the identified techniques in solving the scalability issue
and revealing their usage consequences in addressing the scalability. Usage conse-
quence here refers to the impact of using the feature in making the technique able to
handle the scalability. Table 5.2 presents the outcome of analyzing each identified
technique in terms of the used feature and their usage consequences based on the
conducted analysis, we categorized the identified techniques based on their feature
used in handling the scalability issues as depicted in Figure 5.5: Machine learning
based techniques (techniques that adapt any machine learning and AI algorithms),
and combination of the existing based techniques (techniques that adapt combina-
tion of the existing methods for prioritizing large set of requirements).

As observed from Figure 5.5, most of the existing techniques adapted the
Machine learning algorithms in addressing the scalability issue. Back propagation
network was adapted in the Phandler technique [9]. The back-propagation neural
network was used to predict the value of a requirement in order to reduce the extent
of expert biases and make the Phandler efficient, which lead the technique to be
able to work with large set of requirements.
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Categories of the RP Techniques

Machine learning based techniques Combination of the existing based
techniques

A Semi- Automatic Technique [7]
B-Tree [20]
Case Based Ranking [21]
DRank [22]
K-Means and Evolutionary  Technique [19]
MPPT [25]
PHandler [9]
Pirogov [28]
SAFRON [33]
SRPTackle [6]
Stakerare [31]

A Generic Framwork [18]
GOASREP [23]
HCV [24]
Hirerchy AHP [12]
Minimal Spanning Tree [12]
NAcAHP [5]
PG [27]
PGAHP [26]
ReproTizer [29] 
ReDCCahp [30]
SNIPR [32]
SAHP [34]

Figure 5.5: Categories of the RP techniques based on the features used in address-
ing the Scalability issue

Drank technique adapted RankBoost algorithm in prioritizing large set
of requirements with considering the dependencies among requirements [22]. The
RankBoost was applied to specify and generate the prioritization according to stake-
holder preferences [22]. The implementation of the RankBoost lead to reduce the
difficulty of evaluating the prioritization, and human efforts needed in prioritizing
the large set of requirement as compared to AHP technique that requires more efforts
in conducting the pairwise comparisons for conducting the prioritization process.

A semi-automated technique adopted machine-Learned ranking algorithm
in prioritizing the large set of requirements. [7]. Machine-learned ranking was ap-
plied to improve the requirement’s prioritization in the software product line(SPL)
projects [7]. In this technique, the machine-learned ranking was implemented to
reduce the effort required from stakeholders participation in prioritizing the large
set of requirements, which induce to make technique able to work in large set of
requirements with less efforts and time.

In addition, in the CBRank technique [21], the Case Based Ranking algorithm
has been adapted, in which CBRank method reduces the efforts of the involved hu-
man participation through the approximate combination of human choice expression
and automated choice, which led to make the technique able to work with large set
of requirements.

Additionally, the combination of K-Means and Evolutionary Algorithm were
used as features by the Achimugu & Selamat et al [19] in addressing the scalability
issue. The K-Means and evolutionary algorithms was used in defining the relative
weights of participants and minimisation of cluster performance indexes, square er-
ror and error criteria. This lead to define the priority value of each requirements
without performing less number of pairwise comparisons, which induces to make
this technique able to work in large set of requirements.
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Furthermore, the Pirogov adopted Spherical K-means technique as a feature
to prioritize requirements according to stakeholder’s interests, business goals, and
cross-cutting concerns [28]. Spherical K-means was applied to prioritize the require-
ments according to the stakeholder preference [28]. Implementation of Spherical
K-means technique assists to reduce the number of pairwise comparisons which lead
to the scalability of the proposed technique.

While in the Stakerare technique, social networks and collaborative filtering
approach were adapted to reduce the efforts need in prioritizing the large scale of
requirements [31]. However this technique was unable to address the rank update.
Thus, SAFFRON was proposed by Asif et al [33] to solve the rank reversal issues
and decrease the number of interactions with stakeholders using the uses collabora-
tive filtering technique.

Another technique named multiple perspective prioritization (MPPT), adapted
MPPT algorithm as a feature to address the scalabilty issue [25]. The MPPT suc-
ceed to handle the scalabily by consuming less time, reducing the need for human
participation efforts of, comprehensive logical answers, and giving more control to
complete the task. Additionally, SRPTackle [6] succeed to handle the scalability
issue by using the combination of a new constructed requirement priority value
formulation function, and clustering algorithms (K-means and K-means++), along
with a binary search tree. The evaluation results demonstrated ability of the tech-
nique in addressing the scalability by reducing the time consumption and number of
comparisons along with minimizing the need for expert involvement and increasing
efficiency. Furthermore, Beg et al [20] used B-Tree Algorithm. The usage of the B-
Tress lead to reduce the number of comparisons needed as it is considered branching
factors in prioritization and when the branching factor is increased, the number of
comparisons required is drastically reduced.

Meanwhile, other existing techniques proposed some features in addressing
the scalability based on a combination of existing RP techniques. The Chandra
et al [23] presented GOASREP technique based on the goal-oriented approach and
COCOMO model. Those two features used to estimate the cost and effort by using
function point analysis approach. In addition, the NAcAHP technique adapted two
techniques: numerical assignment and AHP [5]. The numerical assignment tech-
nique first categorizes each requirement into groups, and later AHP technique is
applied to prioritize those requirements selected in each of the groups.

Similarly, Ayub et al [26] proposed a technique namely, PGAHP which
used two techniques called Planning game (PG) and Analytical hierarchy process
(AHP). The PGAHP reduces the complexity and memory of pairwise comparison
by applying AHP and PG. Planning games divide the requirements into three cat-
egories which reduces the complexity. SNIPR [32] uses natural language processing
(NLP) and satisfiability modulo theories solvers (SMT). The use of NLP allows for
identification of some of the requirements dependencies. Variations in the priority
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of the requirements output by the SMT solver are resolved by iterative pairwise
comparisons and then used as updated input to the SMT solver. The AHP is used
to re-rank a subset of the requirements for increased accuracy. Whereas, the SAHP
used AHP and spanning trees as a combination to overcome the scalability issues in
which it is compare the time complexity of the SAHP with the existing AHP [45].

In addition, the a generic framework integrated RP techniques (INVEST
SMART, Work breakdown structure, Story point, MoSCoW, Kano) into a compre-
hensive model of prioritization to address the issue of scalability using four generic
steps [18]. Where first step is identification: identify stakeholder, feature, and user
story. The second step is Verification: verify the user story. The third step is
Estimation: estimate size, effort and value of the user story. The fourth step is Pri-
oritization: prioritize user stories. This framework can handle the changes required
at any stage of the development cycle in the context of the agile development process.

Furthermore, In Hierarchy AHP technique, the hierarchical structure and AHP
methods were used to handle the scalability [12]. Using a hierarchical structure lead
to reduce the required number of decisions, and the amount of redundancy. Thus it
is more sensitive to judgmental errors than AHP technique. On the other hand the
minimal spanning tree approach is adapted by Karlsson et al [12] due to its ability
in reducing the number of pairwise comparisons dramatically, which made it to be
fast in doing the prioritization for large set of requirements as compared to AHP
technique.

Meanwhile, In Hierarchical Cumulative Voting (HCV), the AHP and com-
mutative voting methods were adapted to address the scalability issue [24]. HCV
solve the complex multi criteria decision problems by arranging the problem into
the hierarchies. The HCV method solving the scalability problem by introducing
compensation for block size and it’s also reduces the number of comparisons by using
the hierarchical features of HCV respectively. As well as Tufail et al [27] uses PG
as a method in which requirements are prioritized separately and are not compared
to other requirements, it scales well with a large number of requirements. Addition-
ally, In the ReDCCahp [30], dynamic consistency checking algorithm were adopted
to address the scalability. The usage of consistency checking algorithm assists to
reduce the number of pairwise comparisons by removing the number of redundant
comparisons. In the ReproTizer technique [29], weight decision matrices was used
to determine the weight vectors of requirements, along with with an aggregation
operator (AO), which used to compute the global weights of requirements. The
evaluation results present the ability of this technique in dealing with large set of
requirements.
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5. Results

5.6 RQ5. Which of the RP technique from RQ3
have been evaluated in terms of the scala-
bility issue, and to what extent these tech-
niques have covered the identified causative
factors of scalability issue in their evaluation
processes?

The aim of this research question is to assess to what extent the identified RP
techniques from the RQ3 (that focused on handling the scalability issue) have been
validated and addressed the identified causative factors of the scalability issue in
their evaluation. To measure the evaluation extent, we have analysed each identified
technique with respect to being evaluated or not, the evaluation environment settings
in terms of revealing the name of the used projects/data sets in the evaluation,
and types of the evaluation environment settings with respect to academic settings
(the source of the used projects /data sets are from the academic institution or
contexts, and industrial settings (source of the used projects/data sets in evaluation
from the industry organizations or contexts), and revealing the causative factors
being considered in addressing the scalability issue. The outcome of this analysis is
presented in Table 5.3.

96%

4%

Evaluated
Not Evaluated

Figure 5.6: Percentage of the evaluation methods in evaluating the existing tech-
nique.

Figure 5.6 presents the percentage of the evaluation extent of the identified
techniques with respect to being evaluated or not. The percentage is calculated
based on the number of techniques being evaluated or not. It can be observed that,
out of 23 identified techniques, 22 are evaluated which refers to 96% percent, and
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only 1 technique (which refers to 4% percent) that presented by AbdElazim et al
[18] was not evaluated due to this technique was introduced in the form of a generic
framework that can be implemented in addressing the scalability issue. These results
indicate that the strong interest of researchers in not only proposing a technique but
also in evaluating the performance of these techniques in terms of addressing the
scalability issue.

Figure 5.7 presents the evaluation methods used in assessing the perfor-
mance of the identified RP techniques. Experiment and case study are found to
be the evaluation methods used in evaluating the identified RP techniques. In this
research, we adopted The definitions of experiment and case study from [46] in to
differentiate between the meaning of these terms. The term of the case study indi-
cates to evaluation manner that is conducted based on monitoring real-time projects,
assignments, and feedback from industry/companies, whereas experiment refers to
evaluation method that takes place in a controlled environments.
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Figure 5.7: Evaluation methods in evaluating the existing technique.

As shown in Figure 5.7, most of the empirical studies conducted experiments
in evaluating the performance of the identified RP technique. Out of 22 evaluated
techniques, 17 techniques have been evaluated using experiments: A semi-automatic
technique [7], B-Tree[20], K-Means and Evolutionary Technique [19], Drank [22], Hi-
erarchy AHP [12], hierarchical cumulative voting [24], Minimal spanning tree [12],
multiple perspective prioritization algorithm [25], NAcAHP [5], PGAHP [26], Phan-
dler [9], Pirogov [28], ReproTizer [29], ReDCCahp [30], Stakerare [31], SNIPR [32],
SRPTackle [6]. Among these seventeen experiment studies, four (4) studies were
conducted in academic settings, and the rest 13 studies were conducted in industrial
settings. This can related to the availability of benchmark datasets of the real indus-
trial projects that used in assessing the scalability performance of the RP techniques
in terms of the scalability.
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Additionally, Figure 5.8 depicts the evaluation environment type (academic or
industrial setting) in terms of the used evaluation environment context (e.g., source
of the used projects or benchmark dataset), involved subject type (if any). As can
be noticed from Figure 5.8, 18 identified techniques were conducted in the industrial
settings with a percentage of 78%, and 18% (4 techniques) were evaluated in aca-
demic settings. only 1 study (4%) ReproTizer [29] conducted in both academic and
industrial settings, which has been evaluated using the industrial datasets and aca-
demic projects. We have observed that the evaluation of all five techniques that were
evaluated using case studies were conducted in industrial settings. While, among 18
techniques evaluated by experiments, only 4 techniques were conducted in academic
contexts and the rest were in industrial contexts.

 
 
 
 
 

 

78%

18%

4%

Industrial

Academic

Academic and Industrial

Figure 5.8: The percentage of the evaluation environment settings used in assessing
the performance of the existing techniques.

The evaluation industrial settings yielded the highest percentage as the
most of the techniques was evaluated using industrial projects or data sets. This
results are in line with the need to have a large number of requirements that can
mostly be found in industrial contexts as most of the current system projects in-
clude a large number of requirements which are necessary to evaluate the capability
of technique in addressing the scalability issue. Also, the existence of benchmark
data sets from actual industrial projects assists most of the existing techniques to
be used in evaluating how well approaches scale. Additionally, the RALIC (stands
for real Replacement Access, Library and ID Card software) benchmark data set is
observed to be among the pioneer data sets that have been used in the evaluation
of identified RP techniques with respect to the scalability issue. This can be related
to the reason that the RALIC benchmark data set project is considered to be one
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of the first available and most complete data sets that include a large number of
requirements for the RALIC industrial software project [6].

Based on analysis conducted in Table 5.3, Figure 5.9 depicts the ratio of
considering each identified causative factor in the evaluation of the identified tech-
niques. Out of the 22 evaluated techniques, the number of comparisons factor has
been considered in the evaluation of 13, the time and human efforts required fac-
tors considered in the evaluation of 9 and 8 techniques, respectively, and finally the
scarcity of the automation factor was considered in evaluation of 4 techniques. Here,
the number of comparisons factor were associated with the highest rank of consid-
ered factor in the evaluation of the identified techniques with respect to addressing
the scalability issue. This can be related to the reason that most of the identified
RP techniques were proposed to address the scalability issue by minimizing the
number of pairwise comparisons that dramatically increased in prioritizing the large
set of requirements. However, there is still lacks in providing empirical evidence of
the ability in addressing the scalability issue by only reducing the number of the
comparison without the need of considering other causative factors such as human
efforts required and scarcity of automation.
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Figure 5.9: Percentage of the causative factors being catered in addressing the
scalability issue in all identified techniques.

In addition, Figure 5.10 presents the number of the causative factors be-
ing considered by each identified technique. Out of 22 evaluated techniques, only
one technique (SRPTackle) [6] considered all four factors (human efforts required,
time, number of comparisons, scarcity of the automation) during its performance
evaluation. Although, it is applicable to consider all the four factors in the eval-
uation as presented in the SRPTackle technique, we noticed that 10 techniques
considered 2 factors in their evaluation: Semi-Automatic Method [7], Case-Based
Ranking (CBRank) [21], Drank [22], Hierarchy AHP [12], K-Means and Evolution-
ary Technique [19], Minimal Spanning Tree [12], Multiple Perspective Prioritization
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Technique [25], ReproTizer [29], SAHP[34]. While the rest of the 11 techniques
considered only 1 factor in their evaluation: B-Tree [20], GOASREP [23], HCV [24],
NAcAHP [5], PGAHP [26], Phandler [9], PG [27], Pirogov [28], ReDCCahp [30],
Stakerare [31], SNIPR [32], SAFFRON [33]. This finding indicated that most of
the identified existing techniques have not sufficiently covered the causative factors
in their evaluations as at most up to 2 factors have been considered (mostly at-
tributed to the fact that they are primarily considered as proof-of-concepts) except
the evaluation of SRPTackle technique that consider the four factors. Thus, a com-
prehensive evaluation of the performance of these identified techniques is required
to ensure their ability to adequately address the scalability issue by considering the
four identified causative factors.
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Figure 5.10: Number of the causative factors being covered in addressing the
scalability issue by each identified technique.
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5.7 RQ6. What are the limitations of the identi-
fied techniques in RQ3?

The aim of this question is to reveal the limitations of the identified technique
RQ1 in solving the scalability issue. Through the identified limitations, we can get
a better understanding of the potential improvement that can be introduced to im-
prove the performance of these techniques in prioritizing the requirements in the
context of scalability issues. To answer this question, each identified technique was
analyzed in terms of the limitations that have been reported in the selected studies.
The outcome of this analysis is presented in Table 5.4, in which the limitations of
each identified technique are revealed, which can be explained as follows:

Requirements Interdependencies: As can be observed from Table 5.4,
most of the existing techniques ignore the dependencies among the requirements dur-
ing the prioritization process. Requirements dependency refers to the fact that the
requirements are dependent on each other. This is an important attribute that de-
termines the reliability of the preferred requirements. Interdependent requirements
can ultimately be combined as equal which means that without one implementa-
tion others cannot be implemented. Thus, prioritizing these requirements without
considering their dependencies can negatively affect the accuracy of the final pri-
oritization results. Nonetheless, this attribute is rarely considered by the authors
of requirement prioritization studies. Out of 23 identified techniques, only Drank
technique [22] considered the dependencies among the requirements during the pri-
oritization process by applying weighted PageRank. The evaluation results of this
technique revealed the consideration of the requirements interdependencies assists
to improve the accuracy of results improvement. However, this technique has the
limitation of being heavily relied on the involvement of the expertise to perform the
RP process [22].

Rank update: Rank update is another limitation considered in the existing
technique. This is defined as the ability of the technique to automatically update
the prioritization rank of the requirements at any time when adding or removing
requirements from the list. This situation is related to the continued evolution of
requirements. Out of 23 identified techniques, 2 techniques are only considered the
rank update criteria: ReproTizer [29], SAFFRON [33]. Although these techniques
are useful in terms of dealing with the rank update, these techniques ignore the re-
quirements interdependencies and their RP process heavily relies on the need of the
involvement of professional expertise. The rank update is an essential aspect to be
addressed in RP as the decision-making and selection process cannot survive without
repetition and the requirements of the most existing industrial projects keep chang-
ing. Therefore, an excellent and reliable prioritization technique is recommended to
support the rank updates.

Heavily relying on the professional intervention: In the majority of
the present techniques, heavily relying on the professional intervention is also seen
as a constraint. To conduct the prioritization process, most of the techniques re-
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quire the heavy involvement of experienced experts, such Drank[22], hierarchical
AHP[12],PGAHP[26], Phandler [9], Stakerare[31]. For this reason, understanding
the requirements for the implementation of the methodology can be a complex prob-
lem with a lack of expertise. Also, the involvement of professional experts increases
the probability of fault results due to the potential of bias induced by the judg-
ment of the expertise which may affect the quality of the prioritization results [9],
[15]. When assessing the relative impact levels of stakeholders participating in the
requirement prioritization process or classifying requirements, expert bias might be
detected, which may be affecting the validity of the technique in producing an ac-
curate prioritization results [9], [15]. Although expert human assistance in domain
knowledge and abilities may be critical in disclosing the prioritizing outcomes, hu-
man involvement in the prioritization process that is either unavailable or incorrect
may skew the prioritization results [31].

Error proneness and the sensitivity to the judgemental errors:
Error proneness and the sensitivity to the judgemental errors in terms of produc-
ing accurate ranked list of requirement is another major limitation in the identified
techniques. Error proneness and sensitivity to the error of judgement of the RP
technique is related to the ability of the technique in producing accurate results
that reflect actual prioritization results. The inability of producing an accurate pri-
oritization results can be related to producing a lot of judgemental errors owing to
the inability of catering the consistency. Techniques that embedded AHP in their
prioritization processes like Hierarchy AHP, minimal spanning tree, and SAHP have
an issue of producing unreliable accuracy results. For instance, Hierarchy AHP
has succeeded in minimizing the number of comparisons by reducing the number of
redundant comparisons. However, ignoring the redundancy of the pair-wise com-
parisons induce an inability to address consistency and raises the sensitivity to the
judgemental errors as the existence of redundancy of the pairwise comparisons al-
lows a consistency check where judgement errors can be revealed [14]. Similarly, the
SAHP and minimal spanning tree are sensitive to judgment error, which produces
inconsistent results and has weak fault tolerance [34]. Besides that, most of existing
RP techniques have a complex methodology for prioritizing large set of requirements,
and most of the existing are heavily relied on the professional expertise in doing the
complex prioritization process, which induce to the threats that are linked to human
biases and the validity of the technique in case there is a lack of expertise, which
induce inability of technique in producing an accurate results.

Table 5.4: Analysis of the existing limitations of each identified selected studies.

Name of the Tech-
niques Limitations

A semi-automatic
technique [7]

To be able to identify prioritization criteria from multiple
available data sources using NLP and do not cater rank
updates. The lack of RE repositories for training AI al-
gorithms. The automatic association of newly identified
requirements to the existing ones from the feature model.
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Table 5.4: Analysis of the existing limitations of each identified selected studies
(continued).

Name of the Tech-
niques Limitations

A generic framework
[18]

Method is not evaluated yet and needs to be tested in the
real environment settings, and ignores the requirements
interdependencies.

B-Tree [20] Need to be tested and validated in the collaborating en-
vironment settings, and does not cater to rank updates.

Case-Based Ranking
[21]

It has the lack of ability to support the coordination with
the stakeholders through negotiations.

Drank [22] It requires the involvement of professional intervention for
the RP process.

GOASREP [23] Ignoring the dependencies among the requirements.

Hierarchy AHP [12] Sensitive to the error of judgement and ignore the require-
ment interdependencies.

Hierarchical cumula-
tive voting [24]

HCV does not consider the requirements dependency and
does not cater to the rank updates.

K-Means and Evolu-
tionary Technique [19]

Ignoring the dependencies among the requirements. Ig-
noring the ability of rank updates.

Minimal spanning tree
[12]

It is sensitive to the error of judgement as all redundancies
are eliminated.

Multiple perspective
prioritization [25]

Does not consider requirement interdependencies and
rank updates as well.

NAcAHP [5] Does not consider requirement interdependencies.

PG [27]
It is ignoring the interdependencies among the require-
ments, does not reveal the priority value of each require-
ment, and does not cater to rank updates.

PGAHP [26] The requirement prioritization process is dependent on
the expert’s involvement.

Phandler [9]
Require heavy involvement of highly professional business
analysts and does not even consider the requirements in-
terdependencies, does not consider rank updates.

Pirogov [28] Error prone and does not return perfect precision or recall
in the results.

ReproTizer [29] It is ignoring requirements interdependencies.

ReDCCahp [30] Does not fulfill the requirement interdependencies and ig-
nores rank updates.

SAHP [34] It is complex and time-consuming and sensitive to judge-
mental errors. do not consider rank updates.

SAFFRON [33] It depends on expert participation and does not consider
the interdependencies among the requirements.
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Table 5.4: Analysis of the existing limitations of each identified selected studies
(continued.

Name of the Tech-
niques Limitations

SNIPR [32] Implementing the RP process requires extensive profes-
sional intervention.

SRPTackle [6]
It does not consider the requirements inter-dependencies
while handling the large set of requirements, does not
cater to rank updates.

Stakerare [31]
It does not consider requirement interdependencies, it
heavily relies on the involvement of the professional ex-
perts, and does not cater to rank updates.
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6
Threats to validity

Systematic literature review studies are often confronted with four types
of validity threats (i.e., construct validity, conclusion validity, external validity and
internal validity) [15].

Construct validity: One potential threat to the construct validity is con-
cerning to completeness. We applied the established protocol with a rigorous review
search technique. However, we cannot guarantee that we successfully captured all
the related research studies as we just considered four digital libraries in the con-
ducted searching strategy. Thus, there is no certainty that all relevant studies are
included in this review. Furthermore, relevant materials written in languages other
than English were not included, which means that essential or relevant studies may
have been overlooked.

Conclusion validity: Another potential threat of this study is conclusion
validity which refers to the bias in the selection of the final selected studies in this
SLR. To minimize this threat, the study selection procedure was followed to the
letter to ensure that each study included was relevant. To collect data from the se-
lected primary studies, the data were also critically extracted and then qualitatively
and quantitatively synthesized. In addition, a set of specific quality assessment cri-
teria was used to avoid imprecise inclusion. However, we cannot ensure that the
established inclusion and exclusion criteria, quality assessment criteria, and data
synthesis are sufficient to prevent bias in the selection and synthesis of this review’s
relevant research.

External validity: Factors that impede the ability to generalize SLR find-
ings outside the study boundaries is formed as a challenges to external validity.
Non-English studies and grey studies were omitted, as stated in the indicated study
selection process. The risks in this section determine if the final selected studies of
this review are capable of constituting all forms of review studies in the RP realm.
With the implementation of our designed review procedure, we could identified a
typical group of studies that can reflect the domain knowledge from previous studies
and come up with a comprehensive source of information for practitioners and re-
searchers in the RP realm. Nevertheless, from an academic standpoint, our findings
in this SLR are more concerning in the RP field that are from the online publication
research sources than in industrial situations.

Internal validity: Another potential threat of this study is internal validity.
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6. Threats to validity

To measure the performance of the exiting RP techniques in terms of scalability
issue, this research only considered the RP studies that concerned on prioritizing the
large set of requirements. There are some studies that are purposefully only used
prioritization on small set of requirements due to limited resources such as there
were not many case studies accessible at the time. Consequently, It’s possible that
their real performance on large projects wasn’t adequately assessed. To minimize
this issue we considered various kinds of publications: published journal papers,
conference papers, workshops, and book chapter, and IEEE Bulletins.
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7
Conclusion

7.1 Discussion
This systematic literature review provides a comprehensive investigation of

the scalability issues in the area of requirement prioritization. Specifically, this SLR
was conducted to critically analyze the reasons that lead the existing techniques to
be not able to work with a large set of requirements by identifying and analyzing
the factors that cause this problem and to what extent the existing techniques have
catered these identified factors and addressed the scalability issue along with reveal-
ing the limitations of the identified techniques in solving the scalability issue and
recommending future recommendations.

In RQ1, we revealed the factors that cause the scalability issue in the pri-
oritization process, along with their descriptions and citations for existing studies
that reported each factor. Four factors are revealed from the analysis of the final
primary studies: number of comparisons, time, human efforts required, and scarcity
of automation in conducting the prioritization process.

Furthermore, the results of RQ2 presented a detailed analysis of the identified
factors to reveal the impact of each factor towards inducing the scalability issue and
measure the significant degree of the listed factors in raising the scalability issue in
the RP process. The significant degree was measured by the usage frequency for
each listed factor from the primary research studies. We found that the number of
comparisons is the most significant factor that can lead to the inability to deal with
large-scale requirements in prioritization, with a percentage of 48%.

In RQ3 and RQ4 of this SLR, we also revealed the existing techniques that
have been proposed to handle the scalability issue, along with analyzing these iden-
tified techniques distinctly in terms of their software development usage contexts,
revealing features used by each identified technique in solving the scalability issue
and their usage consequences. 23 techniques have been identified that have been
proposed with the aim of addressing the scalability issue. We noticed that the iden-
tified RP techniques have been applied or used in 12 usage contexts. SRP context
was revealed as the highest usage context in being applied by existing techniques
with the percentage of 33% as nowadays most of software development organiza-
tions follow the SRP as a context for handling the large scale of data on the basis
of release planning. The features used by the identified techniques and their us-
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age consequences were revealed, and new categorization of the identified technique
was introduced in terms of their features used: Machine learning based techniques
(techniques that adapt any machine learning and AI algorithms), and combination
of the existing based techniques (techniques that adapt combination of the existing
methods for prioritizing large set of requirements).

Concerning the results of the RQ5, a detailed analysis was conducted for each
identified technique in terms of being evaluated or not, the evaluation environment
setting, revealing the causative factors being considered in addressing the scalability
issue which is formatted. It can be observed that out of 23 identified techniques,
22 were evaluated, which refers to 96% percent, and only one technique was not
evaluated as it was introduced in the form of a generic framework. Among the 22
evaluated techniques, 17 were evaluated using experiment study, and the rest (5
techniques) were evaluated using the case study field. In addition, we found that
most of the identified techniques were evaluated within the industrial settings with
a percentage of 82%, which reflects the serious intention of researchers towards ad-
dressing the scalability issue in real practices. Moreover, the ratio of considering
each identified causative factor in the evaluation of the identified techniques was
revealed in this SLR. Out of 22 evaluated techniques, the number of comparisons
factor has been considered in the evaluation of 13, which were associated with the
highest rank of considered factors in the evaluation of the identified techniques with
respect to addressing the scalability issue. Moreover, we found that only one tech-
nique (SRPTackle) considered all four factors (human efforts required, time, number
of comparisons, scarcity of the automation) during its performance evaluation. This
finding reveals that most of the identified methods do not adequately consider the
identified four causative factors in their evaluation performance and mostly cover up
to two factors. Therefore, a comprehensive assessment of the performance of these
techniques requires considering the four causative factors to ensure their ability to
address scalability issues effectively.

Through the identified limitations in RQ6, we can get a better understanding
of the potential improvement that can be introduced to improve the performance
of these techniques in prioritizing large set requirements in the context of scala-
bility issues. As can be observed that four significant limitations were identified,
e.g., ignoring the requirements dependencies, error-prone and sensitivity to judge-
mental errors, rank update, heavily relying on professional intervention and most of
the existing techniques ignore the dependencies among the requirements during the
prioritization process. Thus, we call for new research to propose a new technique
that can scale well with large requirements along with the ability to address these
identified challenges and consider the four causative factors during the evaluation
performance.

7.2 Future Recommendations
On the basis of the conducted analysis of the limitation of the existing RP tech-

niques that have been proposed to address the scalability, these techniques still have
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some major limitations. Ignoring the requirements dependencies, error-prone and
sensitivity to judgemental errors, rank update, and heavily relying on professional
intervention are the common limitations of the existing RP techniques as identified
in Table 5.4 and further described in the RQ6. Hence, some significant opportuni-
ties are addressed below for future research on improving the existing RP techniques.

Catering the requirements dependencies among the requirements during the
prioritization process. Requirement interdependencies are considered as an impor-
tant attribute that determines the reliability of the requirements. Interdependent
requirements can ultimately be considered before ranking the requirement. For in-
stance, a dependency value for each individual requirement with others should be
calculated with the involvement of the system development team, who can assist in
revealing the dependencies among the requirements; then, the prioritization process
should be conducted with considering the obtained dependency value of each re-
quirement. Considering the requirements dependencies in the RP process will assist
the accuracy of the final prioritization results.

Rank Update refers to the ability of the technique to automatically update
the prioritization rank of the requirements at any time when adding or removing re-
quirements from the list. From this research, it can be noticed that the rank update
is an essential aspect to be addressed in prioritizing the large set of requirements to
make the decision and selection process reliable as the requirements of most existing
industrial projects keep changing. Automating the process and using collaborative
filtering approaches can assist in automating the ranking process when updating the
priority list after prompting new requirements that arise in large-scale projects.

As it has been observed that most of the techniques have limitations of
rank update, error-prone and the sensitivity to judgemental errors, and require the
heavy involvement of experienced experts. This can be addressed by automating
the prioritization process by employing scalable and rigorous AI techniques with big
data-related algorithms that can deal with large amounts of data. Such a solution
can assist in reducing the number of the comparisons needed without being error-
prone and the sensitivity to judgemental errors, and reducing heavy reliance on
professional intervention in the prioritization process, specifically in assigning the
priority value for each requirement, which can also reduce the judgemental errors
that raised by the potential bias induced by the judgment of the expertise.

7.3 Conclusion
This thesis paper is gives a wide insightful review of the scalability issue in

the terms of requirement prioritization domain by identifying the causative factors
and how their cause in the scalability in RP, the existing techniques that have been
proposed to handle the scalability issue, the features used by the techniques in solv-
ing the scalability issue and revealing their usage consequences and the revealed the
challenges of the RP techniques which introduce to address the scalability issue.
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In this thesis, the author designed a review protocol that was based on the
guidelines of SLR proposed by Kitchenham [17]. The research questions of this SLR
were formulated on the basis of the stated objective. In this SLR authors collect
the potential related existing works in two stages. Initially, 258 potential related
studies have been compiled, then after rigorous selection procedure, 22 studies have
been finally selected as the primary studies.

The results of the study revealed four factors that raise the scalability issue
in the prioritisation process : number of comparisons, time, human efforts required
and scarcity of the automation. Analysis of these identified causative factors have
been conducted to reveal how the identified factors induce the scalability issue in
prioritizing the large scale requirements. Twenty-three techniques that proposed to
handle the scalability issue have been identified and analysed in terms of their soft-
ware development usage contexts, features used by the each technique in solving the
scalability issue and revealing their usage consequences, and the evaluation extent
of identified RP techniques in addressing the identified causative factors, and limita-
tions. The findings revealed that these techniques still face certain major limitations
with respect to ignore the requirement dependencies, error-prone and the sensitivity
to the judgemental errors, rank update, involvement of experienced experts.

To conclude, these SLR challenges are revealed from the existing techniques
named requirement dependencies, error-prone, judgmental error, rank update and
involvement of experienced expert. There is a solid ought to receive the distinguished
current qualities and address their inborn confinements. Hence, the current work
presents a little jump forward that can serve as guidelines for future advancement
of RP techniques.
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