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Abstract
Photolyases are flavoproteins widely spread in bacteria, archea, fungi,
plants and animals. These enzymes absorb blue light and use it as an
energy source for repairing damages that are induced on DNA after a pro-
longed exposure to UV-light. The mechanism of DNA repair in photolyases
requires a first step of photo-excitation known as photoactivation. During
this process, the chromophore uptakes an electron from a close trypto-
phan. This event triggers an electron transfer along a chain of tryptophans
and results into the reduction of the chromophore to its catalytic form.

This thesis is focusing on unravelling the structural changes associ-
ated with photoactivation in a photolyase from Drosophila Melanogaster.
We employed time-resolved serial crystallography as the main technique
of investigation. In the three papers, we present the crystallography tech-
niques and conditions that were used for time-resolved experiments in
synchrotron and in x-ray free electron laser facilities (XFEL). At first,
we solved the structure of the protein in its resting state and then we
characterized the structural changes that occur after light activation. We
recorded data at different time delays from illumination ranging from ps
to ms. The findings show structural changes around the chromophore and
the tryptophans involved in the electron transfer.

These results contribute to the understanding of the structural adap-
tation of photolyase during the first electron transfer process. However,
further studies are needed to structurally characterized the second step of
photoactivation and the process of DNA-repair.
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Chapter 1

Introduction

In Chapter 1, I report a summary of cryptochrome and photolyase family
(CPF) with a focus on photolyases. Here, I am presenting the classifica-
tion, structure, and function of photolyases.

1.1 UV damages of DNA

Sunlight governs many aspects of plants and animal physiology. In plants
light controls processes such as seed development, de-etiolation [1] and
flowering [2]. In animals, it is important for vision, thermoregulation and
activation of vitamin D [3]. Nevertheless, the ultraviolet (UV) content in
sunlight can be deleterious and its negative effect is intensifying with the
reduction of the UV-filtering ozone layer [4].

UV-light is an electromagnetic radiation with wavelength from 100
to 400 nm. Macromolecules such as proteins and polinucleotides can ab-
sorb UV-light and are susceptible to UV-dependent photo-oxidation which
results in a genotoxic and cytotoxic effects in living organisms. [5, 6].

In DNA, UV-B and UV-C light induces different types of damages or
lesions: either a breakage of the DNA strand or the formation of cova-
lent bonds between adjacent pyrimidines such as cyclobutane pyrimidine
dimer (CPD) and (6-4) pyrimidine-pyrimidone photoproduct (6-4 PP)
(Fig.1.1). Among the possible UV-induced lesions, CPDs are the major
photo-adducts accounting for 75% of the UV-induced DNA lesions [7,8].
The remnant 25 % is represented by 6-4 PPs. 6-4 PPs are generated after
isomerization of an oxetane/azetidine intermediate and can be converted
into their Dewar valence isomer forms by exposure with 320nm UV-B
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Chapter 1. Introduction

light [9,10]. Both CPD and 6-4 PP twist the DNA helix by introducing a
kink of 9◦ and 44◦ respectively [11]. Therefore, CPD and 6-4 PPs can in-
terfere with DNA replication and transcription [12,13]. Although 6-4 PPs
are the least abundant lesions, they are more mutagenic than CPDs [14].

Figure 1.1: Schematic representation of CPD and 6-4 PP lesions in DNA. The
structures of the CPD thymine-tymine, the (6-4)thymine thymine photoadduct
and its Dewar isomer are reported. The structures were adapted from [15].

1.1.1 Repair of CPD and 6-4 PP lesions

Throughout evolution, organisms have developed different strategies to
fix the CPD and 6-4 PP damages and preserve genome integrity. These
strategies can be: photoreduction [16], nucleotide excision repair (NER)
and DNA mismatch repair (MMR) [17].

The DNA repair by photoreduction is a light-dependent reversal of
either a CPD or a 6-4 PP lesion by enzymes known as photolyases (Fig.

2

1.1. UV damages of DNA

1.2). The function of photolyases is not exclusively dependent on light
and they can also exhibit a "dark" activity. In absence of light, photolyase
recruits NER proteins into the damaged site that is then restored in a
NER-dependent way [18, 19]. NER and MMR mechanisms require the
assembling of many proteins that participate in the DNA lesion recognition
and ATP-dependent repair. So DNA repair by photoreduction seems to
be much more effective and efficient.

Figure 1.2: D.m(6-4)PL and its interaction with a (6-4)TC (thymine-cytosine)
lesion in a dsDNA (PDB ID: 2WB2).

Here is a short introduction of NER and MMR mechanisms. NER
proteins can detect both CPD and 6-4 PPs in a double stranded DNA
(dsDNA) and repair them in four steps. At first, an helicase opens the
dsDNA at the lesion site, then a nuclease cuts the DNA at the lesion 3’
and 5’. Afterwards, a DNA polimerase re-synthesises the DNA that is then
ligated by a DNA ligase [20] (Fig. 1.3).

The process of DNA lesion recognition is not always successful. Some-
times, the lesions are overlooked and bypassed during DNA replication
by the intervention of DNA polymerase IV and V in E.coli and Pol η
and ζ in eukaryotes. However, this so-called translesion DNA synthesis
is error-prone and increases the chances of mutagenesis by introducing
an incorrect nucleotide at the lesion site [21–23]. The resulting mismatch
can be resolved via activation of MMR during DNA-replication. In E.coli,
the mismatch correction begins with a cleavage in the proximity of the
lesion, followed by the unwinding of the DNA towards the lesion and the
stabilization of the single stranded DNA (ssDNA). Exonucleases cleave

3
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Chapter 1. Introduction

the ssDNA moving from the nicked site towards the DNA damage and
the DNA strand is then re-synthesised and ligated [17] (Fig. 1.3).

Figure 1.3: Basic action mechanism of nucleotide excision repair (NER) and
DNA mismatch repair (MMR) in cartoon.

1.2 Photolyase/cryptochrome family

Photolyases (PL) are flavoproteins belonging to the Photolyase and Cryp-
tochrome family (CPF). Generally, PLs are classified according to their
ability to repair either CPD lesions or (6-4) PP lesions. PLs that repair
CPD lesions are called CPD photolyases (CPD-PL), whereas PLs that
repair (6-4) PP lesions are called (6-4)pyrimidine-pyrimidone photolyases
((6-4)PL).

4

1.2. Photolyase/cryptochrome family

CPD-PLs can be further subdivided in three different classes according
to their homology in the sequences: class I (mainly in microorganisms),
class II (mainly in eukaryotes), class III (related to plant cryptochrome)
[24]. Despite the conserved protein structure and function within the three
classes, their sequences widely differ and are only 20% identical [25].

(6-4)PLs have been isolated both in eukaryotes and prokaryotes. In
some instances, they are co-expressed with CPD-PLs (in A. thaliana,
D. melanogaster, X. laevis [26] and X. maculatus and X. couchianus [27])
whereas in B. subtilis and H. influenzae neither of them is present [28].

CPF includes also cryptochromes (CRY). Animal cryptochromes are
closely related to (6-4)PL as suggested by their sequence homology (40-
60%) [25]. They can be further divided in type I (insect CRY), type II
(mammals CRY) and type IV (birds, amphibians, reptiles CRY). Type I
and II CRYs are regulators of the circadian clock in a light-dependent and
light-independent fashion respectively, whereas type IV CRYs are still not
well characterized [29]. Plant cryptochromes are closely related to CPD-I.
They are purely photoreceptors and they partake in the circadian clock
like their animal counterparts [30].

Recently a new subclade of PLs has been identified and named CRY-
DASH (Cryptochrome-Drosophila, Arabidopsis, Synechocystis, Human)
[31]. The CRY-DASH members are classified as photolyases that can
photo-revert a CPD or a 6-4PP lesion in ssDNA [32, 33]. However, in
the past years new studies revealed that some CRY-DASH members act
as blue light photoreceptors. [34, 35]. For these reasons, the CRY-DASH
subclade can be considered the evolutionary link between photolyases and
cryptochromes [34].

This classification of CPF proteins according to their functions (Fig.
1.4 ) is rather limiting. Indeed, some CPF proteins can repair both type of
lesions, others are able to both repair DNA and regulate the transcription
of genes [36, 37].
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Figure 1.4: Functional classification of the CPF protein family.

1.2.1 Structural organization of CPF proteins

The CPF proteins share a conserved region called PHR or photolyase ho-
mology region. The PHR consists of a N-terminal α/β domain and a
C-terminal α domain that are interconnecting to each other through a
loop (Fig. 1.5). Furthermore, in animal and plant cryptochromes PHRs
are extended at the C-terminal with a highly variable tail ranging from
30 to 300 residues [38]. The tail interaction with the PHR controls cryp-
tochromes subcellular localization and maintains them in an auto-inhibited
form [39].
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Figure 1.5: Examples of CPF members. In A, E.coliCPD (PDB:1DPN) [40], in
B A.thalian(6-4)PL (PDB ID:3FY4) [41], in C, D.mCRY (PDB ID: 4GU5) [42]
are displayed. The α/β domain and the C-terminal α domain are represented
in blue and red respectively. The CCE (cryptochrome C-terminal extension) in
D.mCRY is in orange. FAD are shown in yellow.

The α domain harbours the catalytic chromophore, Flavin adenine
dinucleotide (FAD), in a conserved binding pocket. The FAD, as well as
the antenna cofactor in the α/β domain, is non-covalently bound to the
protein and is retained in its binding pocket by a series of hydrogen bonds
and hydrophobic interactions (Fig. 1.6). In the PLs proteins, FAD bends in
a U-shaped conformation allowing its isoalloxazine group to be in proximity
to its adenine moiety. This specific geometry of the chromophore eases
the DNA repair as the reduction of the lesion occurs via electron transfer
through the adenine [43]. In both CPD-PLs and (6-4)PLs, the adenine
moiety of the FAD is in direct contact with the substrate and in (6-4)PLs
it also establishes a hydrogen with the conserved H365 that is involved
in the repair of DNA [44]. The substrate binding is not only mediated by
the FAD but also by the residues around the binding pocket of the FAD
and the residues defining the DNA entry access to the catalytic site [45].

There are other conserved features that can be found in the α domain
and are connected with the photoactivation process (or reduction of the
chromophore) that occurs in PLs: the asparagine near the FAD N5 (N378
in E.coli ; N386 in A. nidulans; N403 in Dm(6-4)PLs), a salt bridge be-
tween an asparagine and an aspartate underneath the FAD isoalloxazine
ring (R368-D397 in D.m(6-4)PL and R344-D372 in E.coli CPD-PL) [46]
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and a conserved triad/tetrad of tryptophan-chain that extends from the
protein core to the protein surface.

The α/β domain adopts a Rossmann-like fold with five β sheets and
five α helices which can harbour an antenna chromophore. Five differ-
ent antenna cofactors have been identified: 5,10-methenyltetrahydrofolte
(MTHF) [34, 47, 48], FAD [49], 8-hydroxydeazaflavin (8-HDF) [50–53],
Flavin mononucleotide (FMN) [54] and 6,7-dimethyl-8-ribityllumazine
(DLZ) [55].

In MTHF-containing photolyases, the MTHF cofactor is allocated in
the cleft between N-terminal α/β domain and the C-terminal α domain,
whereas the other antenna cofactors are found buried in the C-terminal α
domain. Structural comparison between the apoenzyme and holoenzyme
of 8-HDF photolyases suggests that small rearrangements of a nearby loop
(the antenna loop) are important to assure the retention of 8-HDF within
the binding site [51,52].

These antenna cofactors do not take part in the catalytic reaction but
upon light activation, the antenna cofactor transfers energy to the FAD
in the α domain and increases 10-100 times the rate of DNA repair [26].
The efficiency of energy transfer depends on the distance and orientation
between the antenna chromophore and the FAD and varies among pho-
tolyases. For instance, it is around 70 % in E.coli CPD-PL and 100 % in
A.nidulans CPD-PL [26].
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Figure 1.6: FAD and its interaction with the surrounding residues in D.m(6-
4)PL. The image was produced with PDBsum and entry 7AYV (Paper I).
Hydrogen bonds are represented by dashed lines and hydrophobic contacts are
represented by arches.

1.2.2 FAD photoactivation and DNA lesion photoreduc-
tion

The light response of CPF proteins can be divided into two steps. The
first is common between cryptochromes and PLs and consists of the reduc-
tion of the flavin chromophore (photoactivation). The second step differs
between them. In PLs, it consists of the repair of DNA lesions (photore-
ductions), whereas in cryptochromes it consists in the regulation of the
circadian clock (not discussed in this thesis) [56].
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FAD Photoactivation

The photoactivation reaction implies a light-triggered electron transfer to-
wards the main chromophore (FAD) and subsequent formation of radical
intermediates. The generation of the FAD in a specific redox state is a pre-
requisite for CPF members in order to repair DNA or activate a signalling
cascade. The final and active state at which the FAD can complete its
function could be either the fully reduced state (FADH−) or semireduced
state (FAD−) depending on the CPF members under examination [26,57].

Generally speaking, FAD can be found in different redox states: fully
oxidized (FADox), semireduced (FAD− or FADH.) or fully reduced (FADH−

or FADH2). Each state possesses distinctive spectroscopic characteristics:
FADox has 3 peaks in the blue region, FAD− has higher absorption in
near UV region, FADH. can be identified due to its absorbance between
500-650 nm and the fully reduced doesn’t absorb in the visible light re-
gion [24].

The study of the electron transfer is a complex and challenging task.
In PLs, the first electron transfer pathway was identified in E.coli CPD-
PL and it involves a triad of conserved tryptophans that is extended to
a tetrad in animal (6-4)PLs and animal cryptochromes [58,59]. However,
during the past years, different electron transfer pathways involving intrin-
sic electron donors have been reported in many CPF proteins [48,60–64].

The photoactivation process has been studied with time-resolved spec-
troscopy and up to date, E.coli CPD-PL photoactivation has been char-
acterized the most. In E.coli CPD-PL (Fig. 1.8), one electron pathway
involves a tryptophans triad: W382 (W1), W359 (W2) and W306 (W3).
This chain of tryptophans extends from the FAD’s pocket towards the
surface. Upon light exposure, the FAD is excited by light and extracts
one electron from the nearby W382 thus generating the first radical pair
FAD.−-W1H.+ in 0.4-0.8ps. The electron transfer proceeds along the chain
and leads to the formation of the FAD.−-W2H.+ in 70 ps and finally the
FAD.−-W3H.+ in 150ps. Afterwards, FAD.− gets protonated to FADH.

and W3H.+ releases a proton to the solvent and later gets reduced by
an external reductant. The reaction continues with the photoexcitation of
FADH.. This generates the FADH−-W1H.+ radical pair in 30 ps followed
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by FADH−-W2H.+ in less than 4ps. In about 200 ps, the FADH−-W3H.+

is stabilized by deprotonation of W3H.+ [65–67].
In (6-4)PLs, a recent transient absorption spectroscopy study on X.laevis(6-

4)PL reveals that the FAD.−-W3H.+ pair forms in less than 20 ns, whereas
the FAD.−-W4H.+ pair generates in 2.5 µs. Afterwards the FAD.− gets
protonated to FADH. in 200 ms and W4H.+ gets reduced back to W4

[58](Fig. 1.7).
The final FAD redox state seems to be highly dependent on the chem-

ical nature of the residue facing the FAD-N5 atom. In many CPD-I and
-II PLs, (6-4)PL and CRY-DASH, the proximal residue to the FAD is an
asparagine. In D.m-like cryptochromes, this residue is a cysteine whereas
in plant cryptochrome it is an aspartate. In the majority of the PLs, the
asparagine stabilizes the FADH. by orienting its carbonyl group towards
the protonated N5 [68]. In plant cryptochrome, the FAD can be reduced
both to FADH. and FADH− as in the previous case but the aspartate can
act as a proton shuttle [69]. In insect-like cryptocromes, the presence of
a cysteine hinders the formation of FADH. and FADH−, favouring the
stabilization of the FAD in the anionic radical state, FAD− [70].

Figure 1.7: Photoactivation scheme of FADox in X.laevis(6-4)PL [58].
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DNA lesions photoreduction

For the photorepair of CPD and 6-4 PPs to happen, firstly the lesion
needs to be recognized and bound in a light independent way. Secondly,
the photoexcited FADH− needs to funnel an electron into the lesion (Fig.
1.8) [26,71].

The repair mechanism for CPD-PLs has been extensively studied and
elucidated, whereas it is still a matter of research for (6-4)PLs.

In CPD-PL, the excited FADH− donates an electron to the CPD le-
sion through the adenine moiety in 250 ps and in 90 ps the dimer splits
into its original pyrimidine-pyrimidine conformation. Afterwards, FADH−

is regenerated by back electron transfer from the lesion and the DNA
is released from the catalytic site. The entire process is highly efficient
reaching a quantum yield of 0.8-0.9 [72,73].

For (6-4)PL, the repair mechanism is more complex and requires not
only a breakage of a covalent bond like in CPD-PLs but also a transfer
of either a -OH or -NH2 group. Although many mechanisms have been
proposed [71], the most recent one suggests a two photon mechanism
with the formation of an unknown intermediate. According to the latter,
the electron transfer to the lesion occurs in 225 ps, an intermediate forms
in around 40µs and the complete restoration of the pyrimidines happens
in around 200 ns [74].
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Figure 1.8: Simplified scheme of the photoactivation and photoreduction mech-
anism in a CPD-PL. In the left panel, the photoexcitation of FADox results in
the formation of several radical pairs involving FAD.− and radical tryptophanyls
(W1, W2, W3). Once the last radical pair FAD−-W3H.+ forms, FAD.− gets
protonated to FADH.. The process continues with the formation of radical pairs
involving FADH. and the conserved tryptophans until full reduction of FADH.

to FADH−. After the generation of FADH−, the photoreduction occurs. This
process includes the splitting of the pyrimidine-pyrimidine (Pyr-Pyr)dimer and
the transient generation of FADH. which returned to FADH− by back electron
transfer from the lesion. After the repair, the DNA is released from the catalytic
site.

1.3 Scope of the thesis

The structure of D.m(6-4)photolyase in its resting state was already pub-
lished in 2008 [75]. However, the light-induced intermediate states were
not structurally characterized. The aim of the thesis is to study these
structural rearrangements upon photo-excitation by serial femtosecond x-
ray crystallography (SFX) and serial synchrotron crystallography (SSX).

The thesis is structured in four chapters:
Chapter I: Introduction. An introduction to the cryptochrome and

photolyase family.
Chapter II: Sample preparation for x-ray crystallography. A sum-

mary of the biochemical methods used in the thesis.
Chapter III: X-ray diffraction, SFX and SSX. A description of the

main methods to analyze and interpret the data.
Chapter IV: The early and late events in D.m(6-4)photolyase

photoresponse. I summarized the main findings that were discussed in
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Chapter 2

Sample preparation for
x-ray crystallography

This thesis is focused on structural studies of D.m(6-4) PL by using serial
x-ray crystallography. In Chapter 2, I will list and shortly describe what
techniques have been employed to express, purify and finally crystallize
the protein in order to perform such studies.

2.1 Protein expression

Generally, the protein of interest can be isolated by either its native source
or by expression of a recombinant DNA in a suitable host. In this project,
we used three different vectors for the expression of D.m(6-4) photolyase
in E.coli.

The first plasmid (construct 1) was a gift from Munich University.
The gene encoding for a truncated version of the protein was amplified
from a cDNA library. It was cloned first in a pDONR201 and then into
pDEST007 plasmid through a two step-Gateway reaction in a way that
Strep-Tag II was in the N-terminal of the protein [75]. We transformed
Rosetta(DE3)pLysS cells with the plasmid, grew them at 37 ◦C in a mod-
ified TB supplemented with 100 µg/mL carbenicillin and 34 µg/mL chlo-
ramphenicol until O.D was in the range 1-1.2 and then induced with 200
ng/mL anhydrotetracycline (ATC) at 16◦C. After lysing the cells with
Emulsiflex-C3, the debris was spun down and the supernatant was loaded
first in a StrepTrapHP column, then HiTrap Heparin HP column and fi-
nally into a size exclusion (SEC) column [75]. Every step was performed
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the manuscripts.
The thesis is based on three papers:
Paper I (published). We reported optimized crystallization condi-

tions for both macrocrystals and microcrystals of D.m(6-4)photolyase.
We proved that microcrystal can be used for time-resolved serial x-ray
crystallography (SX) experiments.

Paper II (manuscript). We described the local structural rearrange-
ment in the first ps of photoactivation in D.m(6-4)photolyase.

Paper III (published). We investigated the late events in the pho-
toactivation process and described how these observed structural changes
could stabilize the charge separation that occurs during the photoactiva-
tion reaction in D.mphotolyase.
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in a cold room and under red safe light. The protein yield was significantly
low and around 0.07 mg/Litre of culture. We proceeded with performing
an expression test, varying the temperature of induction, O.D (optical
density) of induction and concentration of antibiotics. From the western
blot results, the best condition was achieved by reducing the antibiotics
concentration in half and inducing at O.D 1 at 18 ◦C. Through these mi-
nor changes, we could achieve a yield of around 0.3 mg/Litre of culture.
These conditions were used in Paper I.

The protein yield was still a limiting factor for the upscale produc-
tion of crystals so we designed and ordered two new constructs with a
codon optimized gene. They are both pET21d+ plasmids where the His-
tag was cut off by introducing a stop codon. In one case (construct 2)(Fig.
2.1), a Strep-TagII was introduced and in the other no tag was inserted
(construct 3). Both plasmids were transformed in E.coli BL21(DE3). The
purification was done in a similar way as described above with the exclu-
sion of the StrepTrapHP affinity column step for construct 3. Expression
tests were carried out using different media, concentration of Isopropyl β
d-1-thiogalactopyranoside (IPTG), different O.D and temperature of in-
duction. Construct 3 provided us with higher amount of protein compared
with construct 2 and 1. The cells were grown in a Studier-like medium
with 50 µg/mL carbenicillin for 2-3h at 37 ◦C and moved to 20 ◦C for
10-12 hours. The final protein yield from construct 3 was 3mg/Litre of
culture.

Figure 2.1: Construct 2 (A) and construct 3 (B) structure.

16

2.2. Crystallization

2.2 Crystallization

X-ray crystallography has been an extremely useful tool for determining
the 3-D structure of small molecules or in our case macromolecules. One
of the prerequisites for x-ray crystallography is the availability of homoge-
neous and highly diffracting crystals.

Protein crystals are assemblies of ordered macromolecules held to-
gether by non-covalent interactions [76]. Within the crystals, we can iden-
tify unit cells which correspond to the combination of the crystal lattice
and motifs (e.g atoms, molecules etc.). The unit cells can be seen as the
crystals building blocks and their translation generates the crystals per se.
The unit cells and their content can be described by a space group which
provides information about the crystal symmetry [77].

The process through which we can obtain these ordered assemblies
is known as crystallization and can be divided into two phases: nuclei
formation and crystal growth. The mentioned processes are both depen-
dent on supersaturation, a non-equilibrium condition that can be reached
when the protein is exceeding its solubility limit [78]. Different protein
and precipitating agents concentrations determine different levels of su-
persaturation that are described in the crystallization phase diagram (Fig.
2.2). The diagram can be split into four regions. At high concentration of
protein and precipitant, we reached a high level of supersaturation which
leads to protein precipitation. At medium level of supersaturation, nucle-
ation occurs. Underneath this zone, we find the metastable area which
corresponds to the optimal conditions for the crystals to grow. Below the
metastable region, there is the undersaturated region where no crystals
can be attained.

There are mainly four methods that are employed for crystallization
and all of them can be altered to achieve the supersaturation. The four
main methods are: dialysis, microbatch, vapor diffusion and free interface
diffusion. The method that I’ve employed in Paper I, Paper II and Pa-
per III is the vapour diffusion method. In this method, a drop of protein
is mixed with precipitating agents and is sitting on or hanging from a
support. In this setup, the drop is sitting/hanging on top of a well that
contains reservoir at higher concentration of precipitant. Over time, water
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Figure 2.2: Crystallization phase diagram.

vapour leaves the drop and moves towards the reservoir until an equilib-
rium is reached. This controlled dehydration will increase the protein and
crystallization reagents concentrations within the drop and supersatura-
tion can be achieved [79].

2.3 Microcrystallization

Traditional single x-ray crystallography (MX) requires the acquisition of
data from a single large crystal. However, there can be cases where crys-
tals grow only as microcrystals [80] or the methods of choice (i.e. SX and
SFX) require smaller sized sample [81]. Besides these factors, the employ-
ment of microcrystals has been advantageous for their intrinsic qualities
such as lower mosaicity and great robustness. The low mosaicity derives
from the lower number of units constituting the crystal and it has been
shown to increase data quality [82]. The robustness makes the crystals
less prone to any deleterious effects derived from perturbations such as
cryocooling, ligands soaking or light illumination for pump-probe studies.
Microcrystals are more robust because their smaller dimensions allow per-
turbations to occur rapidly and uniformly without drastic changes on the
crystals’ lattice.

Microcrystals can be achieved from macrocrystals as a starting mate-
rial. There are mainly two approaches to achieve this goal.

18

2.4. D.m(6-4)PL macro- and micro- crystals

One can simply crush the macrocrystal by several means such as vor-
texing, but the downside of this approach consists of a heterogeneous
sample [83]. The problem can be overcome by filtering the crystals albeit
the sample loss can become a limiting factor for the success of the ex-
periment. Another issue related to the physical crushing of the crystals
is the increase in the crystals’ mosaicity and hence the broadening of the
Bragg ’s peaks [84].

In alternative to the latter method, one can opt for batch method
crystallization or free interface diffusion.

In the batch method, it is pivotal to have a knowledge of the crystal-
lization diagram in respect to the protein of interest. This method consists
of mixing the protein and precipitating agents in a concentration that al-
lows us to reach the nucleation zone immediately. Although the conditions
are suitable for nuclei to form, additional seeding (i.e addition of small
fragments of crystals) can be performed. The introduction of seeds would
increase the nucleation rate and the yield of microcrystals [85] .

In the free interface diffusion technique, the protein solution is placed
on top of the mother liquor. Microcrystals will form on the interface be-
tween the solutions whereas bigger crystals will form underneath [86].

2.4 D.m(6-4)PL macro- and micro- crystals

At the beginning of this project, the crystallization methods were oriented
towards a more systematic approach. The vector for protein expression
(construct 1) was a gift and the crystallization conditions were already
determined (20-25% PEG1500, 0.1 M MIB buffer, pH 8.6). However, the
original reservoir composition and its variants (in protein concentration,
precipitant concentration and pH) were unsuccessful and no crystal could
be observed. We switched to a shotgun approach and tested several buffer
conditions using commercially available kits. Many hits were found and
the highest diffracting conditions (the crystals diffracted at 2.2 Å) were:
0.2 M lithium sulfate monohydrate, 0.1 M bis-tris , pH=6.5 and 25%
PEG 3350. The crystals were grown on hanging drop plates at 20 ◦C.
After finding the optimal buffer, we performed a screen of 96 additives.
Only two of them provided highly diffracting crystals: 1-butanol (1.9 Å)
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and polypropylene glycol P400 (1.79 Å). The next goal was to achieve
microcrystals and we opted for two lines of action: sitting drops with
seeding at 4 ◦C and a batch method that was carried out both at 4◦C and
at 20 ◦C. The crystal batch was obtained with the following components:
10 µL seed + 45 µL protein (15 mg/mL) + 45 µL reservoir. The seeding
stock consisted of 12 µL crushed macrocrystals, 19 µL protein solution
and 19 µL reservoir. The crystals grew both in the sitting drop and batch
setup at 4◦C, whereas the batch that was kept at 20◦C produced only
precipitates. Although the sitting drop and the batch method were both
successful, the manipulation of the sample in the sitting drop plates was
rather troublesome and therefore this method was promptly dropped. The
batch microcrystals were used for the experiments described in Paper I
and diffracted at 2.27 Å resolution (Fig. 2.3).

From construct 3, we obtained macrocrystals at the same buffer con-
ditions as described above (2.05 Å). We performed a 96 additives screen-
ing as well. Two of them, sodium fluoride and ethyl acetate, produced
highly diffracting crystals. They diffracted at 1.8 and 1.71 Å resolution
respectively. We selected the condition with ethyl acetate as an additive
and made microcrystals in batch by mixing 20 µL seeds, 40 µL protein
(15mg/mL) and 40 µL reservoir. After 2 days at 4 ◦C, the crystals fully
grew and reached their final size. These microcystals diffracted at 2.3 Å
in a synchrotron based serial crystallography experiment (Paper III) and
1.7 Å at an XFEL facility (PaperII).

Figure 2.3: Macrocrystal (A) and microcrystals (B) of D.m(6-4)PL.
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2.5 Protein and protein crystal reactivity to light

Our aim is to study light induced structural changes in D.m(6-4)PL. It
is then important to assess that the protein can react to light both in
solution and in crystalline form.

We can easily assess the photoswitching properties of the flavoprotein
by UV-Vis spectroscopy. From Fig 2.4, we can see the bleaching of the 3
peaks around 400 nm after continuous exposure to 455nm LED light cor-
responding to a complete reduction of FADox to FADH−. This behaviour
is also maintained when the protein is in crystalline form (Paper I)(Fig.
2.4). In addition, we performed a pump-probe experiment in which the
protein in solution was excited for 100 ms with a 453 nm LED and spec-
tra were recorded with a 5ms delay. We could evaluate that after 100ms
exposure to light, the majority of the FAD was in the anionic radical
semiquinone state , FAD − state (Paper III).

Figure 2.4: UV-Vis spectra. The UV-vis spectrum of protein in solution (A)
and UV-Vis spectrum of the crystalline form of the protein (B) show that the
FAD initial state is the fully oxidized form (black line) and after illumination
the FAD gets fully reduced (light blue line). Section C shows the dark reversion
of the protein back to its fully oxidized form. The sample was illuminated until
the FAD got reduced to FADH- and spectra in dark and anaerobic conditions
were taken after 5 min, 20 min and 30 min.
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Chapter 3

X-ray diffraction, SFX and
SSX

We studied the molecular mechanism associated with D.m(6-4)photolyase
photoactivation by serial synchrotron crystallography (SSX) and serial
femtosecond crystallography (SFX). In chapter III, I will briefly describe
these techniques and the data analysis process for the determination of
the structures in Paper I, Paper II and Paper III.

3.1 X-ray diffraction

In the crystalline lattice, planes that cross the lattice points are called
lattice indices or Miller indices and are identified by the three hkl indices.
A set of parallel Miller indices can be seen as a diffractor and hence
produces a reflection after x-ray irradiation.

A set of parallel planes (hkl) produces a diffracted beam only if the
condition described by the Bragg ’s law is met:

2dhklsin(θ) = nλ (3.1)

where dhkl is the spacing between the planes, θ is the x-rays’ incident
angle, λ is the wavelength of the x-rays and n is an integer number.

In other words, if the difference in the path of the reflected rays from
the parallel planes corresponds to a multiple of the x-ray wavelength, the
reflected rays are in phase. This would lead to constructive interference
that results in an amplification of the reflected rays and the generation
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of a reflection or Bragg ’s peak. Hence, each Bragg ’s peak corresponds
to the diffraction from a set of crystal planes defined by the Miller in-
dices. The intensity of each reflection is proportional to the amount of
electrons/scatterers in the planes and its position is related to the crystal
lattice. The diffraction pattern from a protein crystal is the representa-
tion of the real lattice in reciprocal space. The relation between crystal
real lattice and reciprocal lattice in term of crystal diffraction is described
by the Sphere of reflection or Ewald sphere. According to this geometri-
cal construction, only reciprocal lattice points that are in contact with a
sphere of radius 1/λ (where 1/λ is the inverse of the x-ray wavelength)
can result in a reflection (Fig. 3.1).

Figure 3.1: 2D scheme of the Ewald sphere. In the figure, O is the origin of
the reciprocal lattice, C is the center of a circle of 1/λ radius, P is a reciprocal
lattice point. From this construction, we can compute that sin(θ)=OB/AO with
OB=2/λ and OB= 1/dhkl. Hence, Bragg’s law can be applied and reflection
can be produced when a reciprocal lattice point is on the circle. While rotating
the crystal, in respect of the x-ray beam, a new lattice point D can come in
contact with the circle and produce a diffracted beam. The beam would diffract
at an angle equal to 2θ along the CD direction.

Therefore, in order to record more reflections, more reciprocal lattice
points need to be localized on the reflections sphere. The strategy is then
to rotate the crystal with respect to the x-ray beam. When rotating the
crystal, other reciprocal lattice points move and at first diffract weakly
(partial reflections) until the further rotation of the crystal brings them
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3.1. X-ray diffraction

on to reflection sphere. It is only then that we have high diffraction and
full reflections can be recorded. The reflection sphere highlights the im-
portance of the x-ray wavelength and the unit cell length. The shorter
the wavelength of x-rays and unit cells is, the higher is the number of
reflections that can be measured.

Reflections can be described as structure factors. Structure factors are
expressed as Fourier sum in which each element represents the contribu-
tion of each atom in the generation of the reflection:

Fhkl =
n∑

j=1

fje
2πi(hxj+kyj+lzj) (3.2)

In 3.2, fj is the scattering function of an atom j ; x, y, z are the
coordinates in real space of the atom j and h,k,l are the indices of the
reflection and frequencies of the diffracted x-ray beam.

Atoms have an electron density, ρ, so the above equation can also be
expressed using the electron densities:

Fhkl =

∫

x

∫

y

∫

z
ρ(x, y, z)e2πi(hx+ky+lz) dx dy dz (3.3)

Inverting the above equation shows how we can obtain the electron
densities from the structure factors:

ρ(x, y, z) =
1

V

∑
h

∑
k

∑
l

Fhkle
−2πi(hx+ky+lz) (3.4)

where V is the unit cell’s volume.
The equation above implies that the determination of the structure

factors is necessary for the computation of the electron density. To obtain
the structure factors from the experimental data, we need information on
the amplitude, frequency and phase of the diffracted rays. The amplitude
of a Fhkl is proportional to

√
Ihkl (where Ihkl corresponds to the intensity

of the reflections), whereas its frequency is given by the distance between
the planes that generate the reflection (1/dhkl). The only parameter that
is missing and cannot be obtained from the measurements of the reflec-
tion intensity is the phase. There are few methods for determining the
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crystal, other reciprocal lattice points move and at first diffract weakly
(partial reflections) until the further rotation of the crystal brings them
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on to reflection sphere. It is only then that we have high diffraction and
full reflections can be recorded. The reflection sphere highlights the im-
portance of the x-ray wavelength and the unit cell length. The shorter
the wavelength of x-rays and unit cells is, the higher is the number of
reflections that can be measured.

Reflections can be described as structure factors. Structure factors are
expressed as Fourier sum in which each element represents the contribu-
tion of each atom in the generation of the reflection:

Fhkl =
n∑

j=1

fje
2πi(hxj+kyj+lzj) (3.2)

In 3.2, fj is the scattering function of an atom j ; x, y, z are the
coordinates in real space of the atom j and h,k,l are the indices of the
reflection and frequencies of the diffracted x-ray beam.

Atoms have an electron density, ρ, so the above equation can also be
expressed using the electron densities:

Fhkl =

∫

x

∫

y

∫

z
ρ(x, y, z)e2πi(hx+ky+lz) dx dy dz (3.3)

Inverting the above equation shows how we can obtain the electron
densities from the structure factors:

ρ(x, y, z) =
1

V

∑
h

∑
k

∑
l

Fhkle
−2πi(hx+ky+lz) (3.4)

where V is the unit cell’s volume.
The equation above implies that the determination of the structure

factors is necessary for the computation of the electron density. To obtain
the structure factors from the experimental data, we need information on
the amplitude, frequency and phase of the diffracted rays. The amplitude
of a Fhkl is proportional to

√
Ihkl (where Ihkl corresponds to the intensity

of the reflections), whereas its frequency is given by the distance between
the planes that generate the reflection (1/dhkl). The only parameter that
is missing and cannot be obtained from the measurements of the reflec-
tion intensity is the phase. There are few methods for determining the
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phase: isomorphous replacement, anomalous dispersion and molecular re-
placement (MR). The latter is the most popular and it has been used for
resolving the structure of D.m(6-4)PL (Paper I, II and III). MR method
estimates the phases of the structure of interest from the phases of a
model structure.

The MR can be based either on the Patterson function [87] or the max-
imum likelihood method which Phaser (a software that we used for phase
determination) currently adopts [88]. The maximum likelihood based MR
method is a statistical method in reciprocal space. In a simplistic way
it operates by moving the provided model in different orientations and
positions and giving out the probability of a match between the calcu-
lated models’ structure factors and the observed structure factors. Then,
it ranks the models according to a score system and the solution with the
highest score is provided [89].

3.2 Data collection and analysis in single crys-
tal x-ray crystallography (MX)

When performing a MX experiment, the crystal is mounted on a support
( i.e. goniostat) and rotated around the ω axis, normal to the x-ray beam.
There are several parameters that can be modified prior data collection:
the distance of the detector (which defines the highest resolution limit for
your data); the total amount of images to collect and the oscillation range;
the exposure time and x-ray transmission; the x-ray wavelength (usually
1Å but it varies in case of recording data for anomalous scattering) [90].

Overexposure of the crystals to x-rays could lead to radiation dam-
age. For instance, one common practice is to increase the exposure time
for better signal-to-noise ratio, but that would increase the amount of
energy absorbed by the crystals and hence increase the chance of radi-
ation damage which in turn would effectively decrease the data quality.
Radiation damages can be classified in two categories: general or specific
damages. General damages can be easily spotted during data collection
because of the reduction of the reflections intensity and higher level of
mosaicity. Specific damages can be detected by visualizing the electron
density maps on software like COOT [91]. Indeed, we can observe loss of
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electron density around aspartates and glutamates due to decarboxylation,
around tyrosines as their -OH groups get removed and around methionines
where the S—C bond is cleaved [92]. Another secondary effect of x-rays
exposure can be observed in proteins with cofactors/prosthetic groups.
Water radiolysis induced by x-rays releases electrons and protons which
can induce the reduction of cofactors/prosthetic groups [93]. In order to
counteract the damages of this ionizing radiation, the experiments are
carried out under cryogenic condition implemented by using a cryostream.
Such damages would be very localised to the X-ray incident spot and new
data can be collected at new spots on the crystal. Hence, the rotation of
the crystal is helpful. It was estimated that the damage can spread only by
3 µm in cryogenic conditions but at room temperature this value increases
drastically [94]. A simple way to check whether we expose the crystals to
radiation damage is to calculate the dose with a software named RAD-
DOSE and check whether or not the dose reaches the limit value of 43
MGy for MX [95].

After data collection, the data needs to be analysed. The steps that
one can perform are the following four: spot finding and indexing, param-
eters refinement and integration followed by scaling and merging of the
reflections.

Spots finding consists of determining the number of spots above the
background noise, their positions, the number of pixels per spot. From
that, the software of choice would try to determine the Bravais lattice
and the cell unit parameters (i.e. indexing).

Once the symmetry is determined, the cell unit parameters undergo a
refinement process mainly due to uncertainty in the experimental param-
eters (for example the detector distance and the positions of the detector
and the rotation axis for the crystals).

The integration step determines the intensities of the spots by discern-
ing the pixels that correspond to the reflections from the pixels that are
caused by background noise. Other problems that need to be considered
are pixels that present either extremely high or low counts and pixels that
are not working. Usually a mask file takes care of that and of eventual
shadows produced by the beam stop or the goniostat.

Due to the fluctuations in the radiation intensity, area of exposure
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within the crystals, radiation damage and anisotropy of crystals, measure-
ments are not in the same scale. Therefore, a scaling process is needed.
Afterwards, symmetry equivalent reflections are merged [96].

There are some parameters that need to be considered in order to
assess the quality of the merged data. The most used ones are the mul-
tiplicity, CC1/2, CC* and the signal to noise ratio (i.e. I/σ). Multiplicity
gives how many time the measurements have been taken. This parameter
is correlated to the signal to noise ratio. The higher the number of repeated
measurements is, the lower the standard error of the measurements gets
and hence the higher is the I/σ value. Another parameter that depends
on the signal to noise ratio is CC1/2 which is the Pearson’s correlation co-
efficient (CC ) between intensity of two half datasets. CC1/2 values range
from 0 to 1, with 1 corresponding to highly correlated data [97]. CC* is
derived from CC1/2 and carries the same information as CC1/2 itself [98].

3.3 SFX and SSX

The development of x-ray free electron laser (XFEL) has paved a new era
for time-resolved studies. Its short pulses of 40 fs allows us to investigate
ultrafast events in the range of hundreds of fs and ps. Although the XFEL
pulses are extremely short, they contain 1012 photons and can reach an
intensity up to 1017Wcm2, completely destroying the sample after expo-
sure to x-rays. However, we are able to record diffraction patterns before
the sample is completely destroyed [99]. The continuous destruction of
the crystal sample requires a constant replenishment of fresh crystals and
therefore data are acquired from a series of crystals. Many delivery systems
have been the developed over the years. Some require that the crystals
are extruded from an injector, whereas in others the crystals are fixed on
a solid substrate.

Inspired by the success of SFX, serial synchroton crystallography or
SX was developed. In the third generation synchrotron where the beam
is monochromatic, the x-ray pulse can reach 1012 photons/s when mi-
crofocused. To achieve that flux, the exposure time is increased and the
resulting pulse is longer than the XFEL pulse. As a consequence, syn-
chrotron radiation can be used for time-resolve studies on the ms time
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scale. For better time resolution, an alternative is to use the fast pulse
(100ps) of a polychromatic pink-beam [100].

3.3.1 Sample delivery in SFX and SSX

For serial crystallography, the delivery of the crystals can be achieved in
two ways: either the sample flows from an injector or the sample is laid on
a chip (fixed target) [101, 102]. I will shortly describe the jetting systems
since one of them (the LCP injector) was picked for our experiments in
Paper I, Paper II and Paper III.

The GDVN (Gas Dynamic Virtual Nozzle) injector is one of the most
used injectors for SFX experiments. In this setup, crystals in solutions are
flowing through a capillary. The jet is then focused to create a stream of
2–6 µm diameter. To generate a perfect jet, the sample is pumped at a
flow rate of 10-40 µL per minute. The necessity of a flow rate this high
requires hundred and hundred of mg of protein to purify and crystallize.
Therefore, new ways of reducing sample consumption were in high de-
mand [103]. In this context, the LCP (lipidic cubic phase) injector can be
employed [104]. When using this type of injector, the sample is diluted
by mixing it with a medium. Many viscous media are available and crys-
tal can be mixed in lipid cubic phase (LCP), agarose, grease, vaseline,
hyaluronic acid and hydroxyethyl cellulose (HEC) [105–109]. The carrier
choice is mainly associated with the survival chance of the crystals em-
bedded within the material. In our case, crystals could survive in HEC but
not in grease (Fig. 3.2).

The crystal sample embedded in a matrix is loaded in a reservoir,
on top of which a teflon ball (or two teflon balls) is placed. A piston
connected to a HPLC pump plunges upon the teflon ball(s) and extrudes
the sample. A gas stream (either helium or nitrogen) flows coaxially to the
crystals slurry to maintain the stream perpendicular to the x-ray beam. A
combination of helium and a catcher can be advantageous in order to not
disrupt the sample stream [104].
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Figure 3.2: Images of crystals mixed in grease (left panel) and 22% HEC (right
panel). Overnight, the crystals survived in HEC and melted completely in grease.

Pump-probe experiment

Time-resolved experiments are a good tool to study proteins in motion.
SFX or SSX can be chosen according to the type of event in consideration.
The short pulse of XFEL allows us to study fast processes in the fs-ps time
range whereas with the longer synchrotron pulse it is possible to study late
events in the µs-ms time resolution (Fig. 3.3).

Figure 3.3: Timescale of protein motions and events.

In pump-probe experiments, a reaction is triggered by the pump (e.g
by a light pulse or by mixing the crystals with the ligand of interest).
As the reaction evolves over time, the probe (i.e. the x-ray beam in our
experiments) hits the sample at different time delays and produces diffrac-
tion patterns (Fig. 3.4). In this way, we are able to capture the structure

30

3.3. SFX and SSX

intermediates at different time points and reconstruct how the protein
"moves" during and after its activation.

Figure 3.4: Set-up for light triggered time-resolved studies on microcrystals.
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3.4 SFX data analysis

During a serial crystallography experiment, we collect thousands and thou-
sands of snapshots every time the probe hits a crystal. The number of
diffraction patterns that we are able to collect from a reservoir is depen-
dent on the x-ray pulses frequency, the read-out frequency of the detector
and the sample flow. Due to the high frequency of the x-rays and the
detector, the images acquired are mainly empty. Therefore an initial pro-
cedure of "hit finding" is implemented to distinguish the empty frames
from the ones that contain Bragg ’s spots. In many beamlines, this data
reduction task is performed by Cheetah [110].

The following steps consist in the indexing and integration of the
reflections by indexamajig in Crystfel [111]. Indexamajig calls out indexing
programs such as XDS [112], Mosflm [113] and Dirax [114]. If the indexing
is not correct or the indexing rate (i.e. the ratio between the number of
indexed frames and the total number of frames) is too low, a refinement
of the "peak-finding" parameters and of the detector’s geometry can be
implemented. For SSX experiments, the optimization of the geometry
of the detector consists of optimizing the detector camera length and
the detector offset with respect to the beam (detector-shift in Crystfel).
For SFX, a multipanels detector is used and a more complex refinement
is performed by optimizing the position of each panel (geoptimizer in
Crystfel) [115].

Afterwards, the data are merged. In SX, the crystals are not rotated
and it is not possible to collect full reflections. The intensity of full reflec-
tions is obtained by merging the data with the Monte Carlo method which
consists in determining the mean intensity for each measurement [116].

Several figures of merit can be considered to assess data quality. Other
than CC1/2 and CC* mentioned before, in the SFX community one pa-
rameter that is widely used is the Rsplit. For the calculation of Rsplit, the
dataset is split into two different sets, the two sets are then merged sepa-
rately and the two intensities lists are compared. The higher the agreement
between the two sets is, the closer to 0 is the value of the R-factor [111].
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3.5 Electron density maps

For the refinements of structure, the electron density map from the struc-
ture factors is used to guide the crystallographer in the the process of
building the protein structure. At this step, another R-factor is considered
to estimate the agreement between the calculated structure factors from
the model (Fc) and the observed structure factors (Fo):

R =

∑
||Fo| − |Fc||∑

|Fo|
(3.5)

According to the formula, a better fitting can be achieved by mini-
mizing the difference between the two structure factors and therefore by
reducing the value of the R-factor. However, the evaluation of the model
cannot be based exclusively on this R-factor since it can be easily altered
by adding more water molecules and hence by overfitting. In parallel to
this R-factor, Rfree factor must be considered. The Rfree factor is an R
factor computed in respect of a set of reflections that are excluded from
refinement. Therefore, any overfitting operation won’t lead to any changes
in the Rfree but only to a greater discrepancy between the two R-factors.

In some circumstances, the model building process becomes difficult
due to either a lack or the weakness of the electron density around some
residues and/or ligands. One way of refining these regions in the most
accurate way is to compute omit maps. Omit maps are maps that are
used to support the presence of structural features (e.g. a loop, a residue
or a ligand) without bias coming from the phase construction or from
the model itself. Several omit map methods can be used. The simplest
consists in calculating the electron density map after removing the features
under analysis. Two other examples are the composite omit map and the
POLDER omit map (paper I) (Fig. 3.5). In the first method, the map
is generated by omitting random portions of the model and the resulting
omit maps are then assembled together. In the POLDER omit map, not
only the selected region is excluded but also part of its surrounding area is
removed and excluded from the bulk solvent mask calculation. By doing
this operation, the electron density around the selected area gets clearer
thus making the model building process way easier [117].
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Figure 3.5: FAD polder maps countoured at 3σ from the room-temperature
structure in Paper I.

3.5.1 Difference electron density map

Time-resolved SFX and/or SX can be used to characterize proteins con-
formational changes upon light activation. An efficient way to assess the
differences between the initial state ("dark" state) and the final state
("light" state) is to compute a difference electron density map from the
dark and light structure factors (Fobs

light-Fobs
dark). Prior to the calcula-

tion of Fobs
light-Fobs

dark, the Fobs
light and Fobs

dark are scaled with respect
to the calculated structure factors from the dark model (Fcalc) and then to
each other. Once the structure factors are scaled and the Fobs

light-Fobs
dark

is computed, the amplitudes difference is weighted with a Bayesian weight
to reduce the impact of the outliers and enhance the signal-to-noise ra-
tio [118, 119]. Difference electron density maps can be easily visualized
in COOT and are contoured at an appropriate RMSD (root-mean-square
deviation) to avoid to take in consideration signals derived from the back-
ground noise. The difference electron density could be either positive or
negative. Where the difference is negative, the structural details present
in the dark model are absent in the light structure. The position of the
nearby positive features indicates where the structural details should be
oriented or positioned in the light structure.
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3.5. Electron density maps

3.5.2 1-D representation of difference electron density

When comparing difference electron density maps in COOT, it is not
easy to keep track of the changes that might occur within the protein
and some difference signals can be omitted by mistake. A convenient
tool to track and plot the difference signals in one dimension has been
developed by Wickstrand et al [120]. The algorithm defines a 2 Å radius
sphere around each atom position in the resting state model. Then, the
difference density amplitudes are extracted at each position of the grid
defined inside the sphere. The amplitudes are excluded if they fall under a
threshold that the user defines (in our case, the threshold was set at 3.2σ
(PaperIII)). Finally, the negative and positive features are calculated for
each sphere and plotted. This tool is extremely helpful for time-resolved
data analysis. Indeed, it can help you to follow the evolution of difference
signals around the residues of interest over the course of time. In this way,
we can distinguish the first events from the latest.

3.5.3 Light extrapolated maps

Plotting and observing the difference electron density maps can help us to
study and understand the light-triggered structural rearrangements in light
responding proteins. However, the final goal is to refine a model of the light
activated protein at different time points and accurately describe protein
motions. The refinement of the light structure is not straightforward since
the experimental light data is skewed towards the dark data information.
Indeed, within the crystal, only a fraction of the proteins gets activated
while the predominant part would either remain or go back to the dark
conformation. The approach that we employed (Paper II and Paper III)
consists in the calculation of the light extrapolated structure factors from
the difference between light and dark structure factors according to the
following formula:

|Fe| =
1

A
(|F light

obs | − |F dark
obs |) + |Fcalc| (3.6)
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Figure 3.5: FAD polder maps countoured at 3σ from the room-temperature
structure in Paper I.
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where A represents the activation level, defined as the molecules in per
cent that are light activated [121–123] and Fcalc are the calculated struc-
ture factors from a refined dark model. The phase is retrieved from the
refined dark model whose structure factors were used to compute the light
extrapolated structure factors. The dark model is then visualized in COOT
and the light extrapolated maps are plotted against the dark model. The
map is used as a reference in refining the light structure in real space.

After the refinement, the light structure is validated by visual com-
parison of the observed difference map (Flight

obs - Fdark
obs ) with a calculated

difference map obtained from the calculated structure factors of the light
and dark models (Flight

calc - Fdark
calc ). Another tool that we implemented to

select the most accurate light structure is to calculate the Pearson Cor-
relation Coefficient (PCC ) between the observed difference map and the
calculated difference map for each structure.
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Chapter 4

The early and late events
in D.m(6-4) photolyase
photoresponse

We conducted a few serial crystallography experiments described in detail
in Paper I, Paper II and Paper III. In this Chapter, I will present the
main results from each paper and describe the structural rearrangements
of D.m (6-4) photolyase during charge transfer.

4.1 Room temperature structure of D.m(6-4)
photolyase

In Paper I, we present new reservoir conditions for D.m(6-4)photolyase
macrocrystals. The crystals were grown in a hanging drop plate with a
reservoir of 0.2 M lithium sulfate monohydrate, 0.1 M bis-tris (pH=6.5),
25% of PEG3350 and 4% polypropylene glycol P 400. Data were col-
lected at a synchrothron (BioMAX in Sweden) and analyzed with the
XDS software package. The structural analysis confirms what was previ-
ously observed by Maul et al. [75]. Indeed, the overall 3-D structure of
D.m(6-4)PL presents the typical architecture of a CPF member with a
N-terminal α/β domain and a C-terminal α domain (Fig.4.1).

The microcrystallization batch protocol was adapted from the meth-
ods reported by Claesson et al. [85]. We introduced an extra step of seed-
ing to improve the nucleation rate. The microcrystals were homogeneous
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Figure 4.1: 3D-models of D.mCryptochrome [42], our cryogenic model of
D.m(6-4)photolyase and E.coli CPD photolyase [40]. The α/β is depicted in
red, the α domain in orange and the CCE in D.mCryptochrome in green. The
FAD is portrayed in dark blue.

in size distribution (20-40 µm) and hence optimal for serial crystallogra-
phy experiments with a viscous injector as a delivery system. The data
were collected at SACLA (spring-8 angstrom compact free electron laser),
an XFEL facility based in Japan. From the data, we refined a structure at
a resolution of 2.27 Å and it was the first (6-4)photolyase structure solved
at room temperature and in a SX setup.

The room temperature structure was compared to the previously re-
solved cryogenic structure. We could observe that the structure at room
temperature maintains the same features as the cryogenic one. We com-
puted the RMSD on the residues main chains and the side chains to de-
tect where the possible differences might occur. Overall, the main chains
RMSD is only 0.35 Å indicating that the structure is preserved at room
temperature. The results from the analysis of the RMSD on the side chains
are in line with what we could expect from a room temperature data col-
lection. Indeed, we observe differences on residues located on the protein
surface or in loop regions which can be attributed to a thermal effect (Fig.
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4.2).

Figure 4.2: Overview of the 3D structure of Dm(6–4)PL at cryogenic (A) and
ambient temperature (B). The cryogenic structure of D.m(6–4)PL was solved
at 1.79 Å resolution (PDB ID: 7AYV) whereas the room temperature structure
of D.m(6–4)PL was solved at 2.27Å resolution (PDB ID: 7AZT). In (C) a
Superimposition of PDB entry 7AYV and 7AZT was performed to ease the
comparison between the two models. In (D) RMSD of the main chains (blue)
and the side chains (orange) of the room-temperature structure in respect of
the cryo-structure used as a reference.

4.2 D.m(6-4)photolyase primary structural pho-
toresponse

In Paper II (manuscript), we present the very first structural response of
D.m(6-4) photolyase to the photo-induced reduction of FAD to FAD−. In
the paper, we show how in response to this first step of reduction water
molecules, the conserved N403 and the conserved salt bridge between
R368 and D397 rearrange.

The data from Paper II were acquired at SwissFEL where we col-
lected diffraction patterns in a pump-probe setup. Firstly, dark data were

39



Chapter 4. The early and late events in D.m(6-4) photolyase
photoresponse

Figure 4.1: 3D-models of D.mCryptochrome [42], our cryogenic model of
D.m(6-4)photolyase and E.coli CPD photolyase [40]. The α/β is depicted in
red, the α domain in orange and the CCE in D.mCryptochrome in green. The
FAD is portrayed in dark blue.

in size distribution (20-40 µm) and hence optimal for serial crystallogra-
phy experiments with a viscous injector as a delivery system. The data
were collected at SACLA (spring-8 angstrom compact free electron laser),
an XFEL facility based in Japan. From the data, we refined a structure at
a resolution of 2.27 Å and it was the first (6-4)photolyase structure solved
at room temperature and in a SX setup.

The room temperature structure was compared to the previously re-
solved cryogenic structure. We could observe that the structure at room
temperature maintains the same features as the cryogenic one. We com-
puted the RMSD on the residues main chains and the side chains to de-
tect where the possible differences might occur. Overall, the main chains
RMSD is only 0.35 Å indicating that the structure is preserved at room
temperature. The results from the analysis of the RMSD on the side chains
are in line with what we could expect from a room temperature data col-
lection. Indeed, we observe differences on residues located on the protein
surface or in loop regions which can be attributed to a thermal effect (Fig.

38

4.2. D.m(6-4)photolyase primary structural photoresponse

4.2).

Figure 4.2: Overview of the 3D structure of Dm(6–4)PL at cryogenic (A) and
ambient temperature (B). The cryogenic structure of D.m(6–4)PL was solved
at 1.79 Å resolution (PDB ID: 7AYV) whereas the room temperature structure
of D.m(6–4)PL was solved at 2.27Å resolution (PDB ID: 7AZT). In (C) a
Superimposition of PDB entry 7AYV and 7AZT was performed to ease the
comparison between the two models. In (D) RMSD of the main chains (blue)
and the side chains (orange) of the room-temperature structure in respect of
the cryo-structure used as a reference.

4.2 D.m(6-4)photolyase primary structural pho-
toresponse

In Paper II (manuscript), we present the very first structural response of
D.m(6-4) photolyase to the photo-induced reduction of FAD to FAD−. In
the paper, we show how in response to this first step of reduction water
molecules, the conserved N403 and the conserved salt bridge between
R368 and D397 rearrange.

The data from Paper II were acquired at SwissFEL where we col-
lected diffraction patterns in a pump-probe setup. Firstly, dark data were

39



Chapter 4. The early and late events in D.m(6-4) photolyase
photoresponse

collected and then we proceeded to collect data at different time delays
(400fs, 1ps, 2ps, 20ps, 300ps and 100µs) in respect to a 474 nm laser.

From the structure factors of the dark and the lights datasets, we
computed the difference electron density maps (DED maps) and the light
extrapolated maps for each time points. The extrapolated light maps were
then used to refine the light models at 400fs, 1ps, 20 ps and 300 ps. The
structures refined from the dark and light structure factors were employed
for the computation of the calculated difference electron density maps
that were used as a validation tool for our light models.

The DED maps show strong signals around N403 (Fig. 4.3, features
I and II) from 400 fs up to 300ps. From 400 fs to 20ps, we observed a
rotation of the N403 that places the N403 amino group closer to the FAD
N5 and moves the carbonyl group away from it. At 300ps, the rotation of
the N403 suggests that the amino group of N403 goes back to the dark
position, whereas the carbonyl group is maintained far from the FAD N5.

In proximity of the FAD, we could observe a positive DED feature at
2 ps, 20 ps and 300 ps (feature V, Fig. 4.3). We attributed this feature
to a water molecule that can potentially stabilize the FAD.− by moving
between the FAD N5 and the N403 and establishing a hydrogen bond with
both of them. We modelled a water in that position for the 2 ps, 20 ps
and 300 ps structures and computed the Pearson correlation coefficient
between the calculated and observed DED maps for each time points. The
PCC value confirmed the presence of a water only for the 2ps structure.
However, the positive DED could be reproduced (Fig. 4.4, panel E) and
we therefore suggest that a water could move between the FAD N5 and
N403 to stabilize FAD.−.
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Figure 4.3: Observed difference electron density maps (left column), calculated
difference electron density maps (middle column) and extrapolated electron
density maps plotted on the FAD, N403 and water41 region.

Figure 4.4: In A, the observed DED map related to the 300 ps dataset is shown.
In B, C, D, E, F, G alternative models for N403 and nearby water molecules
are depicted. For each model, the calculated DED maps are plotted against the
refined light structures. The Pearson correlation coefficients were also computed
and reported at the bottom of each panel.
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The DED maps from 400 fs to 20 ps showed a negative feature around
the conserved D397-R368 salt bridge. In order to follow the evolution
of the DED signal from D397 over time, we implemented the method
developed by Wickstrand et al, [120]. The data showed that the signal
peaks at 2ps, it is stable at 20 ps and then decays already at 300 ps (Fig.
4.5). From the comparison of the refined structures and the calculation
of the distance between D397-R368, we can conclude that the salt bridge
weakens and we attribute that to a change in the FAD charge.

Figure 4.5: Observed difference electron density maps (DED maps) around
D397 and R368 at 2 ps (A) and around M408 at 20 ps (B). (C.) 1D-
representation of the DED on M408, N403 and D397 at different time points.
The difference density amplitudes were integrated within a sphere of 2Å radius
at each atomic position for values greater than 3.2σ. D. Time-evolution of DED
over the side chains of M408, N403, D397.
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Around the FAD, we could observe a negative DED at 20ps (Fig.
4.6) and we suggest that it is due to activation of an alternative electron
transfer route that takes place within 20ps [65].

Figure 4.6: Observed difference electron density maps around the FAD at 2ps,
20 ps and 300 ps

Finally we examine the tryptophans involved in the electron transfer.
We couldn’t observe any structural changes that could be associated with
the first electron transfer from W407 to the FAD. That could be related
either to the rigid surrounding protein environment or to a fast electron
transfer from W384 to W407. From 1ps to 20ps, we detect a positive
DED on a conserved methionine (M408) near the second tryptophan of
the tetrad (W384) (Fig. 4.5). We believe that this positive feature could
be an indication that W384 has been oxidized and that the tryptophan
remains oxidized for 20ps.

At 100 µs, we could observe DED signals around the last tryptophans
of the tetrad (W381), N490, M494 and P329 (Fig. 4.7 ). We believe that
the observed DED signals are indications of the involvement of W381 in
the electron transfer. We also think that these changes are brought by
the breakage of the hydrogen bond between P329 and W381 (Paper III).
The DED signals suggest that W381 and N490 are moving closer to each
other and are interacting through a hydrogen bond. The hydrogen bond
between W381 and N490 suggests that W381 didn’t get deprotonated yet
and that the tryptophan is in the cationic radical state (W381H+).
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Figure 4.7: Observed difference electron density maps around the W381, P329,
M494, N490.

In conclusion, we show that in the first 300ps from FAD.− generation,
the N403 change its orientation relatively to the FAD and that the D397-
R368 salt bridge weakens within 20 ps. Moreover, we show the protein
adaptation to the formation of the second radical tryptophanyl takes place
in tens of ps and that adaptation is related to M408. Finally, we propose
that the fourth radical tryptophanyl forms at 100 µs and can be stabilized
by the formation of a hydrogen bond with N490.

44

4.3. D.m (6-4)photolyase photoresponse in ms time scale

4.3 D.m (6-4)photolyase photoresponse in ms
time scale

In Paper III, we present the structure of D.m(6-4) photolyase in its radical
pair state (FAD.−-W381.) captured by serial crystallography. We observed
that N403 moves towards the FAD.− establishing a hydrogen bond with it.
Moreover, we could observe that residues around W381 moves in response
to the formation of the radical W381..

The data from Paper III were acquired at SLS (Swiss Light Source
in Switzerland) where we performed a steady state experiment. In such
setup, we collected diffraction patterns from crystals that were continu-
ously exposed to a blue laser light. We could estimate from the flow rate
of the sample that the crystals were probed by the x-ray after 300 ms
from light exposure.

At first glance, we could observe a weak signal from the FAD. Although
the signal was weak, it was above the noise threshold. Prominent features
could be seen around the last tryptophan (W381) of the conserved tetrad
of tryptophans involved in the electron transfer (Fig. 4.8).

Figure 4.8: A) Positive (green) and negative (red) electron difference densities
in D.m.(6-4) photolyase are shown and plotted against the dark structure (PDB
ID:7QUT). (B) The same data are shown for the tryptophan tetrad and the
FAD

We modelled the structural changes by real space refinement on 2Fe-
Fc map computed by extrapolation of the light structure factors with an
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activation factor equal to 14%. The accuracy of light state structure was
evaluated by comparing the observed difference map with the calculated
difference map (Fig. 4.9).

Figure 4.9: Comparison between the observed and calculated difference electron
density maps for the residues: W381, P329, W330, Q331, R493, M494, N403,
water55.

In the FAD-binding region, we could observe positive features at the
position of the FAD and water 55 (Fig. 4.10). Moreover, we couldn’t
observe any difference electron density signal that can be attributed to
the bending of the FAD.

Figure 4.10: Comparison between the observed (A) and calculated difference
(B) electron density maps within the FAD binding pocket

From Fig. 4.10, we can observe that at first that N403 establishes a
hydrogen bond to water 55, Q398 and to the first tryptophan of the tetrad
(i.e. W407). Upon illumination, this hydrogen bond network breaks. As
a result of the breakage of the N403-W407 hydrogen bond, N403 gets
closer to the FAD-N5 as suggested by the positive feature between the
FAD and N403 and the extrapolated map (Fig. 4.11). We hypothesize that
the asparagine flips and orients the side chain amide group towards the
FAD.− and establishes a hydrogen bond with FAD.−-N5 thus stabilizing
its negative charge.
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4.3. D.m (6-4)photolyase photoresponse in ms time scale

Figure 4.11: 2Fe-Fc map from the extrapolated structure factors (on the left)
and 2Fobs-FC map computed from the dark structure factors (on the right
panel)

In addition to the breakage of the hydrogen bond between N403 and
W407, we can point out that the hydrogen bond between W407 and
water55 breaks too. This allows the water to move away from Q398 and
allows it to establish a stronger hydrogen bond with E392 and water3.

In the C terminal region, we could observe difference signals around
W381, P329, R493, M494, and Q331. The comparison between the dark
and the light structure suggests that W381 rotates about 34◦ towards the
solvent. We estimated that the solvent accessible area increases from 2.1
Å2 in the dark to 51 Å2 in the light. The movement of the indole group of
W381 also increases the distance between the FAD and W381 itself thus
slowing down the chances of charge recombination (Fig. 4.12).

From the dark and light structures comparison, we could see that the
hydrogen bond between W381 and P329 breaks, resulting in a displace-
ment of the P329 itself of about 0.7 Å. Additionally, W381 and Q331 are
not interacting through a hydrogen bond in the light as compared with
the dark. As a consequence, the side chain of Q331 moves out towards
the solvent.

We believe that the movements of the M494 and R493 are results of
the structural rearrangements described above.

Overall, we think that the photo-induced oxidation of W381 starts
with the breakage of the hydrogen bond with P329 and then with Q331.
These changes would allow W381 to have more access to the surrounding
solvent.
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photoresponse

Figure 4.12: In A. the superimposition of the dark (blue) and the light (orange)
structures around Trp381 are depicted. In B Surfaces of the dark and the light
structure are shown.

We couldn’t detect any possible residues around W381 that could be
involved in the deprotonation of W381H.+ and we therefore conclude that
the solvent could partake in that process.

In conclusion, we presented a structure of a photoactivated (6-4)photolyase
in the FAD.−-W381. state. We showed that small rearrangements occur
around the FAD and W381 areas and these can contribute to the stabi-
lization of the radical pair.
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Chapter 5

Concluding remarks and
future perspectives

In this thesis, I showed a way of producing highly diffracting crystals of
D.m(6-4)photolyase. We used these crystals to study the early and the
late events of photolyase photoresponse. In particular, we could observe
movements of residues around the chromophore region and around the
conserved tryptophans through which the electron is hopping.

However, the photoactivation mechanism requires further studies. X-
ray data related to later time points are necessary to study the structural
changes associated with the electron transfer on the third tryptophan. In
addition, time-resolved x-ray crystallography studies on the photoactiva-
tion steps involving the FADH. and tryptophanyl radicals haven’t yet be
performed in (6-4)photolyases.

The elucidation of the structural changes associated with the photoac-
tivation mechanism can help us to understand how the protein is primed
for DNA-repair. Moreover the homology of (6-4) photolyases with animal
cryptochromes can lead to a better understanding of the the molecular
mechanism behind cryptochrome photoactivation.

These studies also have a direct impact on the treatment of diseases
that are associated with the presence of DNA lesions that photolyases can
repair [124, 125]. A better understanding of the photoactivation mecha-
nism could potentially be helpful in engineering photolyases and making
them a more efficient tool for repairing the DNA and preventing such
diseases.
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Chapter 6

Svensk sammanfattning

Fotolyas är ett enzym som katalyserar ljusaktivering av UV-bestrålat DNA.
Genom att bryta en kol-kolbindning i dimerer av pyrimidin-pyrimidon hos
DNA reparerar fotolyas UV skadade DNA med energi från blått ljus.

Denna avhandling fokuserar på att undersöka de strukturella förän-
dringar som sker i kromoforen FAD och i själva (6-4)fotolyas efter att FAD
träffats av blått ljus. För att kartlägga strukturen av fotolyas på atom-
nivå användes en metod som heter röntgenkristallografi. Först produceras
proteinkristaller som sedan belyses med stark röntgenstrålning, varpå en
del av strålningen reflekteras och detekteras. Från de detekterade reflek-
tionerna kan man försöka att räkna baklänges för att lista ut vilka atomer
röntgenljus har reflekterats från. På så sätt kan man kartlägga positioner
av atomerna och pussla ihop en tredimensionell bild av proteinet. Dessu-
tom, genom att använda sig av två olika typer av tidsupplöst kristallografi,
SSX och SFX, kan man följa hur olika atomer i fotolyas förflyttar sig under
tiden efter blått ljus träffar kromoforen.

Denna information ger oss insyn i hur fotolyas skördar energi från
blått ljus och hur det sedan använder energin till att reparera skadat
DNA. I bananflugor jobbar fotolyas konstant med att leta efter UV-skadat
DNA och laga det så fort det upptäcks. Men i människor lyser fungerande
fotolyas med frånvaro. Man skulle kunna tänka sig att framtidens solkräm
kan innehålla tillsatt fotolyas som är funktionellt och effektivt lagar vårt
UV-skadade DNA. Då kan man sola hur mycket man vill utan att vara
orolig för hudcancer.
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