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Abstract
The relationship between accounting data and stock price prediction has been a hot topic for

over half a century. Researchers have been trying to identify the relationship and investigate

how it may be useful when trying to improve prediction accuracy. The non-linear relationship

and unpredictable stock market environment translate to a complex forecast and prediction

procedure. However, recent developments in statistics and machine learning allows for earlier

technical limitations to be solved. It has been argued that machine learning models can assist

in identifying and translating patterns that previously were not comprehensible. This study

tests this statement by utilizing the traditional logistic regression along with a newly

introduced machine learning library called CatBoost, based on the gradient boosting decision

tree algorithm. This study provides evidence of the usefulness of the two models and how

they improve the prediction accuracy of directional stock price movements. In addition, the

relevance of using accounting data for prediction purposes is supported by the results of the

study. Further, the predictive capability of individual performance measures is presented

where risk and growth proxies together with profitability proxies are identified as the most

important and influential predictor variables.

Keywords: Stock price prediction; Accounting data; Machine learning; Gradient boosting

decision trees; CatBoost classifier; Logistic regression; Feature importance
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1. Introduction
1.1 Background
Investors, traders, shareholders as well as researchers have been trying to predict stock price

movements for decades with the incentive to make economic gains and improve investment

decisions. Despite researchers' efforts and all the research made on the subject, the practical

tools and methods developed to predict stock price movements are limited and there is no

one-fit model that will always be suitable (Na & Kim, 2021). A prediction model or trading

strategy that seems to work well is usually limited to a shorter time frame as the market is

constantly changing as presented by Holthausen and Larcker (1992). This constant change or

development is further noticeable when investigating the relationship between the global

equity markets and the accounting data of performance measures (e.g., the corporation's cash

flow, capital value, and profits), which currently sits at a value substantially higher than the

historical average value (Prazak & Stavarek, 2018). The price-to-equity (P/E) ratio for the

total S&P 500 in 2021 had a current ratio of 35.96 which can be compared to the historical

value that has been ranging between 12 to 15 (Multpl, n.d.). This indicates that the total

equity performance (i.e., share price) will further be driven by two other factor variables;

expected continued growth and dividends. However, history has shown the importance of

financial performance measures and their relation to share price development. Financial ratios

from the accounting data and the financial statements are still the basic foundation on which

investment decisions are based. The financial performance measures are necessary for

investors to analyze corporations and understand future patterns in total equity performance

(Prazak & Stavarek, 2018).

The stock market return prediction is an attempt to confirm future values of security, stock, or

other financial tools traded in the global stock exchanges. According to Zheng and He (2021)

the predictions are of interest for the shareholders, investors, and traders due to the fact that a

more accurate prediction of a share price movement may produce higher profits for the

investors, both long term and short term (i.e., stock trading). There is always uncertainty and

complexity within the stock market and the prediction of stock market returns is intensely

challenging with its dynamic, volatile, and nonlinear characteristics (Vijh, Chandola,

Tikkiwal & Kumar, 2020; Zheng & He, 2021). Stock prices are affected by internal as well as

external factors, for instance, global economic conditions, politics, or unexpected events,

which makes the prediction of stock prices highly complicated with multilayered independent
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factors. That being said, if it is possible to find even the slightest improvement and accuracy

in the prediction of share prices, it could bring a substantial effect on the returns of

investments (Zheng & He, 2021).

Technological limitations had previously been identified by Holthausen and Watts (2001),

who argued that valuation models and statistical tools needed further development to

contribute to the research area. 20 years later, Starica and Marton (2021) provide evidence

supporting the argument that recent advancements in statistical methods may allow for new

findings within the field of stock price prediction to be made. This study will put this to the

test by utilizing newly developed machine learning mechanisms and test whether the new

computational power can help us do what humans alone have failed to do. That is, with

increased accuracy being able to predict stock price movements based on publicly available

accounting data. This will be done by using a machine learning model based on the gradient

boosting decision tree algorithm and a logistic regression algorithm.

1.2 Purpose and Research Questions
This research aims to analyze the fundamental part of the market analysis spectrum and study

the predictive power of the financial performance measures when it comes to predicting stock

market returns. It is a field that is heavily researched with several different angles and

approaches. However, Holthausen and Watts (2001) argue that the majority of previous

researchers in accounting theory are using methods, especially within the field of linking

stock movements to accounting data, that are not fully developed to reflect the knowledge in

descriptive accounting theory. They also state that a new focus area is to develop methods

and advance the models within the research area and the linkage between accounting data and

stock price movements (Holthausen & Watts, 2001). As of today, advancements in models

and methods within the field are still highly topical as Bertomeu (2020) states that machine

learning has become increasingly more important in accounting research as it is being

acknowledged as a powerful and useful tool. Our report will be a part of this new focus area

as we try to link accounting data and stock price movements by a newly introduced machine

learning tool, thus contributing to the advancements of models and methodologies used in the

research area of stock price prediction and how it may be linked to accounting data. However,

our study does not only aim to investigate stock price prediction and provide evidence

supporting or disproving the concept, but a motivating factor is also to examine the
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importance of accounting data. For this purpose, the machine learning approach chosen will

be particularly useful since the importance of individual predictor variables will be rated by

the model.

In the last decades, technology has become more advanced. The development of data

technology and more specifically; artificial intelligence and machine learning models have

given the stock market stakeholders an unprecedented computational power to detect

previously hidden patterns in the financial data and the opportunity to create a predictive

model that can enhance the decision-making process within investment decisions

(Prokhorenkova, Gusev, Vorobev, Dorogush, & Gulin, 2018; Vijh et al., 2020; Kotsiantis,

Zaharakis & Pintelas, 2007). Accordingly, the purpose of this master thesis project is to

exploit this computational power to examine the possibility to predict whether a stock price

will increase or decrease based on the quarterly reported accounting data. This would provide

convincing evidence of the usefulness of accounting data and also motivate a machine

learning approach as viable for prediction purposes in a complex stock market environment.

Thus, the authors of this study shall attempt to answer the following research questions:

R1: Can a machine learning classification model be utilized to predict whether the stock

price will go up or down based on accounting data features?

R2: Can a supervised machine learning classification model based on a newly introduced

gradient boosting on decision trees algorithm be more accurate in its predictions than the

traditional logistic regression model?

R3: What are the most important fundamental data and performance measure features of the

predictive models?

Although for a different research issue, the motivation behind our paper is supported by

arguments made by Starica and Marton (2021), who express that the recent developments in

statistics and machine learning can solve the shortcomings in the methodology identified by

Holthausen and Watts (2001). Based on newly introduced methods in statistical analytics and

machine learning, together with the availability of large finance data, it is possible to

construct this research with a new and interesting approach. Since the relationship between
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stock returns and financial performance measures is known to be non-linear, a machine

learning method can provide us with a less biased result (Starica & Marton, 2021).

This research aims to bring knowledge to both investors and managers on the global stock

exchange market and provide decision-makers with useful information regarding firms’ stock

prices and their expected movements. A regular estimation procedure made by the

management is exposed to the risk of being driven by personal judgments and incentives,

however, the machine learning algorithm makes its prediction solely based on known

information. The information and also the estimation made by the machine learning approach

is therefore considered unbiased, as it is purely based on accounting data and financial

performance measures (Bertomeu, 2020). Consequently, after adopting a machine learning

approach the importance of specific performance measures will also be revealed based on

their predictive capabilities. This is particularly useful for investors and traders. If you are

able to use a machine learning algorithm and get better predictive power in your investment

management practices, it can bring a substantial effect on the investors' returns. This may also

prove valuable for decision-makers of future business activities as well as managerial and

economic strategies. Evidence supporting the usefulness of accounting data may also

motivate increased accounting quality as firms have more incentives to present high-quality

accounting information if a direct relation to the company’s stock price is recognizable.

1.3 Machine Learning & Gradient Boosting Decision Trees
1.3.1 Introduction to Machine Learning

The concept of machine learning is usually context-specific without a definite and unified

definition of the term and what it signifies (Gu, Kelly & Xiu, 2020). To grasp the general

concept of machine learning, we refer to the following definition, expressed by IBM

(International Business Machines Corporation).

“Machine learning is a branch of artificial intelligence (AI) and computer science which

focuses on the use of data and algorithms to imitate the way that humans learn, gradually

improving its accuracy.” (IBM Cloud Education, 2020, 15th July)

In recent years, machine learning has become increasingly more important in empirical

accounting research (Bertomeu, 2020). Machine learning allows for enhanced flexibility
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relative to traditional economical prediction techniques. Although this additional flexibility

also adds risks of overfitting the data, the potential for better approximations of the unknown

and complex data generated processes is expected to outweigh these risks. Simply put, the

problem of overfitting arises when a model or algorithm has learned and fits the test data too

well, which increases the room for error once it is applied outside the test data. Usually, this

problem is managed by adding a penalty related to increased complexity, thus motivating

simpler solutions ahead of complex ones (Open Data Science, 2018). The risk of overfitting

the data can be reduced by making refinements in the implementation of machine learning

algorithms and the technique that is applied (Gu et al., 2020).

There are multiple machine learning methods available. Gu et al., (2020) examine the most

commonly used ones and concludes that Boosted Regression Trees, Random Forests, and

Neural Networks appear to be the most suitable machine learning techniques for the

prediction of stock prices, comfortably outperforming the market and other techniques

including linear regression, generalized linear models with penalization, dimension reduction

through principal component regression (PCR) and partial least squares (PLS). Machine

learning methods and especially nonlinear methods can be used to identify conditional

expectations as expressed by Starica and Marton (2021). Thus, by developing this further we

believe it might be possible for the model to also make powerful predictions based on these

expectations which can be particularly exploited by an active investor.

1.3.2 Why Apply a Machine Learning Method?

Starica and Marton (2021) investigate the relation between stock prices and accounting

earnings. They argue that machine learning and recent developments in statistics allow for

earlier limitations and issues identified within the field to be solved. These issues were

previously highlighted by Holthausen and Watts (2001), who argued that valuation models

used in accounting research at the time were not sufficiently elaborated. While machine

learning and algorithmic modeling are relatively commonly used in finance, accounting

research has yet to fully embrace these models and the opportunities they may bring. Using

machine learning for stock market prediction is not only less tedious and time-consuming

than the manual procedure it has been historically, but the prediction is also based purely on

numbers and data, therefore ignoring potential emotional bias (Shen & Shafiq, 2020). Since

earlier machine learning methods were introduced, training costs and time required for
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learning have also reduced as both computer power and machine learning programs have

developed further and become more efficient (Shen & Shafiq, 2020).

1.3.3 Limitations to Machine Learning

Although machine learning has the potential to improve risk premium measurement, which is

an essential part and a difficulty associated with prediction, these improvements are only

measurements and do not contain information about actual economic mechanisms or

equilibriums. Machine learning may be useful to understand economic mechanisms, however,

these tools do not on their own identify these associations and relationships between

conditional variables and asset prices (Gu et al., 2020). In short, machine learning is a useful

tool, although it still requires someone to design, maneuver, structure, and control the process

and apply the best-suited algorithms for specific uses.

One of the major limitations of machine learning models is their “black-box” nature. You

provide inputs to the algorithm and get outputs in return. The machine learning algorithm

itself is technically complicated and details about the process are usually left out with a

limited explanation. For instance, it may exclude information about why the algorithm would

choose one scenario over another or how it came up with certain decisions (Chan, Reddy,

Myers, Thibodeaux, Brownstone & Liao, 2020)1. Related to the black-box nature of machine

learning, there is also the risk of overreliance on the machine learning model as well as the

risk of misinterpretation. The user still has to carefully examine the algorithms in case of

small errors that may affect the result or cause the algorithm to fail. Without the necessary

skills to interpret the result and enough knowledge to revise and edit the model inputs, the

machine learning model will not be particularly useful to the user (Armstrong, 2015; Malik,

2020).

Machine learning is limited to the information that is provided. Thus, there might be a lack of

data or a lack of “good” data. As stated by Chan et al. (2020), machine learning is prone to

the maxim “garbage in, garbage out”. Accordingly, it is up to the user to decide which

variables to include and what data to use. Some of the most important variables could be left

out since their importance is unexpected to the user. In that sense it is also not always

1 This article is not a financial article, however it provides a good explanation of the machine learning model.
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completely unbiased as the user may include variables based on expectations and personal

judgments (Chan et al., 2020; Malik, 2020).

1.3.4 Gradient Boosting Tree Model

Neural networks are commonly regarded as the most powerful and suitable machine learning

model, including when it comes to predicting stock prices (Gu et al., 2020). However, the

authors also highlight the random forest method and boosted regression trees as effective

machine learning methods when predicting stock returns. The focus of this paper will be on

the latest mentioned, the boosted regression trees or more specifically; the gradient boosting

decision tree model (GBDT), a classification algorithm. The fact that the GBDT is simpler

than neural networks to construct (Gu et al., 2020), makes GBDT an attractive machine

learning method, especially for the average investor. Compared to the random forest method,

decision trees also require less time to learn (Pradeepkumar & Ravi, 2017). GBDT is a

commonly used model in research outside the accounting and finance fields (Daoud, 2019).

However, previous research within the accounting and finance field is lacking when it comes

to utilizing gradient boosting on decision trees, which makes the angle of approach in this

study different from existing literature.

The motivation for conducting this research is to establish if it is possible to predict whether a

stock price will go up or down based on accounting data with a machine learning classifier,

more specifically, if a gradient boosting decision tree algorithm model can be utilized to

predict stock price movements, using accounting data as the predictor variables. If so, the

GBDT can be an appropriate choice to implement in an investment decision-making process.

The technical parts of the classification model will be discussed in the method section of the

paper.

1.4 Thesis Structure
The structure of the thesis consists of several chapters. Starting with a theoretical section

consisting of a literature review where previous literature on stock prediction and its

relationship with accounting data is presented. To conclude this chapter, the main hypothesis

of the report is presented and motivated. In Chapter 3 the data is presented including the

selected sample as well as the predictor and response variables used in our models. In

addition, the methodology for this study is explained and the machine learning tool and
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approach used are further described. In Chapter 4 the results of the study are presented. This

result is later discussed in Chapter 6 where the results of the models are compared against

each other and how it relates to previous research. Lastly, the final section includes a

conclusion of the report and our findings. Further, limitations within the study are discussed

and guidance for future research is expressed.

2. Theoretical section
2.1 Literature Review
In the following section, relevant literature and their respective findings will be presented.

More specifically, research papers that have attempted to determine the relationship between

financial ratios and performance measures, and the stock price movements. For starters, it is

important to address the Efficient Market Hypothesis (EMH). A theoretical approach that is

relatively basic, but frequently expressed. The EMH states that all information instantly is

reflected in stock prices. This suggests that stocks always trade at a fair value and that finding

undervalued stocks is impossible. Therefore, the technical and fundamental analysis would be

pointless. Ultimately, EMH suggests that one cannot consistently outperform the market

(Fama, 1965a; 1965b; Samuelsson, 1965; Schmidt, 2011; Delcey, 2019). This makes EMH

highly controversial with a substantial amount of academics and researchers both supporting

and criticizing the theory and its fundamentals.

Fama (1970) identifies three different subcategories of efficient markets. Namely, weak,

semi-strong, and strong form. The forms differ in terms of information available and how

strong or extreme of a market efficiency that is considered. The weak form suggests that

today’s stock prices reflect all data of past prices, the semi-strong form suggests that all

publicly available information is reflected in current stock prices and the strong form

acknowledges all information, whether its public or private, to be reflected in the current

stock price. With performance measures being publicly available through income statements,

numerous studies examine whether this information of performance indicators can be used to

predict stock returns to outperform the market. However, with mixed results, as later

presented by Basu (1983), Schrimpf (2010), Dimitropoulos and Asteriou (2009), Lewellen

(2004), Dzikevičius and Šaranda (2011), and more. As mentioned, most of the financial ratios

and performance measures that are interesting to include are usually presented in the
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corporation's financial statements. If they are not reported directly, the numbers can at least

be manually computed from the reported raw numbers in the financial statements.

In short, the theory of the efficient market hypothesis argues that security prices and share

prices will immediately decrease or increase in response to the knowledge gained from a

number of different variables. These variables include, but are not limited to; net assets, cash

flow, return on capital employment, D/E-ratio (debt-to-equity), dividends, and earnings

(Fama, 1970). Although EMH has been heavily researched and widely covered, the number

of supporters, as well as critics, makes this theoretical section constantly relevant for new

studies to be designed and performed. Technical developments in statistical tools further

enable discoveries and new evidence to be found, which will contribute to existing

knowledge within the theory of efficient markets.

Several different research papers have made an attempt to predict stock market performance

based on three different types of predictor variables. In the earlier stages, research papers

within the field focused on predictor variables related to the past prices (e.g., moving

average) and multiple researchers could identify significant patterns and relations between

the predictors related to past prices and stock prices movements (Fama, 1965a; 1965b;

Jegadeesh & Titman, 1993). The second type of predictor variable that is broadly utilized

within the field of predicting stock prices is the accounting data of performance measures and

other economic fundamental variables. In particular, Jegadeesh and Livnat (2006) analyzed

revenue surprises and stock returns. They confirmed that analysts are slow to incorporate

information about revenue and earnings surprises into their forecasts. This allows for

profitable trading strategies to be exploited, especially in the case of more extreme surprises.

Other previous studies that also used fundamental analysis and accounting data in predicting

stock performance are Basu (1983), Rosenberg, Reid, and Lanstein (1985), and Cooper,

Gulen, and Schill (2008). These articles raise evidence towards market inefficiency and argue

that fundamental data can be useful to predict stock return, thereby increasing the likelihood

of outperforming the market. The third type of predictor variable that has been utilized within

the field is non-financial information, more specifically this could include text and social

media sentiments (Chen, De, Hu, and Hwang , 2014; Kim & Kim, 2014; Renault, 2017). This

study will focus on the second type of predictor variables, which includes accounting data of

performance measures and economic fundamental variables.
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Historically, accounting numbers were for a long time generally regarded as somewhat

meaningless. However, when Ball and Brown (1968) provided evidence supporting the fact

that accounting earnings were in fact useful, they set the foundation for future capital markets

research in accounting by inspiring researchers to investigate the phenomenon further. The

research used databases with accounting data and monthly stock prices which at the time

recently became possible to collect in machine-readable form (Kothari & Wasley, 2019).

Thus, the founding motivation and methodology behind the following presented literature, as

well as this study in its whole, can in many regards be traced back to the study by Ball and

Brown (1968). Just like the EMH, these authors and their conclusion that motivates the

usefulness of accounting earnings were faced with numerous supporters as well as critics

(Kothari & Wasley, 2019).

Stock price prediction includes numerous unpredictable components, both internally and

externally. The components affecting the stock price may also change over time and each

firm’s stock price is not only affected by different factors, but they also react differently to

these factors. In addition to these complications, there is also intense competition from other

traders. This means that if successful forecasting techniques are discovered, they would be

copied and widely used by others. Thus, eliminating the ability of the forecasting model

(Rapach & Zhou, 2013). Although forecasting models will most likely never be able to

explain more than a very limited part of the stock returns, forecasting methods do have

evidence supporting the fact that they improve forecasts in a way that will result in economic

gains that outperform an investor that does not rely on these methods (Rapach & Zhou,

2013).

In 1983, Basu (1983) concluded that earlier research had suggested that firms with higher

earnings to price ratio most times had higher stock returns than firms with lower earnings to

price ratio (E/P). However, during his study, he identified a clear difference between larger

and smaller firms, where the larger than average firms had an insignificant or only marginally

significant E/P effect, which he argued was primarily suppressed indirectly by firm size. He

emphasizes that earnings, firm size, and expected earnings have a complicated relationship.

Takeaways from Basu (1983) suggest that firm size should be considered and that the result

of our study might differ depending on the size of investigated firms.

12



Schrimpf (2010) examined the validity of corporations' financial ratios in their predictive

abilities toward the profitability of corporations in the stock exchange market. The author

could conclude that the predictability of profitability with the use of financial ratios has a

high correlation with a stock price analysis. These results indicate that financial ratios, most

specifically profitability ratios, do have a close relationship with the share price movements.

These findings are akin to a study by Dimitropoulos and Asteriou (2009) where the article’s

findings confirmed that profitability ratios are the most important determinants of predicting

stock returns. The findings of this particular study suggest that leverage is not a key variable

for predicting stock returns, instead the authors conclude that the most productive firms are

rewarded with higher stock returns, and accordingly, the productivity variables were the key

variables for prediction.

Lewellen (2004) made a study with regressions and results using different variables

compared to the previously mentioned studies. The results of this study focused on the long

horizon and the researcher found significant results in the dividend yield, P/E-ratio, and

book-to-market ratio as predictor variables of stock returns. In connection with the previously

mentioned articles, Dzikevičius and Šaranda (2011) studied 20 different financial

performance ratios as predictors of stock returns and resulted in other predictor variables that

better can explain the stock returns. More specifically, variables including return on assets

(ROA), return on equity (ROE), and total-liabilities-to-equity.

Based on mentioned studies, numerous different performance measures have been presented

and all have different predictor variables as the most significant variables. Although, it seems

that the performance ratios measuring profitability have been the most significant predictors

of stock return movements. This gives valuable insights into which variables to test. Based on

this part of the literature review, D/E, leverage, ROE, and ROA are the most intriguing

financial ratios that should be included in the research. The leverage ratio is interesting to

include as a predictor variable because even though the study by Dimitropoulos and Asteriou

(2009) concluded that it is not a key variable for predicting stock returns on Greek stocks,

Dzikevičius and Šaranda (2011) did in fact identify a relationship between leverage and stock

price movements in their study. This suggests that leverage might still be a key variable in

our study and should not be excluded without testing.
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In a more contemporary article, Ball and Nikolaev (2022) study earnings and cash flows as

predictors of future cash flows. The authors conclude that earnings will actually provide

better information about future operating cash flows, compared to using historical operating

cash flow as a predictor. Consistent with Dechow and Dichev (2002) and Dechow (1994), the

authors argue that operating cash flow is a noisy measure of performance because of timing

and matching problems. This is especially apparent in firms in which cash flows are not in a

steady continuous flow. Firms that are in a growing phase or have irregular income are

especially noisy and cash flow is even less useful as a predictor (Dechow, 1994).

Nonetheless, even for stable firms, Ball and Nikolaev (2022) and Dechow (1994) suggest that

operating earnings will give a more accurate prediction of future cash flow. Further, they

conclude that accrual-based measures can effectively reduce noise. Our study will relate to

these studies in the sense that accrual-based performance measures, for instance, gross profit,

ROE, ROA, and operating income, will be included as predictors for stock return.

Accounting literature agrees on the fact that price and earnings have a nonlinear relationship

(Starica & Marton, 2021; Vijh et al., 2020). This was hinted at already 50 years ago by Ball

and Brown (1968). This suggests that there is no simple straight-line correlation between the

dependent and independent variables. Instead, the relationship can take a variety of

differently curved forms, making it less straightforward to identify and interpret. Using a

linear regression model to interpret a nonlinear relationship would lead to a misspecification

of the functional form, thus a nonlinear model is required to effectively capture said

relationship (Brooks, 2014). The nonlinear regression model used is further described in the

methodology chapter of this paper (Chapter 3.4.5). Because of recent advancements in

technology, Starica and Marton (2021) propose a modern machine learning method for

nonlinear modeling. For their study, the authors use a nonlinear regression Random Forest

and ultimately present price to book ratio, size, and total liabilities to the market value of

equity as the most important and influential variables in the relation between price and

earnings.

Advanced intellectual techniques are proven to be useful in finding hidden patterns in large

data sets with complex relations (Vijh et al., 2020). Machine learning methods are more

efficient than past methods for this task and there are researchers and investors effectively

using these tools for forecasting purposes. Multiple different machine learning methods exist

where some may perform better than others. The complexity of each model also differs. New
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machine learning packages and techniques are being developed with the ambition of being

more user-friendly or accurate than previous techniques (Vijh et al., 2020; Gu et al., 2020).

2.2 Hypothesis
This report aims to investigate whether performance measures from accounting data can be

used to predict stock prices by using machine learning and statistical tools. This study will

test the phenomenon that is stock price prediction. It will test whether the prediction is

possible and if accounting data is useful for this purpose. Any evidence of this would be

remarkable as it would suggest that it is possible to exploit this information and outperform

the market.

We motivate a null hypothesis that is in line with the efficient market hypothesis which

suggests that accounting data cannot be used to predict stock price movements.

H0: Performance measures and accounting data cannot be used to predict stock price

movements.

If the null hypothesis is rejected, results must show significant evidence of the predictive

capability of accounting data, which further can be used to predict stock price movements

and outperform the market. We reject the hypothesis if the two models can predict stock price

movements with an accuracy over 50%. As we base our study on publicly available

information, rejecting this hypothesis would also suggest that the semi-strong form of EMH

does not hold.

3. Data and Methodology
3.1 Data
The data sample used in this thesis is the US market, more specifically, large companies

within the S&P 500. The choice of this sample is based on the foundation that we wanted

companies that were relatively large and financially stable with many years of historical

financial data. Further, investment companies have been excluded as their accounting data

substantially differs from regular companies due to ownership in other firms and different

financial reporting. Consequently, the research is based on 418 firms from the S&P 500. The

availability of data is crucial, and since US-listed firms are required to publish this
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information, collection of data was no issue. Databases are being used for this task and the

firms within the selected sample are large. If our sample would have also included smaller

firms and newly founded firms, this could have been more of an issue. The industry

distribution of the sample is presented in Table 1.

Table 1. Industry Distribution

Further, the data collection period ranges from 2007 to the end of 2021. It could have been of

interest to exclude 2020 and 2021 due to the complicated situation with the pandemic that

had a substantial effect on the stock market. However, market conditions may not always be

perfect, and excluding these years may result in a machine learning model that solely works

in less turbulent market conditions. Thus, there would be an increased risk of ending up with

a beautified model that does not work in practice. It is also interesting to see how well the

models are performing in an uncertain time on the macro front. The chosen classification

model is efficient and does not require much data for learning. Therefore, the selected time

period did not need to expand further.

The fundamental data collected is based on the literature review. In addition to the share price

and earnings, it includes risk and growth proxies. Namely, size, price-to-book, book-growth,

revenue growth, and earnings growth. The predictor variables further include profitability

proxies, financing proxies, and investment proxies. All predictor variables are listed and

described in Chapter 3.2. Sample data for the study was collected from the WRDS database.

More specifically, the accounting information was gathered from Compustat and the share

prices were obtained through CRSP. An overview of the sample data and the descriptive

statistics can be found in the Appendix of this paper.
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3.2 Predictor Variables
3.2.1 Risk and Growth Proxies

Existing literature suggests that risk, growth, economic rent, and accounting conservatism

affect the relation between prices and earnings (Holthausen & Watts, 2001; Kothari &

Shanken, 2003; Liu & Thomas, 2000; Starica & Marton, 2021; Biddle, Chen & Zhang,

2001). Price-to-book (P/B) is one of the identified proxies for risk, economic rent, growth

opportunities, and unconditional conservatism (Fama & French, 1992; Roychowdhury &

Watts, 2007). Apart from share price and earnings, Starica and Marton (2021) classify this

proxy as the most important explanatory variable in shaping the price-earnings relation,

although when using a different machine learning approach. Another well-known risk and

growth factor is size. The importance of including a size proxy was particularly motivated by

Basu (1983). Inspired by Starica and Marton (2021), two different estimations of size will be

used and tested as explanatory variables. These are based on total assets as well as

previous-year market size.

Cash volatility could have been included as a proxy for risk and growth but was ultimately

excluded. This decision was based partly on Starica and Marton (2021) who identified cash

volatility as less relevant in explaining the price-earnings association than previously

mentioned proxies of risk. In addition, numerous studies have motivated cash flow as a noisy

measurement with timing and matching problems that are especially common in firms with

volatile and irregular cash flow (Ball & Nikolaev, 2022; Dechow, 1994; Dechow & Dichev,

2002). Therefore, its predictive ability of share price might be limited.

Multiple direct measures of growth were used. Namely, revenue growth, growth in earnings,

change in total assets, and change in equity. All proxies for risk and growth, as well as their

respective calculations, are specified in Table 2. Using lagged values in the denominator

reduces heteroscedasticity in terms of unwanted biases and unwanted correlation effects

(Algharaballi & Albuloushi, 2018).
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Table 2. Risk and Growth Proxies

Risk and growth also include more indirect proxies, where investment and financing are

proxies of risk, while profitability and payout policy are proxies of growth (Starica & Marton,

2021). These proxies are large enough to be identified as their own category which includes

numerous proxies and variables. Three of these categories are included in this study as

pay-out proxies have been excluded. Even though payout proxies have been identified as

significant predictors of stock returns (Lewellen, 2004), this predictive capability is primarily

long-term (Beaver and Ryan, 2005). This report focuses on short-term movements and is

based on quarterly data which makes these proxies less useful for our purpose.

3.2.2 Profitability Proxies

Dimitropoulos and Asteriou (2009) acknowledge profitability ratios as the single-handedly

most important determinants of predicting stock returns. The importance of profitability

ratios is further supported by Dechow, (1994), Ball and Nikolaev (2022), Starica and Marton

(2021), and Schrimpf (2010), who all identify a close relationship with stock price

movements. Therefore, multiple profitability ratios were included.

Starica and Marton (2021) further explore profitability ratios inspired by previous studies,

particularly the studies made by Fama and French, (2015), Novy-Marx (2013), and Ball,

Gerakos, Linnainmaa, and Nikolaev (2016). Because of the relative importance of these

ratios compared to other explanatory variables investigated, multiple profitability ratios were

included in this study. These ratios include gross profit-to-book value, gross profit-to-assets,

operating income-to-assets, and R&D-adjusted OI-to-assets.

Besides mentioned proxies, return on assets (ROA) and return on equity (ROE) were also

included as their respective explanatory abilities have been highlighted as significant

(Dzikevičius & Šaranda, 2011). All profitability proxies and their respective decomposition is

presented in Table 3.
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Table 3. Profitability Proxies

3.2.3 Financing Proxies

Debt-to-equity (D/E) is a commonly used ratio to evaluate a company’s financial leverage. It

reflects the degree to which a firm’s operations are financed through debt. Thus, higher

leverage indicates a higher risk to the shareholders. D/E is calculated by using total liabilities

as the numerator and shareholder’s equity as the denominator. The inclusion of this variable

is motivated by Dzikevičius and Šaranda (2011). Additional financing proxies used as

explanatory variables in this study include interest-to-equity and debt-to-asset.

Table 4. Financing Proxies

3.2.4 Investment Proxies

Fama and French (2015) define an investment factor as the change in total assets, however,

this variable is already included as an explanatory variable, being a direct measure of growth.

Following Starica and Marton (2021), other investment variables that are included in our data

are the investment-to-asset (I/A), cash-to-assets, tangibility, R&D intensity, and

inventory-to-assets. Chen, Novy-Marx & Zhang (2011) define investment-to-asset as the

annual change in property, plant, and equipment plus inventory change, divided by lagged

total assets.

Table 5. Investment Proxies
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3.3 Response Variable
As the chosen model in this study is a classification model, it is specifically designed for a

binary response. Therefore, we created binary variables. The two binary variables will be

defined as 1 and 0. The response variable (or dependent/target variable) is the stock return

and if the returns are greater than zero, the binary variable will be 1. If the returns are smaller

or equal to zero, the binary variable will be 0. Return is based on whether the stock price has

increased or decreased, which also can be phrased as a profit or loss on an investment.

The two binary variables:

Total stock return > 0 = 1

Total stock return ≤ 0 = 0

When estimating stock returns, logarithmic returns are used. In contrast to regular (or simple)

returns, logarithmic returns are continuously compounded. This makes it easier to compare

returns between different assets and companies. Logarithmic returns are commonly used

when discussing and estimating returns over time as the compounding effect is effectively

captured. In practice, a positive and negative return of the same magnitude will cancel each

other out when using logarithmic returns. It is assumed that stock prices follow lognormal

distribution, therefore logarithmic returns are suitable. This further ensures that stock prices

can not become negative (Brooks, 2014).

The logarithmic return is estimated as follows:

𝑙𝑛( 𝑁𝑒𝑤 𝐶𝑙𝑜𝑠𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒
𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝐶𝑙𝑜𝑠𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒 )

3.4 Methodology
3.4.1 Supervised Machine Learning

To understand the predictive methodology that was used in this thesis, it is necessary to

introduce machine learning and more specifically, supervised machine learning. To begin

with, supervised learning is the most utilized form of machine learning. It basically involves

having input variables (X) and an output variable (Y), and then utilizing an algorithm to train

the mapping function on the output variable with the data from the input variable. The main

goal is to approximate the function so well that when you collect new input data, you can
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predict the output variables for that data. As the algorithm is created on historical data, we do

have the correct answers, then the algorithm makes predictions repeatedly on the training data

and then tests the model on the output data to see how well the model has learned the

patterns. Examples of supervised learning models include regression models and

classification models (Kotsiantis et al., 2007).

3.4.2 Classification

If the task is to classify data points into a specific number of classes (Total stock return > 0 =

1, Total stock return ≤ 0 = 0), a classification model is the most appropriate method to utilize.

An example of a classification model is given below where the purpose is to separate data

pointers whether they lie below or above the separator curve with the function 1/X

(Javapoint, n.d.).

Figure 1: Example of a Classification Chart (Javapoint, n.d.).

Visualized in Figure 1, two different classes are represented in blue and green depending on

their location relative to the curve. We call these the blue and green classes. The data points

below the separator belong in the green class and the data points above belong in the blue

class. The main task with this type of classification algorithm is to process a chosen amount

of data observations and make an attempt to simulate the behavior in the general case and

thereby approximate the unknown separator function (Javapoint, n.d.).

As the purpose of this study is to predict if a stock return will increase or decrease based on

the accounting data, a model with a binary classification model is preferred. As mentioned, a

classification model builds on a number of classes, and this type of model is fitting as the
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main method used in this paper. The choice of utilizing classification models is motivated by

the purpose of this paper which is to predict if a stock price increases or decreases at a given

time when the quarterly reports are released. This makes the classification models most

suitable for our research questions. A regression model would have been relevant if the aim

was to predict continuous values, such as share prices and market trends. However, as we

only want to predict if the stock price will go up or down at a given time, a classification

model where the model predicts (i.e., classify) the discrete values of total stock return > 0 and

total stock return ≤ 0 is well fitted.

Furthermore, within the classification models, there are several different machine learning

classification algorithms. For instance, Logistic regression, Random Forest Classification,

Kernel SVM, Support Vector Machine, and Decision Tree Classification (Javapoint, n.d.). In

this paper, the chosen classification models are a Logistic regression model and a decision

tree classification (gradient boosting on decision trees). The basis of this model selection will

be argued in the sections below.

3.4.3 Logistic Regression Model

As known from previous research, stock price prediction is a regression analysis problem if

you want to predict stock prices or market trends. However, if you want to predict

movements of the stock increasing or decreasing based on different factors, it is more of a

classification analysis problem. Therefore, the research design for this thesis was a predictive

research design, which is empirical research with models that aims to forecast future events

(e.g., stock returns). The most commonly used models in this type of research design are

OLS-regressions, logistic regressions, decision trees, and neural networks (Mitchell, n.d.).

Starica and Marton (2021) are pointing out that the relation between stock return and

accounting performance measures is known to be nonlinear, and as the aim is to predict the

discrete values of total stock return > 0 and total stock return ≤ 0, only the classification

models are suitable for this task. Using a linear probability model would be problematic since

the relationship between our binary outcome and continuous independent variables are

nonlinear, leading to misspecification of the functional form. This may generate biased

estimates. In practice, this model would allow for probabilities greater than one or even

negative probabilities, which should not be possible (Brooks, 2014). This makes a logistic
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regression model more suitable, which is the first model that was applied in this research to

examine the different performance measures’ impact on stock returns.

Different from the linear model, logistic regression uses a cumulative distribution function

where probabilities of the coefficients take a value between 0 and 1. This makes the model

S-shaped instead of linear. When interpreting a nonlinear model, the magnitude of the

coefficient estimates cannot be translated directly to marginal effects. Instead, observation is

made on whether the relation between the dependent and independent variables is positive or

negative. In addition, the coefficients can be compared to each other on an ordinal scale based

on their influence on the dependent variable (Brooks, 2014). This suggests that the degree of

difference between coefficients cannot be specified, but it is observable whether one

coefficient is more important and influential than another.

Within machine learning, the logistic regression model is a classification model that predicts

the probability of the dependent variable (i.e., target variable) and the dependent variable will

only have two possible classes. For this thesis, stock return is the dependent variable where

total stock return > 0 is one class and total stock return ≤ 0 is the second class. The

performance measures were the logistic regression’s suitable independent variables. The

logistic regression describes the relationship between the independent variables (predictor

variables) and the dependent variable (stock returns). A logistic regression model is

specifically designed for a binary response (Brooks, 2014). As previously expressed, we

created a binary variable. If the returns are greater than zero, the binary variable will be 1. If

the returns are smaller or equal to zero, the binary variable will be 0.

The classification model described is solely predictions made within the data that we have

collected. However, as the main aim of this study is to predict future share price movements,

we need to use a model that can predict data outside the collected data. Using a program like

Python for this task, it is possible to create a model with machine learning for the predictive

analysis. This basically means that we trained a model with a percentage of the data we have

collected to see the accuracy of the predicting model. Then we tested the model with the

untrained data. The results of the logistic regression model were then compared to the result

of the gradient boosting algorithm to see which model yields the best results. When training

the model in Python and then testing it, the model is providing us with an accuracy score. The

score from this model is compared later in this study with the purpose to investigate whether
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the machine learning algorithm could predict the stock returns better and outperform the

traditional logistic regression model as well as an uninformed investor.

3.4.4 CatBoost: A Machine Learning Library

When creating the other machine learning classifier model that builds on decision trees, the

most important code package utilized in this study was the CatBoost package. CatBoost was

developed by Yandex and is an open-source algorithm that enables machine learning and

predictions. The machine learning package works well with different types of data. For

instance, text, audio, images and historical data. The latter (historical data) is the most

significant data source in the case of this study (Ray, 2017). CatBoost is based on gradient

boosting algorithms which is a type of machine learning algorithm that is used in several

different business challenges, most notably in forecasting and prediction tasks. The algorithm

can also provide the user with good results with a relatively small amount of data, which is

the main difference between this machine learning algorithm and other Deep Learning

models that need a massive amount of data to train on (Prokhorenkova et al., 2018).

There exist several different types of algorithm libraries within gradient boosting, for

instance, LightGBM, H2O, and XGboost. However, the selection of CatBoost is based on the

same advantages of the algorithm library. Firstly, the most important advantage is the

performance. The CatBoost library has a very good performance and provides ultra-modern

results. Although the library is easy to use, it still performs on the same level as any other

machine learning algorithm. Secondly, as already mentioned, CatBoost is simple to use and

the library is doing a lot of the work in pre-processing data by itself. The algorithm is

handling the categorical feature automatically which means that instead of converting

categorical data into numbers, which you have to do in other machine learning models, the

algorithm uses various statistics on combinations of numerical and categorical features. This

makes the CatBoost model very user-friendly (Ray, 2017).

Furthermore, the algorithm reduces the chance of overfitting and decreases the need for

parameter tunings which makes the model more robust than others. Overfitting is often

mentioned as the main disadvantage in a gradient boosting model compared to Random

Forest. However, the CatBoost algorithm is adequately solving this dilemma of overfitting by

using oblivious decision trees as predictor bases (Prokhorenkova et al., 2018). The term

oblivious suggests that each tree level uses the same splitting criterion, making them more
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balanced than a standard decision tree and therefore less prone to overfitting. An additional

benefit is that this also allows for the machine learning testing time to be significantly faster

(Prokhorenkova et al., 2018). Lastly, the choice of CatBoost was also based on a comparison

between CatBoost and other boosting algorithms libraries, showing that CatBoost is

providing results with the lowest log-loss values. In addition, when using CatBoost there is

no requirement of conversion data sets to any specific format, which is the case in both

LightGBM and XGBoost (Ray, 2017). This is supported by Prokhorenkova et al. (2018) who

identified that the CatBoost gradient boosting algorithm, which builds on ordered boosting

with ordered target statistics, solves some of the prominent problems within predictions and

outperforms previous leading gradient boosting packages.

3.4.4.1 Gradient Boosting on Decision Trees

The CatBoost model, also known as the CatBoost classifier, is based on a gradient boosting

tree algorithm (GBDT). The GBDT is the main method that was utilized to test the prediction

capability of accounting data. It is a good fit machine learning model when the data is

heterogeneous, which is the case in this research. There are other machine learning tools,

primarily neural networks or random forests. However, they can be too complex and not that

user-friendly which makes the choice of selecting CatBoost easier as the CatBoost model and

the GBDT is rather simple to use and is still a powerful model for predictive analysis (Ray,

2017). Friedman (2001) was the first paper to introduce the concept of GBDT. The author

proposed a new type of classification method that would combine multiple weak classifiers

(i.e., weak trees) and then create a robust classifier. Daoud (2019) also identifies that a weak

decision tree is a classifier that cannot do any accurate predictions. However, the weak

classifier is still better than a purely random prediction. That said, it is when combining weak

decision trees into an ensemble, that the model can make meaningful predictions with

accurate results (Daoud, 2019).

The model is constructed on the same binary variables as the logistic regression model. What

the CatBoost model does is that it creates a gradient boosting algorithm that combines several

weak learning systems and creates a strong learning model that actually can see patterns in

the data (Prokhorenkova et al., 2018). Below is visualized how a gradient boosting tree

works.

25



Figure 2. Gradient Boosting Tree Model

The model tests different configurations to test the data and delivers the best configurations

for the model to us by itself (Prokhorenkova et al., 2018). The model then gives an accuracy

of how well the performance measures and the model manages to predict stock price

movements. Another feature that can be used with this gradient boosting algorithm from the

CatBoost library is that one can get the importance of the variables in the model (Ray, 2017).

Meaning that it is identifiable which variables from the accounting data that have the most

influence on our prediction results. This could further guide and pinpoint future research

within the field. As aforementioned, if we can see just a small improvement in the prediction

from the machine learning tool, it can make a great impact on the equity market and how

investors operate.

3.4.5 Feature Importance

According to Billiau (2021) and Chan et al., (2020), machine learning models are commonly

referred to as “black-box” models. As the nickname suggests, these models are very complex.

It is a challenge to understand and interpret what is going on inside these models. The

challenge of interpretation exists in deep learning models like neural networks as well as in

ensemble models like gradient boosting trees. The models can yield really good prediction

results; however, the drawback is the difficulty to understand how the inputs (predictor

variables) are combined and how they influence the predictions (Billiau, 2021).

In traditional statistical models like linear regression, it is possible to make precise statements

based on statistical inferences. The statistical inferences can tell us how the inputs relate to

the output. In the case of these black-box models, it is almost impossible to make these types

of statements due to the complexity of trainable weights that link the input variables with the
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output variable. Feature importance techniques are relatively new within machine learning

that solves this interpretability problem (Billiau, 2021). Feature importance techniques assign

each predictor variable a score based on its ability to improve predictions. This makes it

possible to rank the predictor variables in our machine learning model based on the predictive

power of each variable (Billiau, 2021; Bertomeu, 2020).

The feature importance method used in this study is a technique provided by the CatBoost

library. The method builds on three different formulas: loss function change, prediction value

change, and internal feature importance (CatBoost, n.d.).

It is important to point out that feature importance is not a statistical inference and the method

can only tell us how important a feature is for the prediction. The results from the feature

importance analysis do not say anything about the relationship if it is linear, non-linear,

quadratic, or the magnitude of the predictor effect (Billiau, 2021; Bertomeu, 2020). However,

it is still a good alternative solution when utilizing these black-box models where it is nearly

impossible to perform a traditional statistical inference (Billiau, 2021).

3.4.6 Python and Feature Selection

3.4.6.1 Data Manipulation and Creating the Data Frame

The programming language used throughout this master thesis is Python. Python is a popular

programming language and is considered one of the most user-friendly programming

languages. Although it is relatively simple to use and learn, it is still a programming language

that can be powerful in tasks of machine learning and data analytics. The main advantage of

Python is that it allows code packages that facilitate the utilization of the language and

encourage code reuse and program modularity (Python, n.d.). The data that was extracted

from Compustat and CRSP could easily be imported into Python with CSV files. Later, the

Pandas library was utilized to process the imported data. Panda library is a software library

constructed for the Python programming language and can provide codes for data

manipulation and analysis. The codes in the Pandas library were utilized to load the CSV-file

of the quarterly fundamental data from all firms in the S&P 500. Following this, manipulation

of the data was necessary to get the data structured in a way that could be used for the

prediction. We started by setting the date as the index, before merging the fundamental data

file with the stock data file. Lastly, predictor variables were calculated and added to the

fundamentals data file. Calculations of all predictor variables are detailed in Chapter 3.2.
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To get the stock data, the Pandas library was used once again to read all the daily prices from

the companies from the CSV-file retrieved from CRSP. To get this data file in the same

structure as the fundamentals data file, we set the date as the index. These two files were then

merged to get a data frame with all the quarterly fundamentals and the quarterly stock prices

in the same data frame. Lastly, the log returns were calculated and added to the data frame as

this was our response variable for the prediction models. We created a variable for the

logarithmic returns on a quarterly basis as well as dropped the 'NAN' values (i.e., the missing

values, otherwise the models would not work). We chose to include the logarithmic returns

since that is what typically is being used in this type of analysis (thereby excluding the raw

returns and returns percentage). The decision of using logarithmic returns rather than simple

returns is further described in Chapter 3.3. As the purpose was to predict future stock prices,

we used the pandas' shift function to get the next quarterly log return on the row of the

previous quarter of fundamental data.

In order to get the complete data frame, the pandas.concat() function in Python was being

utilized. Following, a data frame with all companies and data stacked below each other was

created. As the aim was to train the prediction models with a specific number of years to

predict the next period, a modification of the data frame was necessary to have the data frame

sorted by date instead of by companies, which was being made within the concatenated data

frame.

Lastly, as the chosen models in this study were two classification models, we created a binary

variable. The binary variable will be defined as 1 or 0. The response variable is the stock

return (logarithmic return) and if the returns are greater than zero, the binary variable will be

1. If the returns are smaller or equal to zero, the binary variable will be 0. The variable is

based on whether the stock price has increased or decreased. The data frame was now

finished and configured to make it possible to put the data frame into the machine learning

models.

3.4.6.2 Training and Testing the Machine Learning Models

The next step was to set up the training data set and testing data set. As we were running the

machine learning model for ten years. The training and testing data is moving for each year.

Starting with predicting 2012, the training data was set to the five previous years, 2007 to the
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end of 2011. Then the model tested its predictability in 2012. The same procedure was

repeated for the following years up to 2021. Then we ran the CatBoost model and the logit

regression for all these periods. As the models are running several iterations to train

themselves and achieve the best possible prediction result, we set a code to get the best

iteration possible. This means that the model was running several iterations and then provided

us with the best configuration. The two models then provided us with prediction scores for

each test period. Each test period and prediction is kept separate from each other. For

instance, the prediction of 2012 is not related to the prediction of future years, which means

that there is no risk of potential leakage of data. Thus, we run the prediction models several

times, one for each quarter.

3.4.6.3 Feature Importance in Python

Lastly, we utilized the CatBoost library to get the feature importance of the CatBoost

classification model. The feature importance is based on the training data and the scores

given from the code are basically how important each feature is for the predictions and to

what extent they influence the response variable, that is whether the stock price is predicted

to move up or down.

4. Experimental Results
4.1 Results of the CatBoost Classifier
Results of the CatBoost Classifier are presented in Table 6. The presented values represent

the prediction accuracy achieved by the model for each year. The accuracy score for each

year consists of four predictions made (one in each quarter) for all the stocks included in the

sample that were active during the period. In total, this means that each accuracy score is

based on approximately 1700 standalone predictions of directional stock price movements.

The highest accuracy of correct predictions was achieved in 2015, with a score of 60.46%.

This prediction was based on what the CatBoost Model had learned during the most recent

five years prior to the prediction. The lowest score was in 2016 at 52.32%. Predictions made

during this year and these quarters were based on data from 2011 until 2016. The results

suggest that in all ten years, the CatBoost model performed better than what would be the

expected result by an uninformed investor who is blindly guessing (50%). The average

accuracy score over the entire period was 56.71%.
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Table 6. CatBoost Classifier Prediction Accuracy

Figure 3. CatBoost Classifier Prediction Accuracy

As visualized in Figure 3, neither a positive nor negative trend in the accuracy scores is

observable. The change in accuracy seems to be random between each year. However, the

results are relatively stable with a low spread of values. The standard deviation of the

accuracy scores is 2.48%. The figure further shows that the model consistently achieves

accuracy scores above 50%, which in the diagram is represented by a constant dark line.

4.2 Results of the Logit Regression
The accuracy scores from the logit regression range between 46.51% and 64.36% during the

ten-year period. The worst performing year was 2017 while the best performing year was

2019. There were two years where accuracy scores were above 60%, but also two years

where accuracy was below 50%. As presented in Table 7 and further displayed in Figure 4,

the accuracy scores were drastically different between the years with a standard deviation of

5.73%. The ten years, or 40 quarters, of predictions and accuracy scores, resulted in an

average accuracy of 54.57%. This means that the model successfully achieved an accuracy

score above 50% looking at the time period as a whole.
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Table 7. Logistic Regression Prediction Accuracy

Figure 4. Logit Regression Prediction Accuracy

4.3 Results of Feature Importance
The average feature importance in the CatBoost classification for each of the 20 different

predictor variables that have been considered is visualized in Figure 5. The bars display the

most important features for the prediction from the left side and the least important features

to the right side of the bar chart. The results do not show a clear ordering between the

different fundamental categories. However, it shows five risk and growth proxies among the

ten most important predictor variables. Book growth is by far the most important predictor

variable and has a score of 22 of 100. The profitability proxies are the second most important

fundamental category with four proxies among the ten most important predictor variables.

Among the profitability proxies, ROA is the most important followed by ROE. Investment

proxies and financing proxies are approximately equally important and share the third place

in the importance of predictability. However, cash-to-assets is by far the most important of

these two categories and places itself as the second most important feature for the prediction.

The other proxies within these two categories all fall within the ten least important features

for the prediction.
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Figure 5. Average Feature Importance of the Predictor Variables

In the following four diagrams (Figure 6a-d.), it is visualized how each feature's importance

has increased or decreased in importance over the ten years of prediction. As shown by the

first diagram (Figure 6a.), book growth has always been the most important feature during

these ten years. In the profitability proxies (6b), ROA has been the most important feature

during the period except for 2017 when ROE and R&D adjusted operating income was more

important. Among the investment proxies (6c), cash-to-assets has been the most important

proxy during the period. However, the inventory-to-assets proxy has moved from a score of

two up to a score of eight which is a noteworthy increase in the feature importance. Among

the financing proxies (6d), debt-to-assets has been the most important proxy for the majority

of the years.

Figure 6a. Predictor Variables Importance Over 10 Years of Prediction: Risk and Growth Proxies
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Figure 6b. Predictor Variables Importance Over 10 Years of Prediction: Profitability Proxies

Figure 6c. Predictor Variables Importance Over 10 Years of Prediction: Investment Proxies

Figure 6d. Predictor Variables Importance Over 10 Years of Prediction: Financing Proxies
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5. Discussion and Analysis of the Results
5.1 Can a machine learning classification model be utilized to predict

whether the stock price will go up or down based on accounting data

features?
The results of the predictions made by both machine learning models scored an overall

accuracy of close to 57% and 55% respectively, between the years 2012 and 2021. Thus, both

models achieve a total accuracy above 50%, which an uninformed investor theoretically

would have achieved in the long run. As previously stated, our method ensures that each

prediction is kept separate from each other and that no data is overlapping from one

prediction to another. The results in 2020 and 2021 were particularly impressive since we

anticipated stock price movements during these years to be heavily influenced by external

factors. Therefore, the model might have been trained with accounting data consisting of

numbers and measures that were largely uncorrelated with the current stock price movement,

causing inaccurate predictions. For instance, stock prices could suddenly drop considerably

when the price would have gone up or not react at all during more “normal” circumstances.

Continuing on the concept of abnormal market conditions, the machine learning models did

also achieve accuracy scores above 50% in 2012 and 2013, in which the training data

partially consisted of data from the financial crisis in 2007-2008. The presence of these

unnatural market conditions further triggers a discussion about whether there really exists

something that can be labeled as a ''normal” market condition. As motivated by Holthausen

and Larcker (1992), the market is constantly evolving and static models will not work for a

longer period. A successful model or trading strategy, therefore, needs to be adaptive to the

changes in the market or it will be outdated in short order.

A complete error-free prediction should not be expected and stock price movements are still

largely due to external factors (Rapach & Zhou, 2013; Vijh et al., 2020). Nonetheless, the

results of the study are in line with previous research suggesting that one can use machine

learning methods to increase the likelihood of accurately predicting stock price movements

(Daoud, 2019; Prokhorenkova et al., 2018; Gu et al., 2020; Vijh et al., 2020; Kotsiantis, et al.,

2007). Besides motivating the usefulness of machine learning and particularly the gradient

boosting tree model and CatBoost library, the results also provide evidence supporting

research arguing for the usefulness of accounting data, as previously introduced by Ball and
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Brown (1968), but also supported by Basu (1983), Rosenberg et al. (1985) Cooper et al.

(2008), Dimitropoulos and Asteriou (2009), and Schrimpf (2010).

For one of the machine learning models, the logistic regression model, the accuracy scores in

two years were lower than 50%. This questions the reliability of this particular model.

However, it is not too surprising because of the unpredictable nature of the stock market

(Fama, 1970; Rapach & Zhou, 2013). Although the scores in these years were disappointing

for the logistic regression model, the accuracy scores achieved in all other years for both

models motivate the usefulness and opportunities that machine learning methods may bring.

Our results for both models are therefore in line with Rapach and Zhou (2013) and Gu et al.

(2020) who argue that users of forecasting models will outperform investors who do not rely

on these methods.

If accounting data can be used to outperform the market, the semi-strong form of the efficient

market hypothesis does not hold. That is because publicly available information is used,

which according to the theory should be instantly reflected in the stock prices. This would

remove any potential advantage an informed investor would have over an uninformed

investor (Fama, 1970). Since our result from both different machine learning models suggests

that the likelihood of making correct decisions do improve by on average almost 7% and 5%

respectively, this goes against the semi-strong form of EMH. Completely bust or disregarding

this well established hypothesis based on these results would be senseless, but we do however

believe our evidence to be sufficient to at least question this very strict argument of public

information not being advantageous to use to outperform the market and investor

competitors. Thus, we argue that a machine learning model certainly can be utilized to predict

stock market movements by using accounting data as predictor variables.

5.2 Can a supervised machine learning classification model based on a

newly introduced gradient boosting on decision trees algorithm be more

accurate in its predictions than the traditional logistic regression model?
There are several things to note when comparing the results from the different approaches.

For starters, the average accuracy scores for both models are above 50%, which suggests an

improved accuracy over blindly guessing. However, the average score generated by the

machine learning model based on a gradient boosting decision tree algorithm is higher than
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the one for the logistic regression. The difference is approximately two percent, which in the

environment of stock price prediction can be considered substantial where even a tiny

percentage of better accuracy may result in large economic gains (Zheng & He, 2021). The

biggest difference was in 2015, where the CatBoost model did its best performing year of

above 60% accuracy while the logistic regression model even failed to reach 50%. This year

the CatBoost model outperformed the logistic regression model by almost 12%. Also

noteworthy, in CatBoost’s worst performing year (2016) it still outperformed the logistic

regression by one percent. Thus, this year in particular seems to have been difficult to predict.

Interestingly there was a noticeable difference in consistency between the two models. While

the logistic regression peaked with the highest accuracy scores over the ten years, this model

also had the lowest scores of the two. The range and also the standard deviation were higher

for the logistic regression model. The standard deviation of accuracy scores generated by the

logistic model was almost twice as high as the CatBoost model. In 2021 as well as 2020, the

pandemic situation included unforeseen external factors severely affecting the stock market.

As a result, heavily influential information was outside the training data which the models

based their predictions on. Surprisingly, there was no noticeable difference in accuracy scores

for these years. Nonetheless, it can be noted that the machine learning model performed

better than the logistic regression during both these years, perhaps due to learning and

re-calibrating the model and the importance of each separate predictor variable, while the

logistic regression did not do it as successfully.

Looking at the results, there are arguments to be made for both models. If one prefers a

riskier model to follow with higher highs, then the logistic model may be preferred. However,

the risk-averse investor should prefer the CatBoost classifier over the logistic regression

model, where the user gets more consistent accuracy scores that are above 50%. The

CatBoost model built on a gradient boosting decision tree algorithm achieved higher accuracy

than the logistic regression model in 7 out of 10 years. In addition, the CatBoost model also

had a higher score over the entire period. The continuous learning further allows for a more

adaptive model, which is better suited for the volatile and ever-changing stock market

environment (Holthausen & Larcker, 1992). For this, the CatBoost model demonstrated better

capabilities for adaptation compared to the logistic regression model. Ultimately, in line with

Gu et al. (2020), we can confirm that a machine learning model based on gradient boosting
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decision trees definitely can be more accurate in its predictions compared to the logistic

regression model.

5.3 What are the most important fundamental data and performance

measure features of the predictive model?
There are several interesting outcomes from the average feature importance. The risk and

growth proxies were the most important predictor variables in the predictions followed by the

profitability proxies. This can be compared to the results by Starica and Marton (2021) and

their average feature importance. The results from their report are pointing out risk and

growth proxies as the most important variables, followed by financing and profitability

variables. The authors do have a different research approach and are utilizing another

machine learning model (random forest). However, the price-earning association approach is

still within the topic which makes the results comparable to some extent. The results do have

some similarities. The risk and growth variables are the most important in our study which is

in line with Startica and Marton (2021), followed by the profitability proxies. Further, our

results are in line with Schrimpf (2010) who concluded that profitability ratios have a close

relationship with the stock price movements. Our results are also partly supported by

Dimitropoulos and Asteriou (2009) where the article findings argue that profitability ratios

are the most important determinants of predicting stock returns. Our results suggest that risk

and growth ratios are the most important indicators, however, profitability ratios were

identified as the second most important proxies for the prediction of stock price movement.

The financing proxies in our case show low importance, which contradicts the results by

Starica and Marton (2021). However, our result is supported by Dimitropoulos and Asteriou

(2009) who have a research approach more akin to ours. The findings of this study suggest

that leverage is not a key variable for predicting stock returns, instead the authors conclude

that the most productive firms are rewarded with higher stock returns. Accordingly, the

productivity variables and profitability variables were the key variables for prediction in our

study. The leverage variables included in our model were within the ten least important

variables for predicting stock price movements.

Three out of four variables among the investment proxies were among the ten least important

variables for predicting stock price movements. This is in line with the result by Starica and
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Marton (2021). However, cash-to-assets was in fact the second most important predictor

variable during these ten years of predictions. This outcome is surprising as none of the

previously mentioned authors have pointed out cash-to-assets as a variable with that

magnitude of importance in predicting stock movements.

6. Conclusions, Limitations, and Future Research
6.1 Conclusions
Judging by the results of our study, a machine learning method is a useful method to predict

stock price movements by using accounting data. Therefore, we reject our null hypothesis

stating that performance measures and accounting data cannot be used to predict stock price

movements. The machine learning method by a gradient boosting regression tree model did

also outperform the traditional logistic regression model. The difference between the models

may not seem large at first glance, but in this environment, every sole percentage of

improved accuracy is highly significant for the investor. Our result does not discourage the

traditional logistic regression model as this model also provides an accuracy that is above

50%, which would be obtainable by blindly guessing or flipping a coin. However, if one

wishes to make the most accurate prediction, our result suggests that the machine learning

method through the CatBoost Classifier is the more appropriate method of the two to use.

Regarding the third research question, the feature importance is a useful tool in order to

understand which predictor variable contributes the most to the prediction. Judging by the

results of the feature importance, risk and growth proxies were the most prominent predictors

followed by the profitability proxies. Looking at the specific variables, book growth was the

most important feature followed by cash-to-assets (2), revenue growth (3), return on assets

(4), and size (5,6). Feature importance is not a statistical inference and the method can only

tell us how important a feature is for the prediction. The results from the feature importance

analysis do not say anything about the relationship itself, whether it is linear, non-linear,

quadratic, or the magnitude of the predictor effect. However, the information gathered from

the feature importance is still useful since it provides details about which variables the model

is primarily basing its prediction on. In addition, it provides guidance towards which

variables that could be further investigated if one wants to study the relationship closer.
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6.2 Limitations
There are a couple of limitations related to this study. Firstly, there are a few limitations

within the data sample. The result is heavily dependent on the data chosen, for instance,

which market and time frame that is investigated. Besides the time frame chosen for data

collection and machine learning, the result may also differ depending on the forecasted

horizon. This study focuses on quarterly data and tries to predict a positive or negative return

in the following quarter. However, some investors may prefer to have a longer forecasting

horizon, for instance, half a year, a year, or multiple years. For these purposes, it could also

be interesting to include other variables that historically have proven useful for forecasting

purposes, particularly dividends and other pay-out proxies, which we did not include in our

data sample consisting of quarterly data. In this case, the importance and predictive capacity

of individual variables may change. Limitations within the data also include the predictor

variables. Even though we base our variables on previous research, there might still be

important variables that are left out. There could be important variables that have not been

investigated properly simply because their importance and relevance are largely unexpected.

Secondly, the ever-changing nature of the market. A model that functions well today may be

irrelevant already after a few years. We tried to manage this issue by using a model that is not

completely static but is based on the most recent years to determine the variables that are

important. This way the model should in theory not become outdated, however drastic and

unforeseen changes in the market may still occur and reduce the accuracy of predictions

made. In addition, a proven and functioning model or trading strategy that outperforms the

market is sure to be mimicked by competitors, which will eliminate potential trading

advantages it might bring.

Thirdly, the technical aspect of our study. It should be noted that the authors of this paper are

not programmers. Our knowledge and education are related to finance and accounting. Thus,

our expertise in the technical parts of machine learning is limited. However, we believe our

knowledge to be adequate to perform this study as we did not develop the code from scratch,

but rather applied an existing machine learning library. Our study is also limited to only two

machine learning models, other alternative models may yield different results.
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Fourthly, the simplistic output of a binary variable. This limits the usefulness of the model for

an investor. Simply knowing that a stock price movement is predicted to either be positive or

negative might not be enough for the investor to outperform the market. The model does not

indicate how much of an increase or decrease in stock price that is expected. Thus, even if the

majority of the predictions are correct, the result for the investor might still be negative if the

largest stock price movements happen at the incorrect investment actions. To make the model

more useful, some indication of how big of a movement that is predicted would be of great

assistance for the user. In addition, one could improve the model further and make it more

tailored to the investor by adding a confidence level. Then the investor could choose to act

and follow the model only if a certain confidence level is reached, which may result in better

trading results.

6.3 Future Research
This study has raised evidence towards the possibility of predicting stock price movements

based on accounting data and performance measures by utilizing machine learning models

built on the gradient boosting decision tree algorithm and the logistic regression model.

Future research should aim at developing this knowledge and machine learning methods

further to make it more practically usable for the investor. This could be done by solving

mentioned limitations of this study by adding a confidence level for the predicted output

together with an estimation of how big of a movement is expected. With these additions to

the model, it would be interesting to see the results an investor would be able to achieve and

compare it to the market index or a simple buy-and-hold strategy of selected stocks. One

could also construct a similar study to ours but outside the US market. Thereby providing

further evidence in the area of machine learning and stock price prediction by using

accounting data.

As this study solely includes two machine learning approaches in the logistic regression and

the CatBoost Classifier based on the gradient boosting decision tree algorithm, future studies

could compare results generated by different learning models. Research made on stock price

prediction by using the CatBoost machine learning library, in particular, is extremely limited

and it would be intriguing to test how well it would perform compared to other machine

learning algorithms. Both against other machine learning methods in neural networks and

random forests, but also compared to other algorithms or libraries based on the gradient
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boosting tree. Besides investigating why the accuracy scores might differ, future research

could also focus on the predictor variables. For instance, how their ranked importance differs

across models and why that is the case.
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