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GLOBAL RESIDUE CURRENTS AND THE EXT
FUNCTORS

JIMMY JOHANSSON

Abstract

This thesis concerns developments in multivariable residue theory. In
particular we consider global constructions of residue currents related
to work by Andersson and Wulcan. In the first paper of this thesis, we
consider global residue currents defined on projective space, and we show
that these currents provide a tool for studying polynomial interpolation.

Polynomial interpolation is related to local cohomology, and by a re-
sult known as local duality, there is a close connection with certain Ext
groups. The second paper of this thesis is devoted to further study of
connections between residue currents and the Ext functors. The main
result is that we construct a global residue current on a complex mani-
fold, and using this we give an explicit formula for an isomorphism of two
different representations of the global Ext groups on complex manifolds.

Keywords: Complex spaces, Residue currents, Polynomial interpolation,
Ext groups
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1. Introduction

This thesis concerns developments of the theory of residue currents
with applications to problems in algebraic geometry. Classically, alge-
braic geometry is the branch of mathematics concerned with the study
of solutions to systems of polynomial equations. The set of all solutions
to a system of polynomial equations is called an algebraic set. As an ex-
ample we have that the unit circle is an algebraic set, since it is the set of
points (x, y) ∈ R2 that satisfy the equation x2+y2 = 1. In mathematical
notation, we can express this set as

X1 = {(x, y) : x2 + y2 = 1}.

Figure 1. Examples of algebraic sets

1
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Other examples of algebraic sets in the plane are

X2 = {(x, y) : y = x3 − 4x},
X3 = {(x, y) : y2 = x2(x+ 1)},
X4 = {(x, y) : x2 + y3 = 0}.

These algebraic sets are shown in Figure 1.
Just by looking at the pictures, we can draw some conclusions about

the geometries of these sets. We see that X1 and X2 are smooth. This
roughly means that if we look close enough, the curve will look like a
straight line. However, X3 and X4 are not smooth at the origin since
no matter how close we look we will always see a cross and a cusp,
respectively.

There are many ways that one can study geometric properties of alge-
braic sets. One way, as the name suggests, is to study them algebraically.
For simplicity, let X be an algebraic subset of R2. If f is a polynomial
in the variables x and y, then f determines a function from X to R. Let
A(X) denote the set of all such functions with the convention that two
polynomials f and g are considered equal if they agree as functions from
X to R, i.e., f |X = g|X . Note that elements in A(X) can be added and
multiplied just like ordinary polynomials. Thus A(X) is an instance of
an algebraic object known as a ring, and it is referred to as the coordi-
nate ring of X. The geometry of X can be studied by studying the ring
A(X) using tools from algebra.

Another way, which belongs to the field of mathematical analysis, is
to use residue currents, which is the topic of this thesis. The theory
of residue currents is a generalization of the classical notion of residues
found in the field of complex analysis. A proper definition of residue
currents, how they are related to geometry, and what kind of problems
they can be used to solve are the main topics of this introductory part of
this thesis. For now we will simply think of residue currents as powerful
analytical tools that can be used to construct explicit solutions to many
problems that concern algebraic sets. One such problem concerns inter-
polation with respect to sets that consist of finitely many points in Rn

or, more generally, Cn. Such sets are also algebraic sets, and, although
they might look simple, they are important examples of algebraic sets
that give rise to many interesting problems.

Let us describe what we mean by interpolation. LetX = {p1, p2, . . . , pr}
be a set consisting of r points in Rn, and let g be any real-valued func-
tion defined on X. If G is a polynomial defined on Rn, then we say that
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G interpolates g if G = g on X, i.e.,

G(p1) = g(p1),

G(p2) = g(p2),

. . .

G(pr) = g(pr).

Figure 2 shows an example of a function g defined on a set of 5 points
in R and an interpolant G of degree 3.

We are motivated by the following question: What are the conditions
on a function g ∈ A(X) for the existence of an interpolant of degree
at most d? It is not difficult to see that, in order for g to have an
interpolant of degree at most d, the values of g at the points pj must
satisfy a system of linear equations. The main application of the results
of Paper I is to show how one can explicitly compute this system of
equations using residue currents.

Example 1.1. Let
X := {−2,−1, 0, 1, 2} ⊆ R,

and let g : X → R be the function defined by

g(−2) = 0, g(−1) = 3, g(0) = 0, g(1) = −3, g(2) = 0.

Figure 2. A polynomial of degree 3 that interpolates
a function defined on 5 points in R.
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It turns out that there exists a polynomial of degree 3 that interpolates
g, namely G(x) = x3 − 4x, see Figure 2. Clearly, there is no polynomial
of lower degree that interpolates g.

Let now g : X → R be an arbitrary function, and suppose that
we want to find a polynomial of degree at most 1 that interpolates G.
Clearly, this is possible if and only if the points

(−2, g(−2)), (−1, g(−1)), . . . , (2, g(2)) ∈ R2

lie on a straight line. A calculation shows that this is the case if and
only if the values of g satisfy the linear system of equations given by

g(0) = g(−2) + 2(g(−1)− g(−2))

g(1) = g(−2) + 3(g(−1)− g(−2))

g(2) = g(−2) + 4(g(−1)− g(−2)).

In this case it is easy to derive the linear system of equations that needs
to be satisfied. In general, especially when we move to higher dimensions,
this task becomes more difficult.

Another related problem is to determine the smallest integer d such
that any function g ∈ A(X) has an interpolant of degree at most d. This
number is referred to as the interpolation degree of X. The solution to
this problem will depend on the geometry of X. Let us consider an
example of two sets in R2.

Example 1.2. Consider the following sets in R2 consisting of three points
each. Let

X1 = {(0, 0), (1, 0), (2, 0)},

and
X2 = {(0, 0), (1, 0), (0, 1)}.

A function g ∈ A(X1) has an interpolant of degree at most 1 if and only
if its graph lies on a line. On the other hand, any g ∈ A(X1) has an
interpolant of degree at most 2 since we can take

G(x, y) = g(0, 0)+(g(1, 0)−g(0, 0))x+
(
g(2, 0)

2
− g(1, 0) +

g(0, 0)

2

)
x(x−1).

Thus the interpolation degree of X1 is 2.
For X2 we have that any g ∈ A(X2) has an interpolant of degree at

most 1, since we can take

G(x, y) = g(0, 0) + (g(1, 0)− g(0, 0))x+ (g(0, 1)− g(0, 0))y.

Thus it follows that X2 has interpolation degree 1.
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For arbitrary sets, there is a known formula for the interpolation de-
gree. In Paper I we will give a proof of this formula using residue cur-
rents.

So far we have only discussed interpolation with respect to sets con-
sisting of finitely many points. If things are interpreted suitably, then
one can also consider interpolation with respect to more general alge-
braic sets. This will be the point of view that we take in Paper I, but we
will keep in mind that our primary motivation comes from polynomial
interpolation with respect to points.

The interpolation problem can also be studied using tools from alge-
bra. Let X ⊆ Rn be an algebraic set. Let Pd denote the set of polyno-
mials in n variables of degree at most d. Any polynomial in Pd can be
thought of as a function defined on X by restricting the polynomial to a
function on X. In other words, there is a map πd : Pd → A(X) given by
πd(f) = f |X . The questions posed above can then be stated in terms of
this map as follows. When is g ∈ A(X) in the image of πd, and when is
πd surjective?

Closely related to A(X) is the homogeneous coordinate ring SX . With
it one can associate its first local cohomology module

H1
m(SX) =

⊕
d

H1
m(SX)d.

This object has the property that for each nonnegative integer d there
exists a surjective map δd : A(X) → H1

m(SX)d with the property that
g ∈ A(X) is in the image of πd if and only if δd(g) = 0 in H1

m(SX)d. In
algebraic terminology we say that the sequence of maps

Pd
πd−→ A(X)

δd−→ H1
m(SX)d −→ 0 (1.1)

is exact. Thus the functions g ∈ A(X) that have an interpolant of
degree at most d are precisely those that are mapped to 0 in H1

m(SX)d.
Moreover, each element of H1

m(SX)d corresponds to a function in A(X)
which does not have an interpolant of degree at most d.

The first local cohomology module H1
m(SX) is closely related to a

certain Ext functor denoted Extn(SX , S). (Here S denotes the ring of
homogeneous polynomials.) In Paper II, we investigate the connection
between a certain class of Ext functors and residue currents.

1.1. An elementary introduction to residue currents. The theory
of residue currents is one way to generalize the notion of residues in
complex analysis in one variable to the multivariable case. In this section
we will attempt to explain, as elementary as possible, how ordinary
residues can be viewed as so-called currents. In Section 2 we will then
continue with the multivariable case.
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Recall that if f is a holomorphic function in a punctured disk with
center a ∈ C, then

Res(f ; a) :=
1

2πi

∫
C(a,r)

f(ζ) dζ,

were C(a, r) is the circle with center a and sufficiently small radius r.
Let Ω ⊆ C be a simply connected open subset, and suppose that f is a
holomorphic function defined on Ω \ {a1, . . . , ar}. The residue theorem
implies that ∫

γ

f(ζ) dζ = 2πi

r∑
k=1

Res(f ; ak),

where γ is any simple closed curve that encircles the ak.
We will think of residues as objects that “act” on functions. Suppose

that 0 ∈ Ω, and suppose that f does not vanish outside 0. Let O(Ω)
denote the space of holomorphic functions on Ω, and consider the linear
functional Rf : O(Ω) → C defined by

Rf (h) := Res

(
h

f
; 0

)
,

i.e., Rf is a function that as input takes a holomorphic function h and
outputs a complex number denoted by Rf (h). For another holomorphic
function ϕ we can form the linear functional ϕRf which is defined by

(ϕRf )(h) := Rf (ϕh).

The functional Rf satisfies the following fundamental property called
the duality principle.

Proposition 1.3. Let ϕ ∈ O(Ω) be a holomorphic function. There
exists a holomorphic function g ∈ O(Ω) such that ϕ = fg if and only if
ϕRf = 0.

When we write ϕRf = 0 we mean that ϕRf is the zero functional, i.e.,
(ϕRf )(h) = 0 for all holomorphic functions h, or, equivalently, Rf (ϕh) =
0 for all holomorphic functions h.

Proof. Suppose that ϕ = fg. Then

(ϕRf )(h) = Rf (ϕh)

= Res

(
ϕh

f
; 0

)
= Res(gh; 0) = 0.

Since this holds for all h, we have that ϕRf = 0.
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Conversely, suppose that ϕRf = 0. By Cauchy’s integral formula we
have that

ϕ(z) =
1

2πi

∫
γ

ϕ(ζ)

ζ − z
dζ.

for any closed simple curve γ that contains z in its interior. By writing

1

ζ − z
=
f(z) + f(ζ)− f(z)

f(ζ)(ζ − z)
,

we get that

ϕ(z) =
f(z)

2πi

∫
γ

ϕ(ζ)

f(ζ)(ζ − z)
dζ +

1

2πi

∫
γ

ϕ(ζ)(f(ζ)− f(z))

f(ζ)(ζ − z)
dζ. (1.2)

For each z we have that f(ζ)− f(z) = (z− ζ)u(ζ) for some holomorphic
function u. Since ϕRf = 0, we thus get that the second term vanishes,
and hence ϕ(z) = f(z)g(z), where g is the holomorphic function

g(z) =
1

2πi

∫
γ

ϕ(ζ)

f(ζ)(ζ − z)
dζ. □

It turns out that it is beneficial to let Rf act not only on holomorphic
functions but instead of all smooth functions ξ. To this end, we redefine
Rf as

Rf (ξ) :=
1

2πi
lim
ϵ→0

∫
C(0,ϵ)

ξ

f
dζ,

where ξ is a smooth function. Note that this agrees with the original
definition of Rf if ξ is holomorphic. Such a functional that acts on the
space of smooth functions is called a residue current. In Section 2 we
will continue with how one can generalize this idea to the multivariable
case, and we will show that the duality principle holds in this case as
well.

2. Residue currents

There has been a lot of work in generalizing the theory of residues to
the multivariable case. In this section we will give a brief introduction
to the current aspect introduced by and further developed by Coleff,
Dickenstein, Herrera, Liebermann, Passare, Sessa, Tsikh, Yger, et al, see
[CH], [DS], [HL], [P], [PTY]. In particular we will focus on more recent
developments by Andersson, Lärkäng, and Wulcan.

Throughout this thesis, let χ : R≥0 → R≥0 be a smooth function that
satisfies χ(t) = 0 in a neighborhood of zero and χ(t) = 1 when t ≥ 1.

Let f be a holomorphic function on Cn. Using Hironaka’s desingular-
ization theorem [H2], it can be shown that the following limit exists and
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defines a current referred to as the principal value current:[
1

f

]
:= lim

ϵ→0
χ

(
|f |2

ϵ

)
1

f
. (2.1)

The limit should be interpreted in the sense that the action on a test
form ξ is given by 〈[

1

f

]
, ξ

〉
= lim

ϵ→0

∫
Cn

χ

(
|f |2

ϵ

)
ξ

f
. (2.2)

If χ is taken to be the indicator function of [1,∞), then this is in fact
precisely the definition of the principal value current given by Herrera
and Liebermann in [HL].

From (2.2) it is clear that

f

[
1

f

]
= 1. (2.3)

The (0, 1) current

Rf := ∂̄

[
1

f

]
is called the residue current of f . Since

1

f
is holomorphic outside the

zero set of f , V (f) := f−1(0), Rf has support on V (f). We have that
its action on a test form ξ is given by〈

∂̄

[
1

f

]
, ξ

〉
= −

〈[
1

f

]
, ∂̄ξ

〉
=

= − lim
ϵ→0

∫
Cn

χ

(
|f |2

ϵ

)
∂̄ξ

f
= lim

ϵ→0

∫
Cn

∂̄χ

(
|f |2

ϵ

)
ξ

f
, (2.4)

where the last equality follows by Stokes’ theorem. Therefore

∂̄

[
1

f

]
= lim

ϵ→0
∂̄χ

(
|f |2

ϵ

)
1

f
.

Theorem 2.1. Let ϕ be a holomorphic function. There exists a holo-
morphic function ψ such that ϕ = ψf if and only if ϕRf = 0.

Proof. Suppose that ϕ = ψf for some holomorphic function ψ. Then by
using (2.3),

ϕRf = ψ∂̄

(
f

[
1

f

])
= ψ∂̄(1) = 0.

Conversely, if ϕRf = 0, then

∂̄

(
ϕ

[
1

f

])
= ϕRf = 0.
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By elliptic regularity of the ∂̄-operator there is a holomorphic function
ψ that is equal to

ϕ

[
1

f

]
as currents. In view of (2.3), it follows that ϕ = ψf . □

Let f = (f1, . . . , fp) : Ω ⊆ Cn → Cp be a holomorphic mapping. If f
defines a complete intersection, i.e., V (f) = f−1(0) has codimension p,
then Coleff and Herrera showed in [CH] how one can make sense of the
expression

µf := ∂̄

[
1

fp

]
∧ · · · ∧ ∂̄

[
1

f1

]
.

Since there is no general notion of products of distributions, let alone
wedge products of currents, a priori, this is not well-defined. However,
Coleff and Herrera showed that with their definition this expression be-
haves very much as if µf was the wedge product of the (0, 1)-currents

∂̄

[
1

fj

]
, in the sense that µf is a ∂̄-closed (0, p)-current with support

on V (f) that is anticommuting in the fj . We will not give Coleff and
Herrera’s definition here. Instead, we will use the more recent theory
of pseudomeromorphic currents, see [AW2] and [AW3], to define µf and
give a proof of theses facts in Theorem 2.4. Moreover, following [A2], we
will give a proof of the following theorem.

Theorem 2.2. A holomorphic function ϕ belongs locally to the ideal
generated by f if and only if ϕµf = 0.

This result is known as the duality principle, and it was independently
proved by Dickenstein–Sessa in [DS] and Passare in [P].

Let [
1

zm1
j1

]
. . .

[
1

zmk
jk

]
∂̄

[
1

z
mk+1

jk+1

]
∧ · · · ∧ ∂̄

[
1

zmr
jr

]
(2.5)

denote the tensor product of the one-variable currents
[

1

zmk

k

]
and ∂̄

[
1

zmℓ

ℓ

]
.

Let τ be a current of the form (2.5), and let α be a smooth form with
compact support. We say that a current of the form τ ∧ α is an el-
ementary pseudomeromorphic current. We say that a current is pseu-
domeromorphic if it is given by a locally finite sum of push-forwards of
elementary elementary pseudomeromorphic currents under holomorphic
mappings, see [AW3, Theorem 2.15]. We denote by PM(X) the sheaf
of pseudomeromorphic currents on a complex manifold X.

Let T be a pseudomeromorphic current. Then ∂̄T is also pseudomero-
morphic. Moreover, the class of pseudomeromorphic currents is closed
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under multiplication by smooth forms. One important property of pseu-
domeromorphic currents is that they satisfy the following dimension
principle.

Proposition 2.3. Let T be a pseudomeromorphic (∗, q)-current on X
with support on a subvariety Z. If codimZ > q, then T = 0.

Given a holomorphic function h we define[
1

h

]
T = lim

ϵ→0
χ(|h|2/ϵ) 1

h
T. (2.6)

This is well-defined by [AW3, Section 2.2]. Moreover, we define

∂̄

[
1

h

]
∧ T = ∂̄

([
1

h

]
T

)
−
[
1

h

]
∂̄T, (2.7)

so that Leibniz’s rule holds.
With these definitions, we define the Coleff–Herrera product recur-

sively as

µf1 := ∂̄

[
1

f1

]
,

µf = µ(fp,...,f1) := ∂̄

[
1

fp

]
∧ µ(fp−1,...,f1).

We wish to think of (2.6) and (2.7) as products and wedge prod-
ucts, respectively. However these product do not, in general, satisfy the
properties that one would expect. For example, it is not in general true
that [

1

f

]
∂̄

[
1

g

]
= ∂̄

[
1

g

]
·
[
1

f

]
and

∂̄

[
1

f

]
∧ ∂̄

[
1

g

]
= −∂̄

[
1

g

]
∧ ∂̄

[
1

f

]
.

For example, it follows from (2.6) that[
1

z

]
∂̄

[
1

z

]
= 0,

but in view of (2.7) we have that

∂̄

[
1

z

] [
1

z

]
= ∂̄

[
1

z2

]
.

Moreover, by (2.6) and (2.7), in C2 we have that

∂̄

[
1

zw

]
∧ ∂̄

[
1

z

]
= 0
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but

∂̄

[
1

z

]
∧ ∂̄

[
1

zw

]
= ∂̄

[
1

z2

]
∧ ∂̄

[
1

w

]
̸= 0.

To see this, note that[
1

z

]
∂̄

[
1

zw

]
= lim

ϵ→0
χ(|z|2/ϵ) 1

z2
∂̄

[
1

w

]
,

Thus outside {z = 0} we have that[
1

z

]
∂̄

[
1

zw

]
=

1

z2
∂̄

[
1

w

]
,

and outside {w = 0} we have that[
1

z

]
∧ ∂̄

[
1

zw

]
= 0.

Thus

T :=

[
1

z

]
∧ ∂̄

[
1

zw

]
−
[
1

z2

]
∧ ∂̄

[
1

w

]
has support at the origin, and hence T = 0 by the dimension principle.
Applying ∂̄ to T gives the statement.

On the other hand, suppose that f, g : C2 → C are holomorphic and
V (f, g) has codimension 2. Note that

T :=

[
1

f

]
∂̄

[
1

g

]
− ∂̄

[
1

g

] [
1

f

]
has support on V (f, g), and hence T = 0 by the dimension principle.
Thus [

1

f

]
∂̄

[
1

g

]
= ∂̄

[
1

g

] [
1

f

]
.

Applying ∂̄, we get that

∂̄

[
1

f

]
∧ ∂̄

[
1

g

]
= −∂̄

[
1

g

]
∧ ∂̄

[
1

f

]
.

This idea is the key to prove that the Coleff–Herrera product is anticom-
mutative in the fj .

Theorem 2.4. The Coleff–Herrera product µf is ∂̄-closed, has support
on V (f) and is anticommuting in the fj. Moreover,

fp

([
1

fp

]
µ(fp−1,...,f1)

)
= µ(fp−1,...,f1), (2.8)

and
fjµ

f = 0. (2.9)
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Proof. We argue by induction over p. From the discussion in the begin-
ning of this section it follows that the theorem holds if p = 1. Suppose
that the theorem is proved for p = k and consider

T :=

[
1

fk+1

]
µ(fk,...,f1) − ∂̄

[
1

fk

]
∧ · · · ∧ ∂̄

[
1

f1

] [
1

fk+1

]
. (2.10)

Note that both terms have support on V (f1, . . . , fk), and hence T has
support there as well. Outside V (fk+1) we have that

T =

[
1

fk+1

]
µ(fk,...,f1) − µ(fk,...,f1)

[
1

fk+1

]
= 0

since
[

1

fk+1

]
is smooth there. Thus T has support on V (f1, . . . , fk+1).

Since this set has codimension k+ 1 and T has bidegree (0, k) it follows
from the dimension principle that T = 0. Applying ∂̄ to (2.10) we get
that

∂̄

[
1

fk+1

]
∧∂̄
[
1

fk

]
∧· · ·∧∂̄

[
1

f1

]
= (−1)k∂̄

[
1

fk

]
∧· · ·∧∂̄

[
1

f1

]
∧∂̄
[

1

fk+1

]
.

From this together with the induction hypothesis it follows that µf is
anticommuting in the fj .

Using the induction hypothesis it follows that

T := µ(fk,...,f1) − fk+1

[
1

fk+1

]
µ(fk,...,f1)

has support on V (f1, . . . , fk+1). As before, this set has codimension
k+1 and T has bidegree (0, k), and hence it follows from the dimension
principle that T = 0. Therefore (2.8) holds. Applying ∂̄ to T and using
the induction hypothesis one sees that (2.9) holds. □

Proof of Theorem 2.2. If ϕ is in the ideal, then ϕµf = 0 by Theorem 2.4.
For the converse statement, we begin by introducing some formalism.

Let E be a trivial vector bundle of rank p, and let e1, . . . , ep be a global
frame. We define a map

D :

r∧
E →

r−1∧
E

by

Dei1 ∧ · · · ∧ eir :=

r∑
j=1

(−1)j+1fijei1 ∧ · · · ∧ êij ∧ · · · ∧ eir .

It can be shown thatD2 = 0. We extend this map to the sheaf of
(∧•

E
)
-

valued (0, q)-currents, C0,q(
∧•

E), as follows. If ω is a (0, q)-current we
define

D(ωei1 ∧ · · · ∧ eir ) := (−1)qωDei1 ∧ · · · ∧ eir .



GLOBAL RESIDUE CURRENTS AND THE EXT FUNCTORS 13

With this definition we have that ∂̄D = −D∂̄. We combine D and ∂̄
into an operator ∇ on C0,•(

∧•
E):

∇ := D − ∂̄.

We can now carry on with the proof. Define

U :=

[
1

f1

]
e1 +

[
1

f2

]
µf1e1 ∧ e2 + · · ·+

[
1

fp

]
µ(fp−1,...,f1)e1 ∧ · · · ∧ ep.

Then, in view of (2.8), we have that

∇U = 1− µfe1 ∧ · · · ∧ ep.

Suppose that ϕµf = 0. Since ϕ is holomorphic we have that

∇(ϕU) = ϕ(∇U) = ϕ− ϕµfe1 ∧ · · · ∧ ep = ϕ.

Set v := ϕU , and let vr denote the
∧r

E-valued component of v. We
have that v is a current solution to the system of equations,

Dv1 = ϕ,

Dvr+1 = ∂̄vr, r ≥ 1.

Locally, we can find a section w that satisfies the system of ∂̄-equations

∂̄wr = vr +Dwr+1.

This is because the right-hand side is ∂̄-closed, i.e., we have

∂̄(vr +Dwr+1) = ∂̄vr −D∂̄wr+1 = 0.

Now ψ = v1 +Dw2 is a holomorphic section that satisfies Dψ = ϕ, i.e.,

ψ1f1 + · · ·+ ψpfp = ϕ,

and hence we are done. □

In the next section we will describe a construction due to Andersson
and Wulcan, which associates a residue current R with an arbitrary
ideal sheaf, that is in general not a complete intersection, that satisfies
the duality principle. Recall that this means that a holomorphic section
ϕ belongs to J if and only if Rϕ = 0. The basic idea is quite similar
to the construction above. One starts with a locally free resolution of
OX/J , that plays the role of the complex

∧•
E above, and constructs

a current U such that ∇U = id−R. Before this we will introduce some
additional theory concerning pseudomeromorphic currents.

Let T be a pseudomeromorphic current, and let V ⊆ X be a subvari-
ety. In [AW2], the authors defined the restriction of T to X \V denoted
by 1X\V T . This is a pseudomeromorphic current on X defined by

1X\V T := lim
ϵ→0

χ(|F |2/ϵ)T,
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where F is a section of a Hermitian holomorphic vector bundle with
metric | · | such that V = {F = 0}. A pseudomeromorphic current T on
X is said to have the standard extension property if 1X\V T = T for any
subvariety V of positive codimension.

Let s be a holomorphic section of a Hermitian holomorphic line bundle

L. Just as in (2.1), the principal value current
[
1

s

]
can be defined as

[
1

s

]
:= lim

ϵ→0
χ(|s|2/ϵ)1

s
.

A current is said to be semimeromorphic if it is of the form ω

[
1

s

]
,

where ω is a smooth form with values in L. A current A is almost
semimeromorphic on X, written A ∈ ASM(X), if there is a modification
π : X ′ → X such that A is the push-forward of a semimeromorphic
current, i.e.,

A = π∗

(
ω

[
1

s

])
.

The almost semimeromorphic currents onX form an algebra over smooth
forms.

Note that an almost semimeromorphic currents is in particular a
global pseudomeromorphic current. It follows from the dimension prin-
ciple and the fact that the restriction commutes with multiplication by
smooth forms that almost semimeromorphic currents have the standard
extension property. In particular, if a is a smooth form on X \ V , and a
has an extension as an almost semimeromorphic current A on X, then
the extension is given by

A = lim
ϵ→0

χ(|F |2/ϵ)a. (2.11)

Let A be an almost semimeromorphic current on X. Let Z be a
subvariety of positive codimension such that A is smooth outside of Z.
By [AW3, Proposition 4.16], 1X\Z ∂̄A is almost semimeromorphic on X.
The residue R(A) of A is defined by

R(A) := ∂̄A− 1X\Z ∂̄A. (2.12)

Note that

suppR(A) ⊆ Z. (2.13)

Let F ̸= 0 be a section of a holomorphic vector bundle such that {F =
0} ⊇ Z, and set

χϵ := χ(|F |2/ϵ).
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Since A is almost semimeromorphic, and thus has the standard extension
property, it follows by (2.11) that

R(A) = lim
ϵ→0

(
∂̄(χϵA)− χϵ∂̄A

)
= lim

ϵ→0
∂̄χϵ ∧A. (2.14)

If ω is a smooth form, then

R(ω ∧A) = (−1)degωω ∧R(A). (2.15)

3. Residue currents of generically exact complexes

In this section we will describe the construction, due to Andersson and
Wulcan, of a residue current associated with a generically exact complex
of holomorphic vector bundles. Let

0 −→ F−N a−→ . . .
a−→ F−1 a−→ F 0 −→ 0 (3.1)

be a generically exact complex of holomorphic Hermitian vector bundles
over a complex manifold X of dimension n, i.e., (3.1) is pointwise exact
outside a subvariety Z ⊆ X of positive codimension. In [AW1], Ander-
sson and Wulcan constructed a Hom(

⊕
r F

r,
⊕

r F
r)-valued current R.

If (3.1) is exact as a complex of OX -modules at each level r < 0, then the
authors proved that R takes values in Hom(F 0,

⊕
r>0 F

−r), and that if
ϕ is a holomorphic section of F 0, then ϕ ∈ im a if and only if Rϕ = 0. If
F 0 is the trivial bundle and (3.1) is a locally free resolution of OX/J ,
where J is a coherent ideal sheaf, then we have that (3.1) is generically
exact and a section ϕ of OX is a section of J if and only if Rϕ = 0.

In this section we will recall this construction. We will in fact general-
ize this construction slightly, because, for the purposes of this thesis, it is
vital to construct a residue current associated with a locally free resolu-
tion of an arbitrary sheaf F . However, if (3.1) is a locally free resolution
of an arbitrary OX -module F , then (3.1) is in general only generically
exact at each level r < 0. For this reason we will generalize Andersson
and Wulcan’s construction in order to construct a Hom(

⊕
r F

r,
⊕

r F
r)-

valued current R associated with a complex that is generically exact at
each level r < 0. We will show that if the complex is exact as a complex
of OX -modules at each level r < 0, then a holomorphic section ϕ of F 0

is in im a if and only if Rϕ = 0.
We will begin by establishing a sign convention that will be used

throughout this thesis. We will build upon these conventions as we
progress through this thesis, see Section 6.1 and Section 7.1.

3.1. Homological preliminaries I. Let E :=
⊕

r E
r, F :=

⊕
r F

r,
and G :=

⊕
r G

r be graded holomorphic vector bundles such that only
a finite number of the Er, F r, and Gr are nonzero. Note that the vector
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bundle Hom(F,G) has a natural grading given by

Homr(F,G) =
⊕
k

Hom(F k, Gk+r).

For a Homr(F,G)-valued (0, q)-current f , we define its degree as deg f :=

q+r. Given a section f of C0,q(Homr(F,G)) and g of C0,q′(Homr′(E,F )),
we define their product fg as a section of C0,q+q′(Homr+r′(E,G)) via

fg := (−1)rq
′
f ∧ g, (3.2)

provided that the wedge product of f and g exists. We have that ∂̄ acts
as an operator of degree 1 on C0,•(Hom•(F,G)), and with the product
defined as above it can be shown that

∂̄(fg) = (∂̄f)g + (−1)deg ff(∂̄g).

By identifying E with Hom(OX , E), where OX is viewed as a graded
vector bundle concentrated in degree 0, we can also define multiplication
of sections of C0,•(Hom•(E,F )) and C0,•(E), and the product will be a
section of C0,•(F ).

Let a ∈ End1 F be an endomorphism of degree 1 such that aa = 0, i.e.,
a is a differential. In other words, the pair (F, a) can be interpreted as
a complex of the form (3.1). Suppose b ∈ End1E is another differential.
We define an operator D of degree 1 on C0,•(Hom•(E,F )) by

Df := af − (−1)deg ffb.

It can be shown that D is an antiderivation with respect to the product
structure, i.e.,

D(fg) = (Df)g + (−1)deg ff(Dg),

and moreover we have that D2 = 0. It can also be shown that D and ∂̄
anticommute, i.e., D∂̄ = −∂̄D.

If u is a section of C0,•(EndF ), then in particular we have that

Du = au− (−1)deg uua.

Moreover, if ϕ is a section of C0,•(F ) = C0,•(Hom(OX , F )), then since
the only differential on the complex OX is the zero map, we have that

Dϕ = aϕ,

so for a section of F , D is just the differential of the complex.
We combineD and ∂̄ into an operator ∇ of degree 1 on C0,•(Hom•(E,F ))

by
∇ = D − ∂̄,

which, since D and ∂̄ anticommute, satisfies ∇2 = 0. Moreover, it is
clear that ∇ is an antiderivation as well, i.e.,

∇(fg) = (∇f)g + (−1)deg ff(∇g). (3.3)
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For a Hom(E,F )-valued section f , we denote by f ℓk the part of f that
takes values in Hom(E−ℓ, F−k), and we set f ℓ• =

∑
k f

ℓ
k.

3.2. Residue currents and the duality principle. Our starting point
is a complex of Hermitian holomorphic vector bundles (3.1) that is gener-
ically exact for each level r < 0. We define the graded holomorphic vector
bundle F :=

⊕
r F

r. Here we have that F r = 0 for r < −N and r > 0.
We can think of the differential of the complex as a map a ∈ End1 F .

Let Z ⊆ X be the subvariety where a is not pointwise exact. On
X \Z, let σ be the minimal right-inverse of a, i.e., if ξ ∈ im a then σξ is
the solution to aη = ξ such that η has minimal pointwise norm and if ξ is
orthogonal to im a, then σξ = 0. It can be shown that σ is smooth. Note
that σ satisfies the properties aσa = a, σ|(im a)⊥ = 0, and imσ ⊥ ker a.
In other words, σ is the Moore–Penrose inverse of a. From the last two
properties it follows that σσ = 0.

Proposition-Definition 3.1. Define

u := σ + σ(∂̄σ) + · · ·+ σ(∂̄σ)n.

Let h ̸= 0 be a section of a holomorphic vector bundle such that Z ⊆
{h = 0}. Then

U := lim
ϵ→0

χ(|h|2/ϵ)u (3.4)

is an almost semimeromorphic extension of u. Moreover,

R := id−∇U (3.5)

is pseudomeromorphic and ∇-closed, i.e., ∇R = 0.

Proof. By similar arguments as in [AW3], it follows that the terms
σ(∂̄σ)k have almost semimeromorphic extensions, and hence it follows
that u has an almost semimeromorphic extension given by (3.4).

We have that U and id are pseudomeromorphic, and since PM(X)
is closed under ∂̄ and multiplication by smooth functions, R is pseu-
domeromorphic as well. Since ∇ id = 0 and ∇2 = 0, we have that
∇R = 0. □

We shall refer to R as the residue current associated with (3.1). It is
related to the exactness of the complex in the following way.

Theorem 3.2. Let ϕ be a holomorphic section of F−ℓ.
(i) If aϕ = 0 and Rϕ = 0, then ϕ belongs to im

(
F−(ℓ+1) → F−ℓ

)
,

i.e., locally there is a holomorphic section ψ of F−(ℓ+1) such that
aψ = ϕ.

(ii) Conversely, if ϕ belongs to im
(
F−(ℓ+1) → F−ℓ

)
and Rℓ+1

• = 0,
then Rϕ = 0.
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Proof. (i) By the assumption on ϕ we have that ∇ϕ = 0. By (3.3) and
(3.5) we have that

∇(Uϕ) = (∇U)ϕ− U(∇ϕ) = ϕ−Rϕ = ϕ.

Thus v = Uϕ is a current solution to the system of equations,

avℓ+1 = ϕ,

avℓ+k+1 = ∂̄vℓ+k, k > 1.

Locally, we can find a section w that satisfies the system of ∂̄-equations

∂̄wℓ+k = vℓ+k + awℓ+k+1.

Now ψ = vℓ+1 + awℓ+2 is a holomorphic section that satisfies aψ = ϕ.
(ii) Locally, we can write ϕ = aψ = ϕ. Since ∇R = 0, by (3.3), we

have that Rϕ = R(∇ψ) = ∇(Rψ) = ∇(Rℓ+1
• ψ) = 0. □

Proposition 3.3. Let R be the current defined by (3.5). Then R can
be decomposed as

R = R(U) +R′, (3.6)
where R′ takes values in Hom(F 0, F ) and is the almost semimeromorphic
extension of id−Dσ − uD∂̄σ. Moreover, if (3.1) is generically exact,
then R′ = 0.

The proof uses the following lemma that will be useful later on as
well.

Lemma 3.4. Let A and B be Hom(E,F )-valued almost semimeromor-
phic currents that are smooth outside a variety Z. If ∇A = B outside
Z, then

R(A) = B −∇A. (3.7)

Proof. We have that ∂̄A = DA−B outside Z, and hence

1X\Z ∂̄A = 1X\Z(DA−B) = DA−B,

where the last equality follows by the standard extension property. Thus

R(A) = ∂̄A− (DA−B),

which gives (3.7). □

Proof of Proposition 3.3. Since σ is a right-inverse and the complex is
generically exact except at level 0 we have that, when we restrict to⊕

r<0 F
r,

Dσ = aσ + σa = id .

Thus Dσ − id takes values in Hom(F 0, F ). By applying ∂̄ we get that
D∂̄σ does as well. Thus R′ takes values in Hom(F 0, F ) as well.

Note that
(id−∂̄σ)−1 = id+∂̄σ + · · ·+ (∂̄σ)n,
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and hence u = σ(id−∂̄σ)−1. Applying ∇ to both sides of

(id−∂̄σ)−1(id−∂̄σ) = id

and rearranging gives

∇(id−∂̄σ)−1 = (id−∂̄σ)−1D∂̄σ(id−∂̄σ)−1

= (id−∂̄σ)−1D∂̄σ,

where the last equality follows since D∂̄σ takes values in Hom(F 0, F ).
Therefore we have that

∇u = ∇σ(id−∂̄σ)−1 − σ∇(id−∂̄σ)−1

= (Dσ − id+ id−∂̄σ)(id−∂̄σ)−1 − σ(id−∂̄σ)−1D∂̄σ

= (Dσ − id)(id−∂̄σ)−1 + id−uD∂̄σ
= Dσ − uD∂̄σ,

where the last equality follows since Dσ− id takes values in Hom(F 0, F ).
The decomposition (3.6) now follows by (3.5) and Lemma 3.4. □

The following proposition gives conditions for which parts of R(U)
that vanish. Let Zk be the subvariety where the differential a : F−k →
F−k+1 does not have optimal rank, i.e., less than the generic rank.

Proposition 3.5. If codimZℓ+m ≥ m + 1 for m = 1, . . . , k − ℓ, then
R(U)ℓk = 0.

Proof. We need to prove that R
(
σ(∂̄σ)k−ℓ−1

)ℓ
k
= 0. By applying ∂̄ to

the equality σσ = 0 it follows that σ(∂̄σ)q = (∂̄σ)qσ for all q, and we
may thus equivalently prove that

R
(
(∂̄σ)k−ℓ−1σ

)ℓ
k
= 0. (3.8)

We claim that (3.8) holds for k = ℓ+ 1. Indeed, σℓ
ℓ+1 is smooth outside

Zℓ+1, and hence R(σ)ℓk has support on this set. Since Zℓ+1 has codimen-
sion at least 2 and R(σ)ℓk has bidegree (0, 1), we have that R(σ)ℓk = 0 by
the dimension principle.

For k > ℓ + 1 we will prove (3.8) by induction over k. To this end,
assume that R

(
(∂̄σ)k−ℓ−2σ

)ℓ
k−1

= 0. Outside Zk we have that σk−1
k is

smooth, and thus

R
(
(∂̄σ)k−ℓ−1σ

)ℓ
k
= (∂̄σ)R

(
(∂̄σ)k−ℓ−2σ

)ℓ
k−1

= 0

by (2.15) and the induction hypothesis. Thus R
(
(∂̄σ)k−ℓ−1σ

)ℓ
k

has sup-
port on Zk, which has codimension at least k−ℓ+1. Since it has bidegree
(0, k − ℓ), it must vanish by the dimension principle. □
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Theorem 3.6. Assume that (3.1) is exact as a complex of OX-modules
at each level r < 0, and let R be the associated residue current. Then
Rℓ

• = 0 for all ℓ > 0, i.e., R takes values in Hom(F 0, F ). Moreover,

Ra = (Ra)1• = 0.

Proof. By [E1, Theorem 20.9], for j ≥ 1,

codimZj ≥ j. (3.9)

Thus if ℓ ≥ 1, then Zℓ+m ≥ ℓ +m ≥ m + 1, and hence R(U)ℓk = 0 by
Proposition 3.5. This combined with the fact that R′ takes values in
Hom(F 0, F ) proves the first statement. The last statement follows from
the fact that ∇R = 0, since

0 = (∇R)1• = (aR)1• + (Ra)1• − (∂̄R)1• = (Ra)1•. □

Complexes that are exact as OX -modules at each level r < 0 arise in
practice from locally free resolutions of coherent OX -modules F :

0 −→ F−N −→ · · · −→ F−1 −→ F 0 −→ F −→ 0. (3.10)

Proposition 3.7. Suppose that codimF > 0. Then suppR ⊆ suppF
and R0

k = 0 for k < codimF .

Proof. Since codimF > 0, we have that R = R(U) by Proposition 3.3.
We have that suppF = Z1, and thus suppR ⊆ suppF . Moreover, by
[E1, Corollary 20.12], we have that

Zj+1 ⊆ Zj

for all j, and hence the second statement follows by Proposition 3.5. □

By combining Theorem 3.2 and Theorem 3.6 we get the duality prin-
ciple for residue currents:

Theorem 3.8 (Duality principle). Let R be the residue current asso-
ciated with the complex (3.10). For a holomorphic section ϕ of F 0, we
have that ϕ belongs to im

(
F−1 → F 0

)
if and only if Rϕ = 0.

In particular, if F = OX/J and F 0 is the trivial bundle, then we have
that im

(
F−1 → F 0

)
= J , and hence a holomorphic function ϕ belongs

to J if and only if ϕR = 0.

3.3. The comparison formula. Let (E, b) and (F, a) be locally free
resolutions of coherent OX -modules E and F , and let f : E → F be
a morphism. It is well known that f can be lifted to a chain map
φ : (E, b) → (F, a). The comparison formula due to Lärkäng, [L2],
relates the associated residue currents RE and RF via φ. In our slightly
more general situation, where we do not assume that the complexes are
generically exact at level 0, the theorem can be stated as follows.
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Theorem 3.9. Let φ : (E, b) → (F, a) be a chain map of Hermitian
complexes that are generically exact at each level r < 0. Let RE and RF

be the associated residue currents. Set

M ′ := (RF )′φUE − UFφ(RE)′,

and let M be defined as

M :=M ′ +R(UFφUE).

Then
RFφ− φRE = ∇M.

Note that if the complexes are generically exact, then M ′ = 0. This
is the formulation of the theorem found in [L2].

Proof. Let Z be a variety that contains the sets where (E, b) and (F, a)
are not pointwise exact. Outside Z we have that ∇UE = id−(RE)′ and
∇UF = id−(RF )′. Moreover, since φ is a chain map, it follows that
∇φ = Dφ = aφ− bφ = 0. Thus

∇(UFφUE) = (id−(RF )′)φUE − UFφ(id−(RE)′)

By (3.7) we get that

R(UFφUE) = φUE − UFφ−M ′ −∇(UFφUE),

and hence

∇M = ∇(M ′ +R(UFφUE)) = φ(idE −RE)− (idF −RF )φ

= RFφ− φRE . □

We have the following result on which parts of the residue part of M
that vanish. The proof is similar to Proposition 3.5 and can be found in
[L2].

Proposition 3.10. Let ZE,k and ZF,k be as in Proposition 3.5. If

codimZE,ℓ+m ≥ m+ 1 for m = 1, . . . , k − ℓ− 1 and

codimZF,ℓ+m ≥ m for m = 2, . . . , k − ℓ,

then R(UFφUE)ℓk = 0.

From this we get the following corollary, cf. [L2, Corollary 3.7].

Corollary 3.11. If (E, b) and (F, a) are locally free resolutions of E and
F , then

M ℓ
• = 0, for ℓ ≥ 1,

and if E and F have codimension greater than or equal to k, then

M0
k = 0.

Moreover,
Mb =M0

• b = 0.
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4. Paper I

Paper I concerns interpolation with respect to a closed complex sub-
space of Pn. Let i : X → Pn be a closed complex subspace of Pn. Let
Φ and φ be global holomorphic sections of O(d) and OX(d) := i∗O(d),
respectively. (Recall that O(d) denotes the dth tensor power of the dual
of the tautological line bundle over Pn.) We say that Φ interpolates φ if
i∗Φ = φ.

We have that X is defined by a saturated homogeneous ideal in the
graded ring S := C[z0, . . . , zn]. From a minimal graded free resolution
of the homogeneous coordinate ring of X, SX := S/I,

0 −→ Fn −→ · · · −→ F1 −→ S −→ SX −→ 0, (4.1)

where Fk =
⊕

ℓ S(−ℓ)βk,ℓ , we obtain a locally free resolution of OX of
the form

0 −→
⊕

O(−ℓ)βn,ℓ −→ · · · −→
⊕

O(−ℓ)β1,ℓ −→ OPn −→ OX −→ 0.

(4.2)
Here we use notation and terminology concerning graded S-modules from
[E2].

Let R be the residue current associated with this complex, and let
Rn be the component of bidegree (0, n). We will prove the following
necessary and sufficient condition for the existence of an interpolant.

Theorem 4.1. A global holomorphic section φ of OX has an interpolant
if and only if Rnφ is ∂̄-exact, i.e., there exists a current η such that
Rnφ = ∂̄η.

Let Rn,ℓ denote the O(−ℓ)βn,ℓ -valued component of Rn, and let ω
be a nonvanishing holomorphic O(n + 1)-valued n-form. Using Serre
duality, see, e.g., [D, Theorem 7.3], we will prove the following equivalent
condition for the existence of an interpolant.

Corollary 4.2. A global holomorphic section φ of OX(d) has an inter-
polant if and only if for each ℓ it holds that∫

Pn

Rn,ℓφ ∧ hω = 0 (4.3)

for all global holomorphic sections h of O(ℓ− d− n− 1).

We define the interpolation degree of X as

inf{d : all global holomorphic sections of OX(d) has an interpolant}.
Using Corollary 4.2 we get an analytic proof of the following upper bound
on the interpolation degree.

Corollary 4.3. The interpolation degree of X is less than or equal to

sup{k : βn,k ̸= 0} − n.
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(We use the convention that the supremum of the empty set is −∞.)

4.1. Local cohomology and Ext. As mentioned in the introduction,
interpolation is connected with local cohomology. This is in turn related
with a certain Ext functor by a result known as local duality. (Local
duality is closely related to Serre duality, see [S] and [M2].)

Consider the complex of graded S-modules

0 −→ SX
d0

−→
n⊕

j=0

SX [z−1
j ]

d1

−→
⊕
i<j

SX [z−1
i z−1

j ],

where d0 is the obvious map, and d1 is given by

d1(φ)ij = φj − φi.

The quotient H1
m(SX) := ker d1/ im d0 is called the first local cohomol-

ogy module of SX . Note that d0 is injective since I is assumed to be
saturated. Moreover, from the definition of d1, it is easy to see that

ker d1 ∼=
⊕
d

H0(Pn,OX(d)).

Thus we have the following short exact sequence of graded S-modules

0 −→ SX −→
⊕
d

H0(Pn,OX(d)) −→ H1
m(SX) −→ 0.

From this we obtain we obtain the exact sequence (1.1).
By the local duality theorem, see [E2, A1.9], we have that H1

m(SX)
can be identified with the graded dual of Extn(SX , S(−n− 1)). We will
elaborate on the theory of the Ext functors in the next section, but for
now we will simply state the fact that Extn(SX , S(−n− 1)) is given by

Hom(Fn, S(−n− 1)) ∼=
⊕
ℓ

S(ℓ− n− 1)βk,ℓ

modulo the image of the map

Hom(Fn−1, S(−n− 1)) → Hom(Fn, S(−n− 1))

given by h 7→ hfn. Thus the pairing

([φ], [h]) 7→
∫
Pn

Rn,ℓφ ∧ hω

can be seen as an explicit realization of the duality between H1
m(SX)

and Extn(SX , S(−n − 1)). Note that [φ] = 0 means that φ has an
interpolant, and hence Rn,ℓφ is ∂̄-exact so that the integral becomes
zero. If [h] = 0, then h = gfn for some g, and hence the integrand is
∂̄-exact since ∇R = 0. Thus the integral becomes zero in this case as
well. This shows that the pairing is well-defined.
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Note that, by Corollary 4.2, we get an analytic proof of the fact that
the pairing is nondegenerate with respect to the first slot.

5. Residue currents and the Ext functors

In Section 4.1 we saw that residue currents provided us with a pairing
that realized a duality between the first local cohomology group and the
nth Ext group. These kinds of results of representing Ext functors in
terms of residue currents was first explored by Andersson in [A1]. We
will now continue by further exploring the connection between residue
currents and the Ext functors. Our goal is to give a representation of
the global Ext groups in terms of residue currents, and this will be the
topic of Paper II.

Roughly speaking, the Ext functors are right derived functors of cer-
tain Hom functors. We will therefore begin with a short survey of the
topic of derived functors. The Ext functors are then defined in Sec-
tion 5.2. In Section 5.3 we will discuss a general connection between the
Ext functors and currents, and in Section 5.4, with [A1] as our starting
point, we will begin to explore the connection between residue currents
and the Ext functors.

5.1. Derived functors. Fix an abelian category A. In this thesis we
will mostly be concerned with the abelian category of abelian groups
and the abelian category of OX -modules. Let F be a covariant left-
exact functor from A to an abelian category. Recall that this means
that if

0 −→ A −→ B −→ C −→ 0

is a short exact sequence, then applying F yields the exact sequence

0 −→ F (A) −→ F (B) −→ F (C).

The right derived functors RjF of F measures how far F is from being
exact in the sense that one can continue the above exact sequence to the
following long exact sequence

0 → F (A) → F (B) → F (C) →
→ R1F (A) → R1F (B) → R1F (C) → R2F (A) → . . . . (5.1)

In order to construct the right derived functors, we recall the notion
of injective objects. An object I is said to be injective if every morphism
A → I factors through each monomorphism A → B. The category A
is said to have enough injectives if, for every object in A, there exists
a monomorphism into an injective object. If A has enough injectives it
follows that every object A has an injective resolution:

0 −→ A −→ I0 −→ I1 −→ . . . .
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We can now state the definition of right derived functors. Let A be
an abelian category with enough injectives, and let F be a covariant
left-exact functor from A to an abelian category. For each object A in
A we choose an injective resolution I• of A. The right derived functors
RjF (A) are defined as the cohomology of the complex,

0 −→ F (I0) −→ F (I1) −→ . . . ,

i.e., RjF (A) := Hj(F (I•)).
The definition of derived functors is quite abstract, and it is in general

not very useful for actual computations. However, in many situations
one can replace injective resolutions with resolutions of more concrete
objects. This fact can be formulated as follows.

Proposition 5.1. Let

0 −→ A −→ C0 ε0−→ C1 ε1−→ . . .

be an exact sequence where the Ck are such that

RjF (Ck) = 0 (5.2)

for all j > 0. Then
RjF (A) ∼= Hj(F (C•)). (5.3)

An object that satisfies (5.2) is said to be F -acyclic. Note that, in
particular, injective objects are acyclic. In Section 5.3 we will use the
fact that the sheaves of currents are acyclic in order to compute the Ext
functors.

Sketch of proof. The statement follows by applying F to the short exact
sequences

0 −→ A −→ C0 −→ ker ε1 −→ 0,

0 −→ ker ε1 −→ C1 −→ ker ε2 −→ 0,

etc, and using the long exact sequence for derived functors, (5.1). □

5.2. Ext groups and sheaves. In this section we will recall the defini-
tion and basic properties of the Ext functors that we shall study in this
thesis, namely the Ext groups and Ext sheaves.

Let F and G be OX -modules. Recall that Hom(F ,G) denotes the
group of morphisms F → G, and the OX -module Hom(F ,G) is defined
by

U 7→ Hom(F|U ,G|U ).
It is easy to see that Hom(F ,−) and Hom(F ,−) are left exact covari-
ant functors from the category of OX -modules to the categories of OX -
modules and abelian groups, respectively. Since the category of OX -
modules has enough injectives, we can define their right derived func-
tors, which are denoted Extk(F ,−) and Extk(F ,−), respectively. Let us
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write this out explicitly. Let

0 −→ G −→ I0 −→ I1 −→ . . .

be an injective resolution of G. Then

Extk(F ,G) = Hk(Hom(F , I•))

and
Extk(F ,G) = Hk(Hom(F , I•)).

For the long exact sequences we have the following. Let

0 −→ E −→ F −→ H −→ 0

be a short exact sequence of OX -modules. We get the long exact se-
quences

0 −→ Hom(E ,G) −→ Hom(F ,G) −→ Hom(H,G) −→ Ext1(E ,G) −→ . . .

and

0 −→ Hom(E ,G) −→ Hom(F ,G) −→ Hom(H,G) −→ Ext1(E ,G) −→ . . .

Note that Hom(F ,G) is the group of global sections of the sheaf
Hom(F ,G). In general there is no analogous relation between the Ext
groups and Ext sheaves. However, the Ext groups and sheaves can be re-
lated using the Grothendieck local-to-global spectral sequence, see, e.g.,
[W].

Theorem 5.2. Let F and G be OX-modules. There is a spectral sequence
(Er) with

Ep,q
2 = Hp(X, Extq(F ,G)) ⇒ Extp+q(F ,G).

If F has a locally free resolution (F, a), then one can also represent
the Ext sheaves Extk(F ,G) by applying Hom(−,G) to F and taking
cohomology.

Proposition 5.3. Let F and G be OX-modules, and suppose that F has
a locally free resolution (F, a). Consider the complex

0 −→ Hom(F 0,G) −→ Hom(F−1,G) −→ . . .

with differential given by ξa where ξ is a section of Hom(F−k,G). Then

Extk(F ,G) ∼= Hk(Hom(F−•,G)). (5.4)

Proof. Let
0 −→ G −→ I0 −→ I1 −→ . . . (5.5)

be an injective resolution of G. Consider the double complex

Ep,q := Hom(F−p, Iq).
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Since the Iq are injective we have that

Hp(E•,q) ∼=

{
Hom(F , Iq), p = 0,

0, p ≥ 1,

and

Hq(Ep,•) ∼=

{
Hom(F−p,G), q = 0,

0, q ≥ 1.

Thus both spectral sequences degenerate, and each inclusion into the
total complex yields an isomorphism with the cohomology of the total
complex. □

If F is an arbitrary coherent OX -module, then it is in general not
possible to find a locally free resolution of F , see, e.g., [V]. However,
one can always find a cover U = (Uα) of X and locally free resolutions
(F •

α, aα) of F|Uα . We can then compute Extk(F|Uα ,G|Uα) over each Uα

using Proposition 5.3, and these sheaves then glue to Extk(F ,G). Let us
discuss this last point in more detail.

Dual to the notion of injective objects is the notion of projective
objects. An object P is said to be projective if every morphism P → F
factors through each epimorphism E → F . It is well known that an
OX,x-module is projective if and only if it is free, see, e.g., [GH]. This
together with an application of Cartan’s Theorem B, see, e.g., [T], gives
the following proposition.

Proposition 5.4. Let X be a Stein manifold. Locally free OX-modules
are projective in the category of coherent OX-modules.

If F is coherent, then, using the Syzygy Theorem, one can find a Stein
cover U = (Uα) of X and locally free resolutions (F •

α, aα) of F|Uα . Over
an intersection Uαβ := Uα ∩ Uβ , which is Stein, we have that (F •

α, aα)
and (F •

β , aβ) are locally free resolutions of F|Uαβ
. Using Proposition 5.4

and [E1, Proposition A3.13], we get that (F •
β , aβ) and (F •

α, aα) are chain
homotopy equivalent via a chain map

φαβ : F •
β → F •

α.

It is easy to see that φαβ induces an isomorphism between the represen-
tations

Hk(Hom(F−•
α ,G))

∼=→ Hk(Hom(F−•
β ,G))

of Extk(F ,G) via

[ξα] 7→ [ξαφαβ ].
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5.3. Ext functors and currents. When F is a coherent OX -module
and G is a locally free OX -module, then the theory of currents gives
more explicit ways to compute the Ext groups and Ext sheaves. Recall
that a locally free OX -module G is the sheaf of holomorphic sections of
a holomorphic vector bundle G. By slight abuse of notation we shall
simply write G both for the vector bundle and its locally free sheaf
of holomorphic sections. We let Cp,q(G) denote the sheaf of G-valued
currents of bidegree (p, q).

Let F be a coherent OX -module, and let G be a locally free OX -
module. We will now show that

Extk(F , C0,q(G)) = 0,

and
Extk(F , C0,q(G)) = 0

for k ≥ 1. Thus

0 −→ G −→ C0,0(G)
∂̄−→ C0,1(G)

∂̄−→ . . .

is an acyclic resolution of G for the functors Hom(F ,−) and Hom(F ,−).
Thus we have the representations

Extk(F , G) ∼= Hk(Hom(F , C0,•(G))), (5.6)

Extk(F , G) ∼= Hk(Hom(F , C0,•(G))). (5.7)
By a result due to Malgrange, [M1, Theorem VII.2.4], one has that

C0,q(G) is stalkwise injective, i.e., each stalk C0,q(G)x is an injective
OX,x-module. Since F is coherent,

Extk(F , C0,q(G))x ∼= Extk(Fx, C0,q(G)x) = 0,

for k ≥ 1, where the isomorphism follows by, e.g., [H1, Proposition III.6.8],
and the last equality follows since C0,q(G)x is injective. Thus

Extk(F , C0,q(G)) = 0

for k ≥ 1.
In addition, since C0,q is fine, Hom(F , C0,q(G)) is as well, so

Hk(X,Hom(F , C0,q(G))) = 0,

for k ≥ 1. This together with the vanishing of the Ext sheaves gives

Hr(X, Exts(F , C0,q(G))) = 0

for r + s ≥ 1. By the local-to-global spectral sequence for Ext, we get
that

Extk(F , C0,q(G)) = 0

for k ≥ 1.



GLOBAL RESIDUE CURRENTS AND THE EXT FUNCTORS 29

5.4. Ext sheaves and residue currents. In this section we relate two
different representations of the Ext sheaves via residue currents. This
construction is originally due to Andersson [A1], and it generalizes earlier
work by Dickenstein–Sessa [DS].

If G = G is a holomorphic vector bundle, i.e., considered as a sheaf,
it is a locally free OX -module, then we have the following isomorphism
between the representations (5.4) and (5.6).

Theorem 5.5. Let F be a coherent OX-module, and let G be a locally
free OX-module. Suppose that F has a locally free resolution of the form
(3.10), and let R be the associated residue current. Then there is an
isomorphism

Hk(Hom•(F,G)) ∼= Hk(Hom(F , C0,•(G)))

that is given by
[ξ] 7→ [ϕ 7→ ξRϕ0],

where ϕ0 is a section of F 0 that represents ϕ in F ∼= F 0/ im a.

Proof. Note that the morphism ϕ 7→ ξRϕ0 is well-defined since if ϕ ∈
im a, then Rϕ = 0.

Consider the double complex

Ep,q := Hom(F−p, C0,q(G)).

For similar reasons as in Proposition 5.3 we have that

Hp(E•,q) ∼=

{
Hom(F , C0,q(G)), p = 0,

0, p ≥ 1,

and we have that

Hq(Ep,•) ∼=

{
Hom(F−p, G), q = 0,

0, q ≥ 1.

Thus both spectral sequences degenerate, and each inclusion into the
total complex yields an isomorphism with the cohomology of the total
complex. In view of (3.5), we have that

∇((−1)kξU) = ξ − ξR,

and hence we get the desired isomorphism. □

As before, if F is an arbitrary coherent OX -module, we can choose
an open cover U := (Uα) of Stein open sets and locally free resolutions
(F •

α, aα) of F|Uα
.

Suppose that we are on an intersection of two such sets Uα and Uβ .
Let F •

α and F •
β be locally free resolutions of F over these sets, and let

Rα and Rβ be the associated residue currents. Consider a section of
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Extk(F , G) represented by ξα and ξβ in Hom•(Fα, G) and Hom•(Fβ , G),
respectively. Thus the maps

ϕ 7→ ξαRαϕα (5.8)

and

ϕ 7→ ξβRβϕβ , (5.9)

must be ∂̄-cohomologous. Here ϕα and ϕβ are representatives of ϕ in F 0
α

and F 0
β , respectively. Using the comparison formula we can show this

explicitly.
Since F •

α and F •
β are resolutions of F|Uαβ

, and Uαβ is Stein, they
are homotopy equivalent via a chain map φαβ : F •

β → F •
α. By the

comparison formula we have that

Rαφαβ − φαβRβ = ∇Mαβ ,

and hence

ξαRαφαβ − ξαφαβRβ = ξα∇Mαβ

= ξαaαMαβ + ξαMαβaβ − ∂̄(ξαMαβ)

= −∂̄(ξαMαβ),

since ξαaα = 0 by hypothesis and Mαβaβ = 0 by Corollary 3.11. Since
ϕα and ϕβ represents ϕ, we have that ϕα − φαβϕβ ∈ im aα. Moreover,
we have that ξαφαβ − ξβ = ηβaβ for some ηβ . Thus

ξαRαϕα = ξαRαφαβϕβ

= ξαφαβRβϕβ − ∂̄(ξαMαβϕβ)

= ξβRβϕβ + ηβaβRβϕβ − ∂̄(ξαMαβϕβ)

= ξβRβϕβ + ∂̄(ηβRβϕβ − ξαMαβϕβ).

This shows that the maps (5.8) and (5.9) are ∂̄-cohomologous with ∂̄-
potential

ϕ 7→ ηβRβϕβ − ξαMαβϕβ .

Note that this is well-defined by the duality principle and Corollary 3.11.
In conclusion, we have that the square of isomorphisms

Hk(Hom•(Fα, G)) Hk(Hom(F , C0,•(G)))

Hk(Hom•(Fβ , G)) Hk(Hom(F , C0,•(G)))
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given by
[ξα] [ϕ 7→ ξαRαφαβϕβ ]

[ξαφαβ ] [ϕ 7→ ξαφαβRβϕβ ]

commutes as expected.

6. Twisting cochains and the Ext groups

We now turn to the Ext groups. Let X be a complex manifold, and
let F and G be coherent OX -modules. In this section we will give a
representation of the Ext groups Extk(F ,G) that is analogous to the
representations of the Ext sheaves Extk(F ,G) given in Proposition 5.3,
i.e., a representation that involves a locally free resolution of F . This
representation is due to Toledo and Tong, see [TT]. It is in general not
possible to find global locally free resolutions of arbitrary coherent OX -
modules, see, e.g., [V]. However, as discussed previously, it is possible to
find a Stein cover of X and a locally free resolution of F on each of the
open sets. In [TT], Toledo and Tong introduced the notion of a twisting
cochain, which is a device for keeping track of the locally free resolutions
and how they relate to each other on the overlaps.

6.1. Homological preliminaries II. Let U = (Uα) be a covering of
X by Stein open sets. We will use the notation Uα0...αp

:= Uα0
∩ · · · ∩

Uαp
. For each α, let Eα =

⊕
r E

r
α, Fα =

⊕
r F

r
α, and Gα =

⊕
r G

r
α

be bounded graded holomorphic vector bundles over Uα. We will use
the letters E, F , and G to denote the families (Eα), (Fα), and (Gα),
respectively.

We will consider a sort of Čech cochains that take values in these
vector bundles. Let

Cp(U,Homr(F,G)) :=
∏

(α0,...,αp)

Homr(Fαp , Gα0)(Uα0...αp),

where Homr(Fαp , Gα0) denotes the sheaf of holomorphic sections of the
vector bundle Homr(Fαp , Gα0). For an element f ∈ Cp(U,Homr(F,G)),
we define its degree as deg f = p+ r, and we call p the Čech degree and
r the Hom degree.

There is a bilinear pairing

Cp(U,Homr(F,G))×Cp′
(U,Homr′(E,F )) → Cp+p′

(U,Homr+r′(E,G)),
(6.1)

which maps (f, g) to the product fg defined by

(fg)α0...αp+p′
:= (−1)rp

′
fα0...αp

gαp...αp+p′ ,
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where the product on the right-hand side is composition of vector bundle
maps.

We will consider the following coboundary operator

δ : Cp(U,Homr(F,G)) → Cp+1(U,Homr(F,G)),

which is defined by

(δf)α0...αp+1
:=

p∑
k=1

(−1)kfα0...α̂k...αp+1
|Uα0...αp+1

.

Note that δ is similar to the usual Čech coboundary, but in the sum, it
is necessary to omit fα1...αp+1

and fα0...αp
since these are not sections of

Homr(Fαp+1
, Gα0

). However, we still have that δ is a differential and an
antiderivation with respect to the product (6.1), i.e., δ2 = 0, and

δ(fg) = (δf)g + (−1)deg ff(δg).

6.2. Twisting cochains and twisted resolutions. We are now ready
to define the notion of a twisting cochain.

Definition 6.1. A twisting cochain a ∈ C•(U,Hom•(F, F )) is an ele-
ment

a =
∑
k≥0

ak,

where ak ∈ Ck(U,Hom1−k(F, F )), such that

δa+ aa = 0, (6.2)

and a1αα = idFα
for all α. For simplicity we shall simply refer to the pair

(F, a) as a twisting cochain.

To better understand the meaning of a twisting cochain, it is helpful
to look at (6.2) component-wise. In particular, we have that a must
satisfy

a0αa
0
α = 0 (6.3)

a0αa
1
αβ = a1αβa

0
β (6.4)

a1αγ − a1αβa
1
βγ = a0αa

2
αβγ + a2αβγa

0
γ . (6.5)

The first equation says that (Fα, a
0
α) is a chain complex, the second says

that a1αβ defines a chain map (Fβ |Uαβ
, a0β) → (Fα|Uαβ

, a0α), and the third
says that, over Uαβγ , a1αγ and a1αβa

1
βγ are chain homotopic, with the

homotopy given by a2αβγ . In particular, from the condition a1αα = idFα
,

it follows that a1αβ and a1βα are chain homotopy inverses to each other.
Thus for each α we have cohomology sheaves H•

a0
α
(Fα) over Uα, and over

each intersection Uαβ we have an isomorphism

H(a1αβ) : H•
a0
β
(Fβ)|Uαβ

→ H•
a0
α
(Fα)|Uαβ
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such that over each Uαβγ , H(a1αβ)H(a1βγ) = H(a1αγ). We denote by H•
a

the sheaf that we obtain by gluing the sheaves H•
a0
α

via these isomor-
phisms.

Suppose that Fα = F 0
α, i.e., each Fα is a complex concentrated in

degree 0. Then we have that a = a1, and (6.2) amounts to the single
equation

a1αγ = a1αβa
1
βγ .

This together with a1αα = idF 0
α

gives F = (F 0
α) the structure of a holo-

morphic vector bundle. Thus a twisting cochain can in fact be thought
of as a generalization of a holomorphic vector bundle.

The twisting cochains that are of main interest to us arise in the
following way. Let F be a coherent OX -module. Using the Syzygy
Theorem, one can find a Stein cover U = (Uα) such that for each α there
exists a free resolution of F|Uα ,

. . .
a0
α−→ F−1

α

a0
α−→ F 0

α −→ F|Uα
−→ 0,

of length at most dimX. Over each intersection Uαβ one can find a chain
map

a1αβ : (Fβ |Uαβ
, a0β) → (Fα|Uαβ

, a0α)

that extends the identity morphism on F|Uαβ
, and which can be cho-

sen to be the identity if α = β. Since a1αγ and a1αβa
1
βγ are chain maps

(Fγ |Uαβγ
, a0γ) → (Fα|Uαβγ

, a0α) that extends the identity morphism on
F|Uαβγ

, there exists a chain homotopy a2αβγ between these maps. As ex-
plained in [OTT1, Section 1.3], one can proceed inductively to construct
a twisting cochain a =

∑
k a

k. Note that Hk
a = 0 if k > 0 and H0

a
∼= F .

We shall refer to (F, a) as a twisted resolution of F .
Consider two twisting cochains (F, a) and (G, b). We define an oper-

ator D of degree 1 on C•(U,Hom•(F,G)),

Df := δf + bf − (−1)deg ffa.

We have that D2 = 0, and

D(fg) = (Df)g + (−1)deg ff(Dg). (6.6)

6.3. A representation of the Ext groups. Following the proof of
Theorem 2.9 in [TT], we will now show how the Ext groups Extk(F ,G)
can be represented as the cohomology of a complex formed from a twisted
resolution of F .

Theorem 6.2. Let (F, a) be a twisted resolution of a coherent OX-
module F . Then for any coherent OX-module G, there is an isomorphism

Hk

( ⊕
p+r=•

Cp(U,Homr(F,G))

)
∼= Extk(F ,G).
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Proof. Let
0 −→ G −→ I0 −→ I1 −→ . . . (6.7)

be an injective resolution of G. Consider the double complex

Ek,q :=
⊕

p+r=k

Cp(U,Homr(F, Iq))

where the differential in the k-direction is given by D and the differential
in the q-direction is the differential of (6.7).

We claim that

Hq(Ek,•) ∼=


⊕

p+r=k

Cp(U,Homr(F,G)), q = 0,

0, q ≥ 1,

and, moreover, we claim that

Hk(E•,q) ∼=

{
Hom(F , Iq), k = 0,

0, k ≥ 1.

Under the assumption that these claims are true, we get that both spec-
tral sequences degenerate, and hence it follows that

Hk

( ⊕
p+r=•

Cp(U,Homr(F,G))

)
∼= Hk(Hom(F , I•)) = Extk(F ,G),

where the isomorphism is induced by the inclusions into the total com-
plex. From this the statement of the theorem follows.

Let us prove the two claims. For the first claim we have that

Hq(Ek,•) =
⊕

p+r=k

∏
(α0,...,αp)

Hq(Hom(F r
αp
, I•)(Uα0...αp

)).

Using the definition of Ext together with [H1, Proposition 6.7] and Car-
tan’s Theorem B, we get that

Hq(Hom(F r
αp
, I•)(Uα0...αp

)) = Extq(F r
αp
|Uα0...αp

,G|Uα0...αp
)

∼= Extq(OUα0...αp
, (F r

αp
)∨ ⊗ G|Uα0...αp

)

∼= Hq(Uα0...αp
, (F r

αp
)∨ ⊗ G|Uα0...αp

)

∼=

{
Hom(F r

αp
|Uα0...αp

,G|Uα0...αp
), q = 0,

0, q ≥ 1.

Here (F r
αp
)∨ := Hom(F r

αp
,OUαp

) denotes the dual of F r
αp

. Thus

Hq(Ek,•) ∼=


⊕

p+r=k

Cp(U,Homr(F,G)), q = 0,

0, q ≥ 1.
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For the second claim we define

Ap,r := Cp(U,Homr(F, Iq)),

and we let A be the complex A :=
⊕

p+r=k A
p,r with differential D.

Consider the spectral sequence (As, ds) associated with the filtration

F pA =
⊕
p′≥p

Ap′,•.

We have that Ap,r
1 vanishes for r > 0. Moreover, a straightforward

computation shows that

Ap,0
1

∼=
∏

(α0,...,αp)

Hom(F , Iq)(Uα0...αp
),

i.e., the group of ordinary Čech cochains, and the map d1 : Aq,0
1 → Aq+1,0

1

is the ordinary Čech differential under this identification.
Thus

Ap,0
2

∼= Ȟp(U,Hom(F , Iq)),
which vanishes for p > 0, since Hom(F , Iq) is a flabby sheaf, and is equal
to Hom(F , Iq) for p = 0. Thus the only nonvanishing term on the second
page is A0,0

2 and thus the second claim follows. □

From the bigraded complex

Ep,q
0 := Cp(U,Homq(F,G)),

we also recover the local-to-global spectral sequence for Ext. Consider
the spectral sequence associated with the filtration with respect to p.
We have shown that this spectral sequence converges to Extp+q(F ,G).
Taking cohomology in the q-direction and then in the p-direction, we get
that the first page of the spectral sequence is

Ep,q
1 = Cp(U, Extq(F ,G)),

and the second page is given by

Ep,q
2 = Hp(X, Extq(F ,G)).

7. Paper II

Let X be a complex manifold. Let F be a coherent OX -module, and
let G be a locally free OX -module. Recall that we have the representa-
tions

Extk(F , G) ∼= Hk(Hom(F , C0,•(G))).

Let (F, a) be a twisted resolution of F . By Theorem 6.2, we have that

Extk(F , G) ∼= Hk

( ⊕
p+r=•

Cp(U,Homr(F,G))

)
.
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The aim of Paper II is to provide an explicit isomorphism between these
two representations of the Ext groups.

7.1. Homological preliminaries III. Let as in Section 6.1 U = (Uα)
be a covering of X by Stein open sets, and for each α let Eα =

⊕
r E

r
α,

Fα =
⊕

r F
r
α, and Gα =

⊕
r G

r
α be bounded graded holomorphic vector

bundles over Uα. We will now combine the material from Section 3.1
and Section 6.1, and hence we will consider current-valued analogues of
Cp(U,Homr(F,G)).

To this end, we define

Cp(U, C0,q(Homr(F,G))) :=
∏

(α0,...,αp)

C0,q(Homr(Fαp , Gα0))(Uα0...αp).

(7.1)
For f ∈ Cp(U, C0,q(Homr(F,G))), we define its degree as deg f = p+q+r.
For elements f ∈ Cp(U, C0,q(Homr(F,G))) and g ∈ Cp′

(U, C0,q′(Homr′(E,F )))

we define their product fg ∈ Cp+p′
(U, C0,q+q′(Homr+r′(E,G))) by

(fg)α0...αp+p′
:= (−1)(q+r)p′

fα0...αp
gαp...αp+p′ ,

where the product on the right-hand side is defined by (3.2) provided
that it exists. We let the ∂̄-operator act as an operator of degree 1 on
C•(U, C0,•(Hom•(F,G))) by

(∂̄f)α0...αp
:= (−1)p∂̄fα0...αp

. (7.2)

With this definition we have that ∂̄(fg) = (∂̄f)g + (−1)deg ff(∂̄g), and
as usual ∂̄2 = 0. Note that Cp(U,Homr(F,G)) can be identified with
the subgroup of ∂̄-closed elements of Cp(U, C0,0(Homr(F,G))).

Next we define

δ : Cp(U, C0,q(Homr(F,G))) → Cp+1(U, C0,q(Homr(F,G)))

precisely as in Section 6.1, i.e.,

(δf)α0...αp+1
:=

p∑
k=1

(−1)kfα0...α̂k...αp+1
|Uα0...αp+1

.

Let (F, a) and (G, b) be twisting cochains. We define an operator D of
degree 1 on C•(U, C0,•(Hom•(F,G))) in the same way as in Section 6.2,
i.e.,

Df := δf + bf − (−1)deg ffa.

We combine D and ∂̄ into an operator

∇ = D − ∂̄

of degree 1 on C•(U, C0,•(Hom•(F,G))). It can be shown that ∂̄D =
−D∂̄, and from this it follows that ∇2 = 0. Moreover, we have that

∇(fg) = (∇f)g + (−1)deg ff(∇g). (7.3)
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7.2. A residue current associated with a twisted resolution. We
are now ready to describe the main idea on how one can construct an
explicit isomorphism between the above described representations of the
Ext groups.

Let (F, a) be a twisted resolution of a coherent OX -module F . The
main idea in Paper II is the construction of two elements U and R of
C•(U, C0,•(Hom•(F, F ))) of degree −1 and 0, respectively, that satisfy

∇U = id−R.

We refer to R as the residue current associated with the twisted resolu-
tion of F .

In order to formulate the isomorphism we shall also need the following
operator. Let (ρα) be a partition of unity subordinate to U. We define
an operator

v : Cp(U, C0,q(Homr(F,G))) → Cp−1(U, C0,q(Homr(F,G)))

by

(vf)α0...αp−1
:=
∑
α

ραfαα0...αp−1

for p ≥ 1 and vf := 0 otherwise. Here ραfαα0...αp−1 , which is defined on
Uαα0...αp−1 , is extended by 0 to Uα0...αp−1 .

The main result of Paper II can now be expressed as follows.

Theorem 7.1. Let F be a coherent OX-module, and let G be a locally
free OX-module. Let (F, a) be a twisted resolution of F , and let R be the
associated residue current. There is an isomorphism between the above
mentioned representations of Extk(F , G):

Hk

( ⊕
p+r=•

Cp(U,Homr(F,G))

)
∼=−→ Hk(Hom(F , C0,•(G))) (7.4)

given by

[ξ] 7→

ϕ 7→
∑
j

(∂̄v)j(ξR)jϕ0

 , (7.5)

where ϕ0 is a 0-cochain that represents ϕ. Moreover, (ξR)j denotes the
component of Čech degree j, and (∂̄v)j denotes the composition ∂̄ ◦ v
repeated j times.

The theorem is proved using a spectral sequence argument where one
constructs a ∇-potential involving U .
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8. Paper III

In Paper II we constructed a residue current associated with a twisted
resolution of a coherent OX -module. More generally, given a complex F•

of coherent OX -modules, one can also speak about a twisted resolution
of F•. A twisted resolution of F• consists of a twisting cochain (F, a)
such that for each α there is a quasi-isomorphism F •

α → F•|Uα
. In

Paper III we give a construction of a residue current associated with a
twisted resolution, and, more generally, an arbitrary twisting cochain.
The main results are a duality principle analogous to Theorem 3.2, and
an analogous comparison formula.

Recall that using the Syzygy Theorem, one can prove that, given a
coherent OX -module F , there exists a twisted resolution. Analogously,
we have that, given a complex F• of coherent OX -modules, one can
always find a twisted resolution: Using the method outlined in [E1,
Exercise 3.53], one first finds a cover U = (Uα) by Stein open sets and
for each Uα a complex (F •

α, a
0
α) that is quasi-isomorphic with F•|Uα

.
By [OTT2, Proposition 1.2.3], a0 can be extended to a twisting cochain
(F, a) which is then a twisted resolution of F•.
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