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Abstract

Colloidal particles dispersed in a medium are important both in nature and in
industry. The stability of colloidal particles is determined by the interactions
between them and can be improved by steric stabilization. There is no conclu-
sive understanding of how these sterically stabilized particles become unstable.
In order to understand the loss of repulsion that leads to instability, model
systems of well-defined dispersions are needed.

A semi-batch emulsion polymerization scheme has been used in this work in
order to yield highly monodisperse, spherical core-shell particles in an aqueous
medium. The cores of the particles are fluorinated, resulting in a refractive
index close to that of water. By having the particles almost refractive index-
matched, the core-core van der Waals attractions are minimized. This makes it
possible to study the role of the grafted polymers.

In order to test the versatility of the synthesis scheme, crosslinked particles
and particles with a polystyrene core, instead of the fluorinated core, have been
synthesized. Moreover, syntheses with different lengths of the grafted polymer,
yielding different thicknesses of the particle shell, have been performed. The
stability of the colloids with respect to the addition of sodium carbonate has
been tested. The results show that the particles with the shortest grafts are
the most stable ones. For longer grafts, the stability limit, in terms of added
salt, levels out. These experimental results have been fitted to a Flory-Huggins
based model.

Both small-angle X-ray and neutron scattering (SAXS and SANS, respec-
tively) measurements were performed on the particle dispersions employing two
different kinds of salt in a range of concentrations. The SAXS measurements
showed that the stability limit was independent of the particle concentration.
This was explained by salt-induced, single-particle dewetting being the driving
force for permanent aggregates to form. To investigate this hypothesis, the PEG
layer was made more visible in the SANS measurements by changing the solvent
to a H2O:D2O mixture. A decrease in the shell thickness was observed at salt
concentrations close to where the particles start to aggregate, in support of the
hypothesis. Also, at this point a peak at large scattering angles, corresponding
roughly to the same length scale as the layer thickness, disappears in the SAXS
measurements.

Moreover, dewetting of the PEG-layer was also indicated through structure
determination, of the clusters formed in unstable dispersions, from SAXS mea-
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Abstract

surements and computer calculations of the structure factor. The distance of
closest approach of two particles in the clusters is smaller at higher salt concen-
trations, which could be explained by the grafted polymer layer contracting.

To further investigate the dewetting of the PEG-shell, interfacial tension
(IFT) measurements were performed between aqueous dispersions with varying
salt concentrations and toluene. A decrease of the IFT showed that the particles
are surface active, even without salt. However, the IFT decreased more strongly
in the presence of salt. A strengthening of the surface activity on adding salt
supports the dewetting hypothesis.
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Summary in Swedish

Kolloidala partiklar dispergerade i ett medium är viktiga både industriellt och i
naturen. Stabiliteten för dessa kollodiala system beror på interaktionerna mel-
lan partiklarna och kan förbättras genom sterisk stabilisering. Det finns ingen
entydig teori om vad som avgör stabiliteten för steriskt stabiliserade partiklar
och framför allt saknas kunskap om vad som orsakar destabilisering. För att
kunna avgöra vad som leder till instabilitet och aggregation i sådana system så
behövs ett väldefinierat modellsystem.

I det här arbetet har fluorinerade sfäriska “core-shell”-partiklar syntetiserats
via en “semi-batch”-emulsionspolymerisering i vatten. Partiklarna är steriskt
stabiliserade genom att polymeren polyetylenglykol (PEG) är kemiskt bunden
vid ytan. Då partiklarna har en fluorinerad kärna får de ett brytningsindex
som är nära dispersionsmediets. Genom att partiklarna och dispersionsmediet
är nästan helt brytningsindexmatchade så minimeras van der Waals-växelverkan
mellan partikelkärnorna. Detta gör det möjligt att undersöka effekten som de
bundna polyetylenglykolkedjorna har på stabiliteten.

Flera olika längder på polyetylenglykolkedjan har använts i olika synteser.
Förutom det har även synteser gjorts där mångsidigheten hos syntesupplägget
ytterligare testats genom att tvärbinda partiklarna samt använda polystyren
som kärna istället för den fluorinerade kärnan. Stabiliteten vid tillsats av na-
triumkarbonat har undersökts och resultaten visar att ju kortade polyetyleng-
lykolkedja partiklarna har som skal, desto högre koncentrationer av natriumkar-
bonat krävs för att göra dem instabila. Partiklarna med de allra kortaste
polyetylenglykolkedjorna har inte gått att destabilisera. De olika stabilitets-
gränserna uttryckta som koncentration natriumkarbonat har anpassats till en
ekvation baserad på Flory-Huggins-parametern.

Vidare har röntgenspridningsmätningar visat att stabilitetsgränsen för par-
tikeldispersionerna inte påverkas av partikelkoncentrationen. Detta förklaras
genom saltpåkallad enpartikelavvattning som drivkraften för bildandet av per-
manenta aggregat. För att undersöka den här hypotesen, synliggjordes PEG-
lagret tydligare i neutronspridningsexperiment genom att byta lösningsmedel
till en H2O:D2O-blandning. Genom dessa mätningar visades att nära sta-
bilitetsgränsen kontraherar lagret, till stöd för avvattningshypotesen. Dessutom
försvinner en topp uppmätt vid stora spridningsvinklar, motsvarande ungefär
samma längdskala som lagrets tjocklek, i SAXS-mätningarna vid höga saltkon-
centrationer.
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Summary in Swedish

Avvattning av PEG-lagret indikerades även genom strukturbestämning av
kluster, som bildas i instabila dispersioner, från SAXS-mätningar och dator-
beräkningar av strukturfaktorn. Avståndet mellan två närliggande partiklar i
klustret är mindre vid högre saltkoncentrationer, vilket skulle kunna förklaras
av att lagret kontraherar.

Gränsytspänningsmätningar genomfördes mellan partikeldispersion med salt
och toluen. Resultaten visar en minskning i gränsytspänningen även utan salt
men en större minskning med salt i vattenfasen. Detta visade att partiklarna
ansamlas spontant vid vatten-toluengränsytan men drivs dit till en högre grad
i närvaro av salt. Detta stödjer avvattningshypotesen.
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Chapter 1

Introduction

The milk we drink, the paint we use on our house, the ice cream we enjoy and
the blood pumping through our veins are all examples of colloidal systems, also
commonly called colloidal dispersions. Indeed, colloidal dispersions are highly
present in our daily life and occur in a wide range of apparently very different
systems. What all these different systems have in common is that there is a
discontinuous phase (“particles”) of submicron size, which is more or less evenly
distributed in a continuous phase.

The colloidal systems that exist naturally, or those produced industrially, are
often composed of many components and understanding the behavior of such
dispersions becomes complicated. Therefore, there is a need for well-defined,
monodisperse colloidal dispersions that can be more easily studied. The aca-
demic research on such model systems, as well as on their synthesis, is com-
prehensive. Colloidal dispersions, with a narrow size distribution, well-defined
interactions and particles of spherical shape, can be used to study a number of
phenomena. Some examples are the glass transition or the crystal nucleation
of hard spheres. For instance, poly(methylmethacrylate) and silica particles
in organic solvents have been used to study glass formation and other aspects
related to phase behavior of hard spheres and attractive spheres [1, 2, 3, 4].
Polystyrene and fluorinated sphere systems have been employed to understand
the effect of long-range repulsion on static and dynamic [5, 6] properties, and
also crystal formation [7]. Colloidal dispersions can also, to some extent, act
as model systems for atoms and molecules [1]. The colloids are in most cases
easier to study since they are of sizes comparable to the length scales of visible
light. This opens up for techniques such as optical experiments, like microscopy
and light scattering.

The stability of a colloidal system is crucial for its technological use. Often,
colloidal systems can be stabilized electrostatically. However, this is not gener-
ally possible when the solvent is non-polar or in media of high ionic strength.
In this case, one common way of stabilizing colloidal systems is by either chemi-
cally grafting or physically adsorbing polymers onto the particle surface, leading
to so-called steric stabilization. Moreover, there are other advantages with ster-
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1. Introduction

ically stabilized particles, such as reasonable redispersibility once aggregated,
frozen or dried. Despite the importance of these systems, the understanding of
steric stabilization is both scattered and incomplete [8, 9, 10, 11], particularly
in the transition region up to their becoming unstable.

Some examples of parameters which influence the stability of polymer coated
particles are the interactions of polymer and solvent, often taken to be suffi-
ciently well described by the so-called solvent quality [12], the grafting density
of the polymer chains [13, 14, 15], and the core-core London-van der Waals
(vdW) forces [16]. One model for the steric stabilization explains the repulsion
by the decrease of entropy due to steric interpenetration of the grafted poly-
mers [12] but for other systems it is enthalpically controlled. In the former, the
system becomes unstable as the temperature is lowered, whereas for the latter
the opposite trend holds. Another model was proposed by Kramb and Zukoski
[17] where, in a poor solvent, the grafted polymer contracts exposing a core-core
vdW attraction. Another model calls on Lifshitz theory and asserts that the re-
fractive index of the overall particle is increased when a polymer shell contracts
in poor solvent. The increase in refractive index thereby leads to an increase in
vdW attraction between the particles [18]. Yet another model, based on exper-
iments on non-aqueous systems, ascribes instabilities to an ordering transition
in the polymer graft [19, 20]. Thus, there is far from any consensus regarding
the mechanism responsible for polymer-grafted particles losing their stability.

Recently, Vaknin and coworkers examined yet another possible explanation
for the instability of PEG-grafted gold nanoparticles in a number of papers
[21, 22, 23, 24]. They discovered that the polymer-grafted gold nanoparticles
were surface active, spontanously creating a monolayer at the air-water surface.
Upon adding salt the particles at the interface go from a random ordering (no
salt) to a lattice. They argue that the instability is due to competition for the
water molecules between added electrolyte and the PEG chains, i.e. the PEG
chains are “salted out”. This means, that the PEG goes from a wetted to a
dewetted state to escape the solvent but the grafted PEG chains intertwine with
those of neighbouring particles rather than contracting on the same particle.
Hence, the particle aggregate. The type of salt is important as some ions are
known, according to the Hofmeister series, to be better at precipitating (by
making the solvent “poor”) proteins and other colloids from solution [25].

In this work, core-shell particles have been synthesized and studied. For
these the core-core vdW forces are minimized by having the index of refrac-
tion of the particle cores close to that of the solvent [26], in this way making
the influence of the grafted polymer more pronounced. With such a model
system, it is anticipated that one should be able to discriminate between the
various models for the mechanism by which particles become unstable. For
instance, the model proposed by Kramb and Zukoski [17] should not be ap-
plicable at all in the absence of a net vdW attraction between particles. The
particle core is composed of heptafluorobutyl methacrylate (HFBMA) polymer
and the shell of poly(ethylene glycol) polymers with acrylate and methoxy end
groups (mPEGA). Furthermore, the particles are considerably larger than the
gold nanoparticles studied by Vaknin and coworkers [21, 22, 23, 24] resulting in
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1.1. Purpose

a PEG-shell that is a much smaller part of the overall core-shell particle. The
solvent condition is worsened by adding salt, in the present case mainly sodium
carbonate. The carbonate ion is one of the strongest “salting-out anions”, ac-
cording to the Hofmeister series [27], binding water molecules tightly. The
goal is to remove much of the core-core vdW attraction so that the role of the
polymer can be clearly elucidated. In order to understand the effect of polymer
chain length on the stability, several different PEG molecular weights have been
used in the synthesis resulting in different shell thicknesses. The dispersions,
containing particles with different PEG-shell thicknesses, have been studied in
varying amounts of salt using mainly small-angle scattering (neutron and X-
ray) and dynamic light scattering. In addition, the interfacial tension between
dispersions, at various salt concentrations, and toluene has been investigated.

1.1 Purpose

The purpose of this work is to study polymeric stabilization, when going from
good solvent conditions to poor solvent conditions, to determine the mechanism
behind how steric stability is lost. In addition, the role of the chain length,
pivotal in many models, is to be clarified. Also, the nature of the transition
to the aggregated state is to be clarified, such as whether it is more akin to
reversible flocculation, as widely believed, or to irreversible coagulation.

1.2 Thesis outline

This work is presented as follows: The background information, giving an
overview of the important foundation for this work is provided in Chapter 2. It
starts out with a discussion on the versatile PEG polymer that has been used
in this work as a steric stabilizer. Emulsion polymerization is then covered,
followed by a brief description of different colloidal interactions, and, lastly sur-
face active particles. The methodology is described in Chapter 3, providing an
overview of the main experimental techniques that have been used in this work,
as well as the synthesis of the monodisperse particles. The experimental results
are presented in Chapter 4. These are mainly based on four research articles
that are appended to the end. Finally, the main conclusions are summarized
and possible future work is discussed in Chapter 5.
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Chapter 2

Background

2.1 Poly(ethylene glycol)

Poly(ethylene glycol) (PEG) is a versatile polymer molecule that is commer-
cially available in both linear and branched forms and in many different molec-
ular weights (MW). PEG is also known as poly(ethylene oxide) (PEO), poly-
(oxyethylene) (POE), and polyoxirane. Usually, the name “PEO” is used when
the MW is above ∼20,000 g/mol and “PEG” below this value. There is no clear
rule for when “POE” and “polyoxirane” are used [28]. In this work, low MWs
are used and only variations of the name “PEG” will be employed to avoid am-
biguity, even when discussing other studies with high MW polymers. PEG is
widely used in technological applications. One important example is its use to
prolong circulation times in vivo in the context of drug delivery [29].

Phase behavior

PEG exhibits an unusual property in that it is soluble both in water and a
number of organic solvents [28]. In fact, PEG has experimentally been shown
to be surface active [30, 31] as well as interfacially active [32]. Ito et al [32] found
that high-MW PEG had the same affinity for the interface between toluene and
water, regardless of in which phase the PEG was initially dispersed. The end
group and the MW of PEG both affect the surface activity [33], at least for
a MW below 3000 g/mol, above which the type of end group becomes less
important. Having methyl-terminated PEG, in contrast to the more commonly
hydroxyl-termination, increases the hydrophobicity due to less opportunities for
hydrogen bonds with the water molecules [33, 34]. It is noticeable that the end
group for low-MW PEG becomes more important when the solvent quality is
decreased [34].

In aqueous media, PEG will form a two-phase system under certain condi-
tions, such as when changing the temperature or adding a salt. Both a lower
and an upper critical solution temperature are found for PEG in water, forming
a “closed loop”-type phase diagram at elevated temperatures. The upper and
lower critical temperatures are found to depend on the MW [35].
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2. Background

Salting-out

Adding salt to an aqueous solution containing PEG will, depending on the type
of salt, lead to a two-phase system. Several inorganic salts have this prop-
erty [36] and they differ by the concentration needed for this phase separation.
High-valence ions are generally better salting-out agents than low-valence ones.
However, also the type of ion and not only its valency affects its salting-out ef-
ficiency. Indeed, the salting-out efficiency of an ion is not completely captured
by any classical theoretical model [27]. This is especially true for anions.

The salt concentration at which this phase separation takes place decreases
as the PEG concentration increases. A theoretical model for this salt depen-
dence of the PEG solubility has been proposed by Florin et al. [37]. In their
work, they suggest that close to the PEG chains, there is depletion of ions. It
is then the overlap of these depletion zones that causes the PEG-PEG attrac-
tions leading to phase separation. The ion-specificity is caused by preferential
solvation of ions, leaving PEG dehydrated to varying extent at a given salt
concentration. Frank and Evans [38] categorize ions into “structure makers”
and “structure breakers” depending on their tendency for preferential solvation.
Structure makers, such as F−, CO2−

3 and SO2−
4 , usually have a high charge

density and are strongly hydrated. These are also known as kosmotropes, and
salting-out agents according to the Hofmeister series. Structure breakers are
characterized by low charge denisty and weaker interactions with water. The
tie lines in the PEG-electrolyte phase diagram show that a PEG-rich phase with
little salt coexists with a PEG-poor phase enriched with salt, i.e. a demixing-
type phase transition.

2.2 Emulsion polymerization

Emulsion polymerization is a widely used synthesis technique both in industry
and academia [39], because of the flexibility of the synthesis and therefore also
of the end product. There is no conclusive theory of the mechanism at work
in emulsion polymerization and several models have been proposed. Harkins
[40, 41, 42, 43] gave a qualitative explaination for emulsion polymerization, and
his model became the starting point for several researchers who have continued
the development, e.g. Smith and Ewart (SE) [44, 45, 46]. In these, the formation
of micelles via surfactants is central. They therefore fail to explain how particles
are formed when no micelles are present or when monomers are water soluble.

Another model explaining the emulsion polymerization is the HUFT (after
Hansen, Ugelstad, Fitch and Tsai) theory [47, 48], also known as the homoge-
neous nucleation model. In contrast to the Harkins/SE theory, the HUFT model
explains emulsion polymerization without the need for micelles. The radicals
react in the solvent medium with the monomer, forming oligomers. Particles
are formed when the oligomers reach a critical length for which they are not
soluble anymore.

The extent to which the synthesis in this work follows the micellar or ho-
mogeneous nucleation model is beyond the scope of this work. Presumably it
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2.2. Emulsion polymerization

contains features of both in that the PEG macromonomer is water soluble but
becomes amphiphilic after reaction with fluorinated monomer. The degree of
amphiphilicity will vary with the molecular weight of the macromonomer.

To make the situation even more complicated, emulsion polymerization can
be carried out in different manners. All of the reactants can be added all at once
or throughout the synthesis. In semi-batch (or semi-continuous) polymerization,
one of the chemicals, usually the monomer, is added throughout the synthesis
(either continuously or in increments) [49].

In this work, core-shell particles were synthesized with a fluorinated core
grafted with a reactive heterobifunctional PEG macromonomer, methoxy-PEG
acrylate (mPEGA). Syntheses of fluorinated particles have been reported ear-
lier. Härtl et al. [50] and Pan et al. [51] managed to produce highly charged
fluorinated polymer particles by an aqueous emulsion polymerization of fluori-
nated alkyl acrylate monomers. Härtl et al. found that by varying the monomer
concentration or the stirring rate in the synthesis, they were able to control the
particle size. However, Koenderink et al. [52] found that following Härtl’s syn-
thesis protocol did not yield monodisperse particles. In order to achieve this,
they changed the reaction conditions, using higher monomer concentrations and
higher temperatures. Like Härtl et al. [50], the size of the particles could be
controlled by changing the monomer concentration.

In order to obtain larger particles than was possible by regular emulsion
polymerization, Koenderink et al. [52] used a seeded emulsion polymerization
scheme. They also synthesized core-shell particles with a fluorinated shell using
this seeded emulsion polymerization protocol, albeit with some loss of monodis-
persity which they could correct post-synthesis. The work of Koenderink et al.
[52] was extended by Sacanna et al. [53], who synthesized smaller (17-50 nm)
fluorinated particles using microemulsions.

Suresh et al. [54] also managed to produce fluorinated core-shell particles
by seeded emulsion polymerization. In their work, they used a semi-batch
approach adding the second monomer slowly throughout the synthesis. The
particle growth during the synthesis, microstructure of the particles, the film
morphology and mechanical properties were studied.

Copolymerizing the fluorinated monomer with mPEGA macromonomers is
challenging. However, highly monodisperse particles are necessary in this work
which has therefore required a different synthesis route. It has been found that
a version of the semi-batch emulsion polymerization scheme, using HFBMA as
monomer and grafting with mPEGA, initiated by potassium persulfate (KPS),
yields highly monodisperse core-shell particles [26]. In order to reach a high
degree of monodispersity, the initiator, instead of the monomer, has been added
continuously for the first couple of hours of the reaction. The syntheses have
been performed with a wide range of shell layer thicknesses by using different
MW mPEGA.
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2. Background

2.3 Colloidal interactions

van der Waals forces

The literature on van der Waals (vdW) forces is voluminous. Here follows
a short introduction to the subject with emphasis on the mechanisms most
important to the work in this thesis.

vdW forces are relatively long-ranged forces that derive from the short-range
molecular interactions acting in concert. In the Hamaker pairwise additive
theory, they can be expressed as the sum of the molecular Keesom, Debye and
London dispersion (LD) forces, i.e.

FvdW = FKeesom + FDebye + FLD

The Keesom and Debye forces are due to electrostatic interactions involving
molecules that are polar. More specifically, the Keesom energy is due to dipole–
dipole interactions between freely rotating molecules [55, 56]. The dipole-dipole
force can be either attractive or repulsive depending on how the dipoles are
oriented, but in equilibrium the dipoles will tend to align and attract each
other. The Debye force is due to interactions between a polar molecule which
is free to rotate and a non-polar molecule [57]. The polar molecule polarizes
the non-polar molecule, leading to a dipole–induced dipole interaction, which
always leads to an attraction.

Unlike the Keesom and Debye forces, the third component of the vdW force,
the LD force, is always present between molecules, even for neutral, non-polar
ones. In many colloidal systems, the LD forces are also the largest contribution
to the total vdW force [58]. While the former two components of the vdW
force are quite straightforward to understand and model, the LD force cannot
be simply described by classical physics. Instead, quantum mechanical pertur-
bation theory must be used. The London dispersion force has its origin in the
fact that even non-polar molecules may have an instantaneous dipole moment
because the electrons not being always symmetrically positioned around the
nuclei. This microscopic explanation was developed by Fritz London [59, 60] in
the 1930s.

Hamaker [61] summed the molecular forces in a pairwise fashion and ob-
tained a force law that depends on the geometry as well as on the materials
involved. The latter appears through the so-called Hamaker constant, which
is often taken as an empirical constant to describe the strength of the inter-
action. Hamaker assumes that the interactions between two colloidal particles
can be summed independently over all of the molecules. In this assumption,
neighboring molecules do not affect each other. This is an approximation but
Lifshitz developed a theory for Hamaker’s constant without resorting to pair-
wise additivity. In the Lifshitz theory the material properties are described via
frequency-dependent dielectric functions. The geometry cannot be decoupled
from the material properties, except for the case of flat plates.

In the case where two identical phases interact across a medium the Hamaker
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2.3. Colloidal interactions

constant (A) is, according to the Lifshitz theory [61], given approximately by

A =
3

4
kT

(
ε1 − ε3

ε1 + ε3

)2

+
3hve

16
√

2

(n2
1 − n2

3)2

(n2
1 + n2

3)3/2
(2.1)

where ε is the relative permittivity, n is the refractive index, ve is the main
electronic absorption frequency in the UV-region, and h is Planck’s constant.
The first term in equation 2.1 is often interpreted as the Keesom and Debye
forces [57] but it has also some quantum mechanical character [62]. The second
term, representing the LD force, is usually the dominant contribution to the
Lifshitz-Hamaker constant [57] but it disappears if the refractive index of the
particles (n1) equals the refractive index of the solvent (n3). In addition, the
first term in equation 2.1, being mostly electrostatic in nature, is thought to be
diminished by added electrolyte via screening [63].

Double layer repulsion

Colloidal particles which are dispersed in a polar solvent, such as water, are often
electrically charged. The surface charge for such systems is brought about by
mainly two different mechanisms [61]: i) ionization of surface groups, by for
instance dissociation or protonation, or ii) adsorption of ions from the liquid
medium onto the surface.

The overall system must maintain a zero net charge. This means that an
equal amount of charge, opposite in sign to the surface charge and typically
carried by ions dispersed in the solution, is present. These ions are called
counterions. In the solution there will also be ions which carry the same charge
as the surface. They are called co-ions. Figure 2.1 provides an illustration of the
ions that make up a so-called “diffuse double layer” outside the colloid surface.
The counterions will be in excess close to the surface. Far from the surface there
will be as many counterions as co-ions.

The charges in the diffuse double layer create an electrostatic potential. The
forces on these ions are given by the derivative of this electrostatic potential
with respect to position. By calculating the electrostatic potential, and the
concentration of counterions and co-ions, at each point in the system, one can
calculate the force between two charged surfaces with double layers [64]. The
calculation of both the electrostatic potential and the distribution of ions is
complicated and approximations are invariably introduced. This force is in
most cases repulsive when charged surfaces have the same sign [62] and the
range of the repulsion decreases with increasing ion concentration, which is a
phenomenon known as screening.

DLVO theory

The DLVO theory (named after the scientists Derjaguin, Landau, Verwey and
Overbeek) takes the total interaction to be the sum of the vdW forces and the
double layer repulsion. The DLVO theory is a cornerstone of colloidal science. It
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Figure 2.1: Schematic representation of the diffuse double layer.

captures semi-quantitatively the stability behavior of aqueous colloidal disper-
sions, including the empirical Schulze-Hardy rule. The DLVO theory has some
shortcomings however. Among these is the inability to describe very short-range
interactions and specific ion effects. The former is often referred to as the hy-
dration force and its effect is related to the organization of the water molecules
close to a surface [65]. While the origin of the hydration force is attributed to
the change in organization of water molecules, there is an uncertainty in how
this occurs at a molecular level. Several theoretical models have been proposed
[66, 67, 68, 69, 70] but so far no consensus has been reached. The latter refers
to the fact that the behavior is not only determined by the valence of ions but
also their chemical identity.

Steric force

Colloidal particles that are not normally stable in a solvent can be sterically
stabilized, sometimes by simply adding a polymer additive. The polymer might
either be grafted irreversibly or physically adsorbed on the particle surface.

Steric stabilization forces are not well understood. There is no compre-
hensive theory, and perhaps even less understood is why dispersions can be
destabilized by poor solvent conditions. One possible model for why this oc-
curs was proposed by Napper [71] and is illustrated in figure 2.2. In a good
solvent, the polymer chains of the outer layer move relatively freely and have
high entropy. When two particles come in contact with each other, the chains
become entangled and lose entropy. This leads to a repulsion. However, in a
poor solvent, brought on by lowering the temperature, this entropic mechanism
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2.4. Surface active particles

(a) (b)

Figure 2.2: Illustration of core-shell particles in a good (a) and poor (b) solvent
at long (upper) and short (lower) distance according to Napper [71]. In the poor
solvent the shell has collapsed and to further decrease the shell-solvent contact
the particles aggregate. In the good solvent, the outer polymer shell has high
entropy which results in a repulsion at close distances between two particles.

becomes increasingly less important. Moreover, if the solvent is poor, the chains
will collapse to avoid the solvent and so their entropy is low and cannot decrease
further.

Another possible model is that when the outer layer collapses in a poor
solvent, the core-core vdW attractions become exposed and the particles attract
each other. In figure 2.3 the core-core attraction energy is shown, schematically,
as a function of distance between the particles. As the distance is decreased, an
attraction develops up until the point where they cannot approach any closer.
Kramb and Zukoski [17] suggest that the outer polymer layer keeps the depth
of the interaction energy shallow by preventing particles from sampling the
core-core vdW attractions. This effect stabilizes the grafted particles in a good
solvent (case (a) in figure 2.3). However, in a poor solvent the layer contracts
or even collapses and the vdW core-core attraction becomes exposed rendering
the particles unstable (case (b) in figure 2.3).

2.4 Surface active particles

Nano- and microparticles may act in a similar manner to surfactant molecules
as to regards surface activity. However, surface-active particles do not have
the ability to form micelles but they aggregate at sufficiently high concentra-
tions. One way in which they resemble surfactant molecules is when stabilizing
emulsions. However, particles that are weakly unstable are better stabilizers of
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(a)

w (r)

r

w (r)

r

(b)

Core-core vdW

Steric repulsion 
(good solvent)

Steric repulsion 
(bad solvent)

Core-core vdW

Figure 2.3: Schematic graph of the core-core vdW attraction between two par-
ticles. Black and blue lines in both case (a) and (b) represent colloids without a
shell. The green line in (a) shows the net interaction, in a good solvent, between
two particles which exhibit an outer shell. In (b) the core-shell particles are in
a bad solvent.

emulsions [72, 73, 74], often better than surfactant molecules, and they can also
produce so-called “multiple emulsions” (emulsions inside emulsions) [74].

In contrast to amphiphilic molecules, where the hydrophilic/lipophilic prop-
erties primarily decide the formation and stability of emulsions, the situation is
more complicated for surface-active particles [74]. The reason the surface-active
particles reside at the interface of two fluids is the decrease in free energy due to
a decreased area of contact between the two fluids which lowers the macroscopic
interfacial tension. In fact, if the particles are small enough, so that gravity does
not need to be taken into account, the free energy required to remove a particle
from a water-oil interface, -∆intG, is given by

−∆intG = πr2γow(1± cos θow)2, (2.2)

where r is the particle radius, θ is the angle the particle makes with the interface
measured in the water phase (see figure 2.4), and γow is the interfacial tension
between water and oil. (The cosine is negative when the particle is removed
from the interface into the water phase and positive when it is removed into the
oil.) From this equation, it is obvious that both the angle (i.e. the wettability
of the particles) and the size of the particles, play a crucial role in how well they
stabilize emulsions. Smaller particles will have a smaller |∆intG| and therefore
will not stabilize the emulsion as efficiently as larger ones.

Not only does the wettability of the particle affect the stability of the emul-
sion, but also the type of emulsion formed. Particles with low wettability
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Figure 2.4: Schematic representation of oil-in-water and water-in-oil emulsions
as stabilized by particles with different contact angles. Depending on the wet-
ting properties of the particle, oil-in-water emulsions (left) or water-in-oil emul-
sions (right) are formed.

(θ > 90◦) will be mostly in oil and create water-in-oil emulsions since this
allows a larger part of the particle to reside on the convex side of the emul-
sion droplet. In contrast, hydrophilic particles that will be wetted by the water
phase, will have contact angles below 90◦ and produce oil-in-water emulsions.
As seen in figure 2.4, the contact angle is directly related to the interfacial area
covered by the particle. This is the area excluded from contact between the two
fluids and it is maximized at θ = 90◦. Consequently, the greatest stability is
obtained with particles that are equally hydrophobic and hydrophilic.

One common way of stabilizing particles is by grafting polymers to their sur-
face. However, equation 2.2 does not take into account any effects of polymer
grafts. Isa et al [75] have developed a model for polymer-brush-grafted parti-
cles at the interface. The extent of the grafts depends on the solvent quality,
in their work calculated by the Flory-Huggins theory. As the solvent quality
is worsened, the brush contracts to avoid contact with the solvent molecules.
This contraction of the layer decreases the area covered by the particle at the
interface (see figure 2.5), which leads to a decrease in the lowering of the in-
terfacial energy provided by the particle. At the same time, the second solvent
becomes relatively better for the polymer brush and the particle moves toward
it. Assuming that it is the good solvent that is worsened, this leads to an
increase of the area covered at the interface. The resulting effect depends on
many parameters.
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Figure 2.5: A schematic illustration of grafted polymers at a liquid-liquid in-
terface, according to a model proposed by Isa et al. [75] before (left) and after
(right) worsening the solvent quality of one of the solvents.
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Chapter 3

Methods

3.1 Dynamic light scattering

In dynamic light scattering, the fluctuating intensity as a function of time is
measured. The intensity at the detector, I(t), fluctuates around an average
value, 〈I(t)〉, due to the Brownian motion of the scatterers in the sample. The
intensity autocorrelation function is given by [76]

g2(q, τ) =
〈I(t)I(τ + t)〉
〈I(t)〉2

(3.1)

where τ is the delay time. The angular brackets denote a time average. The
magnitude of the scattering wave vector, q, is given by

q =
4πn

λ
sin

(
θ

2

)
(3.2)

where n is the refractive index of the solvent, λ is the wavelength of the in-
cident beam and θ is the angle of the detected light with respect to the fully
transmitted light (see figure 3.1). The field correlation function, g1(q, τ), is the
autocorrelation function of the electric field associated with the intensity and
can for a monodisperse system be written as [77]

g1(τ) = e−Dcq
2t (3.3)

provided the delay time is sufficiently short. Here Dc is the (collective) diffusion
coefficient. The Siegert relation connects the field autocorrelation function and
the intensity autocorrelation function according to [76],

g1(q, τ) =

√
g2(q, τ)− 1

β
(3.4)

where β is an instrumental factor that depends on the detection and is close
to one for many light scattering setups based on single-mode fibers. The col-
lective diffusion coefficient is for dilute systems equal to the single-particle self-
diffusion coefficient, D. The hydrodynamic radius, Rh, can be calculated using
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Laser

Focusing lens

Detector

Sample

θ=90 º

Figure 3.1: Schematic picture of the elements of a light scattering apparatus.
The laser light source passes through a focusing lens and hits the sample. Some
of the beam travels through the sample unaffected and some of the beam scat-
ters. At an angle θ compared to the unscattered beam, the scattered light is
detected by a detector and is subsequently fed to a correlator for determination
of the autocorrelation function.

the Stokes-Einstein equation

Dc ≈ D =
kbT

6πηRh
(3.5)

where kb is Boltzmann’s constant, η the viscosity of the solvent, and T is the
temperature.

The DLS measurements in this work were performed using mainly an ALV
CGS3 instrument with a He-Ne laser with a wavelength in vacuo of 632.8 nm.
Also, a Malvern Zetasizer Nano ZS instrument was used, also equipped with a
He-Ne laser. With the former instrument, the scattered light was detected at
an angle of 90◦, whereas 173◦ was used for the latter. The measurements were
conducted at 25 ◦C.

3.2 Small-angle scattering

In this work, both small-angle X-ray scattering (SAXS) and small-angle neu-
tron scattering (SANS) have been used. In small-angle scattering (SAS), the
intensity of the scattered beam is measured as a function of the scattering angle
(see figure 3.2). One particularly simple case is for monodisperse spheres. In
this case, the intensity, I(q), can be written as a product of the so-called form
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3.2. Small-angle scattering

Figure 3.2: A schematic representation of an small-angle scattering experiment
in transmission mode. The intensity is measured as a function of the scattering
angle θ using a position-sensitive detector placed at R meters from the sample
to detect the small scattering angles. For small angles sin θ ≈ θ and then q is
linearly related to the position on the detector.

factor, P (q), and structure factor, S(q):

I(q) = npP (q)S(q) (3.6)

where np is the number density of the scatterers. The form factor depends on
the shape and size of the particles and the structure factor appears because of
interparticle correlations [78]. For dilute systems, S(q) = 1 and the intensity
then only depends on the form factor. For spherical particles, P (q) can be
expressed as [62],

P (q) = (4π∆%)
2

(
sin qR− qR cos qR

q3

)2

(3.7)

where R is the particle radius and ∆% is the electron (SAXS) or scattering
length (SANS) density difference between particle and solvent. It can be seen
from equation 3.7 that the form factor will oscillate and that the minima of
these oscillation will occur when sin qR = qR cos qR. Thus, the radius can be
determined from the locations of the minima of the oscillations, the first of
which occurs for qR ≈ 4.5.

For a dilute polydisperse system, I(q) will depend on the scattering of each
individual “size fraction”:

I(q) =

∫
n(R)P (R, q)dR (3.8)

where n(R) is the number density of scatterers with a radius of R and P (R, q)
is the corresponding form factor. The size distribution, n(R), can be probed by
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fitting the measured I(q) if some parametrized size distribution„ for instance a
Gaussian one, is assumed for it.

Measurements have been carried out on two different SAXS instruments.
One of the instruments, located at the Division of Physical Chemistry at Lund
University, Sweden, is a laboratory-scale instrument using a wavelength λ =
0.154 nm. The sample-to-detector distance was 1491.7 mm and the data were
recorded using either a 2-pinhole or 3-pinhole collimation configuration and the
SAXSGUI software was used in order to average the recorded data radially. The
solvent was measured in the same capillary as the sample in order to subtract
the background scattering. The scattering of water has also been measured in
some cases to obtain the absolute intensity.

SAXS measurements were also performed at Beamline ID02 at the European
Synchrotron Radiation Facility, ESRF, in Grenoble, France. All measurements
were performed at room temperature at a wavelength of 0.995 Å or 1.381 Å.
The samples were measured in a flow-through quartz capillary with an inner
diameter of 1.95 mm or 1.6 mm. Several sample-to-detector distances were
employed, 5, 10, 15 or 20 m. The time which the samples were exposed to the
radiation varied between 0.01 s and 1 s depending on the particle concentration.
In order to obtain the absolute intensity, and to correct for the background
scattering, the scattering of water and solvent were measured separately in the
same capillary as the sample.

The SANS measurements were carried out at the National Institute of Stan-
dards and Technology, NIST, in Gaithersburg, Maryland, USA. As for the SAXS
experiments, all measurements were performed at room temperature and a neu-
tron wavelength of λ = 6 Å. For SANS the actual wavelength has a spread about
this average of 10% using the particular set-up for the experiments reported
here.

3.3 Cryo-electron microscopy

Cryo-electron microscopy, cryo-EM, is a type of transmission electron microscopy
(TEM), where a thin sample is irradiated with an electron beam and the trans-
mitted electrons are recorded. The main difference with conventional TEM is
that the fluid sample is rapidly frozen in cryo-EM. The freezing has to be fast
enough so that the fluid does not have time crystallize. The vitrified sample
is then placed in the microscope and illuminated with an electron beam. The
electrons which are transmitted through the sample are recorded and a 2D pic-
ture is obtained [79, 80], as shown schematically in figure 3.3. If the freezing
of the sample is done at high enough cooling rate the cryo-EM technique en-
ables investigation of colloidal particles very close to their original state [81].
However, the particles are essentially confined to a monolayer.

In this work, all cryo-EM images were captured at the Department of Bio-
science and Nutrition at Karolinska Institutet in Huddinge, Sweden. Glow-
discharge holey carbon-coated copper grids were used and 3.5 µl of the sample
was applied in a controlled environment at 22 ◦C and a relative humidity close
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3.4. Differential centrifugal photosedimentometry

Figure 3.3: Schematic picture of the main idea of transmission electron mi-
croscopy. The electron beam is focused by electromagnetic lenses before hitting
the thin sample. The transmitted electrons are first focused and then projected
onto an image recording device and a 2D image is obtained [79].

to 100 %. After the samples were applied to the grid, excess sample was re-
moved by blotting with filter paper which leaves a thin film. The samples were
then rapidly frozen and then placed in the microscope which was operating at
a 200 kV acceleration voltage. A CCD-camera was used in order to record the
images.

3.4 Differential centrifugal photosedimentometry

In differential centrifugal photosedimentometry (DCP), a sample is exposed
to a centrifugal force genereted by the rotation of a disk containing a fluid
medium. A light source illuminates the sample at the outer edge of the disk
where a detector detects the change in light intensity as the particles pass.
Since particles of different size scatter light disproportionally with respect to
their size, the detected intensities are adjusted according to Mie theory [82, 83]
to obtain the number size distribution.

For a spherical particle, the viscous drag arising from the fluid medium is,
according to Stoke’s law, written as [64]

Fd = −6πηRv (3.9)

where η is the fluid viscosity, R is the radius and v is the particle velocity.
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The viscous drag will slow the particle down. The driving force in DCP is the
centrifugal force

Fs =
4

3
πR3(ρp − ρ0)ω2r (3.10)

where ρp and ρ0 are the densities of the particle and of the fluid, respectively,
ω is the angular velocity and r is the distance of the particle from the axis of
rotation. When the forces balance, i.e. when Fd + Fs = 0, the steady state
velocity, vss, can be expressed as

vss =
2

9

(ρp − ρ0)R2ω2r

η
(3.11)

From equation 3.11, it becomes clear that the velocities of particles exposed
to a centrifugal force in a fluid are quite sensitive to their radii. This is valid
assuming the particle dispersion is dilute enough so that no interactions between
the particles are present.

Given that vss = dr
dt , equation 3.11 is in actuality a differential equation

that relates particle position and time. Solving the equation, a relation between
retention time, t, and particle radius [84, 82] is obtained as

R =
1

2

(
18η ln(rd/ri)

ω2(ρp − ρ0)t

)1/2

(3.12)

where ri and rd are the radial positions initially and at the detector, respectively.
In practice, however, a particle standard is used to calibrate the relation between
retention time and particle size.

The measurements were carried out by first injecting a standard particle
dispersion with known particle size, followed by the sample close to the center
of the spinning disk. The spinning disk contained a gradient fluid, consisting in
the present case of different concentrations of sucrose solutions. This method
was mainly used as a complementary technique to SAXS in order to determine
the size distribution and the polydispersity of different dispersions.

3.5 Pendant drop method

The shape of a liquid drop in another medium depends mainly on gravity and
the surface tension between the two media. The surface tension manifests itself
as a force that acts to minimize the surface area to make a spherical drop.
Gravity pulls on the drop so it becomes oblong. The balance between these two
forces gives a non-spherical drop. The shape of the drop, hanging on a needle,
can be captured by a camera with illumination as illustrated in figure 3.4.

The surface tension of the pendant drop fulfills the Young-Laplace equation:

γ

(
1

R1
+

1

R2

)
= ∆P = ∆P0 −∆ρgz (3.13)

Here, γ is the surface tension, R1, R2 are the principal radii of curvature at
the drop surface (these vary for non-spherical drops with the position on the
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Figure 3.4: The main components of the experimental set-up for the pendant
drop method are shown in panel a. A light source is used to illuminate a liquid
drop, hanging from a needle (not to scale), a photo of which is recorded by
a camera. The drop profile in the image is then fitted to a differential form
of the Young-Laplace equation to obtain the surface tension. In panel b, the
parameters and coordinate system used in the fitting of the differential Young-
Laplace equation – which gives the surface tension – is shown. The blue line
(hard to see in the figure) around the whole drop is the final fitting result using
the green line at the top of the drop as a demarcation between the drop and
needle.

surface), g is the gravitational constant, ∆ρ is the density difference between
the drop and the surrounding medium, z is the height above the apex of the
drop, and ∆P0 is the pressure difference at this point.

As seen in equation 3.13, the right-hand side depends only on a single co-
ordinate, z. This means that there is symmetry around the z-axis. It can be
shown [85] that equation 3.13 can be reformulated as the following three coupled
differential equations

dθ

ds
= 2− βz − sinϕ

x
dx

ds
= cosϕ

dz

ds
= sinϕ

(3.14)

Here, x is the horizontal coordinate of the drop surface, z is the correspond-
ing one in the vertical direction, ϕ is the tangent angle and s is the distance
from the apex along the drop surface, as seen in panel b in figure 3.4. All dis-
tances are normalized with respect to R0, the spherical radius of curvature at
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the drop apex. The parameter β is given by

β =
∆ρgR2

0

γ
(3.15)

Solving the coupled differential equations in equation 3.14 yields in principle
the functions x(s) and z(s) that describe the shape of the drop profile. This is
done numerically for different values of β until the computed profile matches the
experimental one (taking care not to include the needle’s profile). The surface
tension is then obtained through equation 3.15.

3.6 Synthesis and sample treatment

Chemicals and pre-treatment

In order to ensure the purity of the initiator, the potassium persulfate (KPS)
was recrystallized prior to the synthesis. This was done by heating some water
to about 60 ◦C and saturating it with KPS. The salt solution was then left
in room temperature for several days to enable crystals slowly to form. The
crystals were filtered and washed with water. Then, they were dried in an oven
at about 40 ◦C.

The mPEGA2000 (SunBio, 99.8 %) with an average molecular weight (MW)
of 2100 g/mol and mPEGA1000 (Alfa Aesar, ≥ 95 %, average MW = 1000
g/mol) were used as received. Styrene (Sigma Aldrich, 99.5 %), ethylene glycol
dimethacrylate (EGDMA, Sigma Aldrich), mEGA130 (2-methoxyethyl acry-
late, Sigma Aldrich, 98 %, average MW = 130 g/mol), mPEGA5000 (Sigma
Aldrich , average MW= 5000 g/mol) and 2,2,3,3,4,4,4-heptafluorobutyl methacry-
late (HFBMA, Alfa Aesar, 97%) contained either the polymerization inhibitor
methyl ether hydroquinone (MEHQ) or hydroquinone (HQ) which both were
removed prior to synthesis by passing the substance through a column packed
with inhibitor removal resin (Alfa Aesar, CAS 9003-70-7). mPEGA 480 (Sigma
Aldrich, average MW = 480 g/mol) contained both the inhibitors butylated hy-
droxytoluene (BHT) and MEHQ. In order to remove both inhibitors a column
was packed both with the inhibitor removal resin previously used, and Al2O3

(Fluka, purum p.a.). Na2SO4 (99%, Sigma Aldrich) was heated to 450◦C in an
oven for 19 h prior to usage. All other chemicals were used as received.

Experimental set-up and execution

Two different synthesis set-ups have been used in this work: one smaller, em-
ployed in the group in the past [26], with some modifications made in this work,
and a scale-up of this synthesis. The smaller original set-up will be explained
first, followed by the scaled-up version.

In order to achieve monodisperse systems, different mPEGA:HFBMA molar
ratios were used, depending on the molecular weight of the mPEGA (which will
be discussed in Chapter 4). In a typical synthesis, the mPEGA was dissolved
in 25 ml of Milli-Q (MQ) water and 11.6 mg of the initiator KPS is dissolved in
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a

Figure 3.5: Synthesis set up for the 100 ml (left) and the 1000 ml (right)
protocol.

10 ml of MQ water. The experimental set-up is shown to the left in figure 3.5.
An Allihn condenser, a burette and an overhead stirrer were attached to a 250
ml three-necked round-bottom flask, immersed in an oil bath. The temperature
of the oil bath was controlled by a hot plate and was kept at 70◦C. In order
to remove any dissolved oxygen, which can act as an inihibitor, 75 ml of MQ
water was added to the round bottom flask and purged with N2(g), for at least
30 minutes. The condenser was set to 0◦C and was started the evening before
in order to ensure that it reached its target temperature. The condenser was
needed to a prevent water and HFBMA (boiling point around 134-136◦C) from
evaporating. In order to make the cooling of the condenser more efficient, the
round-bottom flask was immersed no further than to the total volume of liquid
that was to be added. The overhead stirrer was used with a polypropylene
stirring rod and blade employing a stirrer bearing to prevent evaporation from
the flask neck holding the stirring rod.

When the MQ water has been purged with N2(g) for at least 30 minutes, the
stirring rate was set to 500 rpm and the mPEGA solution was added rapidly
followed by 1 ml of HFBMA. The stirring was continued for one hour and was
then decreased to 150 rpm. After the stirring rate was decreased, the KPS
solution was added dropwise, using a burette, during 1.5-2 hours. To avoid
O2(g) entering the system, a gentle flow of N2(g) was maintained at the top of
the burette and the condenser. After all of the initiator was added, the system
was closed and the gas was turned off. The synthesis was then left overnight.
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The day after, the heat was turned off and the dispersion is left to slowly cool.
When increasing the synthesis volume by a factor of 10, going from 100 ml

to 1000 ml, some changes had to be made. A 2 l, four-neck round-bottom flask
was used instead of the 250 ml three-neck one. This was done not only due the
greater reaction volume, but also to improve cooling and a second condenser
was connected to the additional neck. Previously [26], both the rate of addition
of the initiator solution and the stirring rate were shown to be important for
monodispersity and yield. However, in a scale-up of the synthesis, it is neither
clear how to scale the addition rate of the initiator solution, nor its concentration
volume to be added. In a first attempt, the stirring rate was kept the same as
in the 100 ml protocol – but the stirring blades were approximately twice as
long – and the concentration of the initiator was 10 times as high in a volume
that was 2.5 times as large. The mPEGA was treated in a similar manner: the
amount was a factor 10 larger, dissolved in MQ-water to a total volume of 50
ml – twice the volume in the smaller-scale protocol. In addition, to make the
addition of the initiator consistent, a syringe infusion pump was used and the
addition speed was set to 12 ml/h so that the total addition time was the same
as for the smaller-scale protocol. Using this approach resulted in a yield and
polydispersity comparable to that of the 100 ml synthesis.

Post-treatment of dispersions

The purification of unreacted reagents was done differently depending on the
size of the batch. In both cases, the dispersion was first filtered through a
Munktell(R) filter paper (grade 00R, size 10 µm or grade 1001, size 2-3 µm)
using a Büchner funnel under atmospheric pressure. For the smaller (100 ml)
semi-batch synthesis, the dispersion was then dialyzed against deionized water,
using dialysis tubes with a cut-off MW of 300 kDa (Spectra/Por) or 12-14 kDa
(MAKAB) depending on the mPEGAMW. The water was changed periodically.
The conductivity of the dialysis water was monitored in order to determine when
the KPS concentration had diminished, and, when the water was changed, the
amount of foam caused by the mPEGA was checked. When there was no
increase in the conductivity and no foam was seen, the dialysis was considered
complete. Normally, this took between 5 and 7 days.

After the dialysis, NaCl and NaN3 were added to the dispersion, resulting in
a total salt concentration of 10 mM (7 mM and 3 mM, respectively). This was
done to improve the long-term storage of the dispersion. The NaN3 prevents
bacterial growth [86] and contributes, along with the NaCl, to the screening of
any potential electrostatic interactions between the particles.

For the 1000 ml protocol, another type of purification scheme was needed due
to the large dispersion volume. A cross-flow dialysis system (VivaflowTM 200,
Sartorius) with a 50 kDa molecular weight cut-off (MWCO) polyethersulfone
membrane was used instead of the dialysis tube. At first, the dispersion was
dialyzed against MQ-water until the conductivity was equal to that of pure
water. Subsequently, the concentration of the dispersion was increased by a
factor of two by stopping the refilling of MQ-water. In order to introduce
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the background salt (7 mM NaCl and 3 mM NaN3), the dispersion was dia-
lyzed against the background salt solution until the conductivity of the “spent”
dialysate matched that of the “fresh” dialysate.

After the synthesis, the concentration of particles in the dispersion was often
rather low, typically around 0.15-1 % (depending on the MW of the mPEGA
used and molar ratio of mPEGA to HFBMA). For SAXS measurements, cryo-
EM imaging and some of the DLS measurements higher particle concentrations
were needed. In order to increase the particle concentration, the dispersion
was centrifuged. To avoid too high centrifugal forces, which could damage the
particles, a JumbosepTM centrifugal device (Pall Inc.) with a 30 kDa MWCO
membrane was used. Additionally, the same device was used when changing
the solvent. First, the dispersion was concentrated and then the dispersion was
diluted with the desired solvent and then recentrifuged. When the filtrate had
the same density as the exchange solvent, the solvent exchange was deemed
complete. This procedure was employed to exchange water for D2O in samples
for SANS measurements.

3.7 Scattering models with structure factor

Even though great care has been taken to synthesize particles which are as
monodisperse as possible, there still exists some polydispersity moreover, in
some cases, the size distributions have been found to be non-symmetrical with
a “tail”-like appearance extending to smaller particle sizes. In order to account
for this asymmetry, the size distribution in equation 3.8 is modeled as the sum
of two Gaussian distributions

n(R) = x1n1(R; R̄1, σ1) + x2n2(R; R̄2, σ2) (3.16)

where x1 and x2 are mole fractions and add up to unity, and n1 and n2 are
Gaussian distributions with mean values R̄1 and R̄2 and standard deviations
σ1 and σ2, respectively. The superposition of these two distributions allow for
modeling skewed overall distributions.

In many cases when modeling the scattering intensity, it is enough to use only
the form factor. However, when solvent conditions become poor, particles begin
to interact even under dilute conditions. In these cases, the structure factor also
has to be implemented in the scattering model. Consider the scattering from
many particles with form factor amplitudes Fi(q):

I(q) =
1

V

〈
N∑
i=1

N∑
j=1

Fi(q)Fj(q)e
i~q·~rij

〉
(3.17)

If it is assumed that there is no correlation between particle size and relative po-
sition, a common form factor can be computed from the form factor amplitudes
as the weighted average over the particle size distribution to yield

I(q) =
1

V

N∑
i=1

N∑
j=1

〈Fi(q)Fj(q)〉
〈
ei~q·~rij

〉
(3.18)
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Where the last average is an ensemble average. The first average is over all pairs
of particles and may be rewritten in terms of averages over all single particles
[87]

〈Fi(q)Fj(q)〉 = [〈F (q)2〉 − 〈F (q)〉2]δij + 〈F (q)〉2 (3.19)

In all, this is the so-called “decoupling approximation”. Inserting eq. 3.19 into
eq. 3.18, yields

I(q) = nP (q)Seff(q) (3.20)
Seff(q) = 1 + β(q)[S(q)− 1] (3.21)
β(q) = |〈F (q)〉|2/〈|F (q)|2〉 (3.22)

where

S(q) =
1

N

〈
N∑
i,j

ei~q·~rij

〉
(3.23)

is the structure factor of a monodisperse system.
The above approximations fail to model the strong upturn at low q, and

the significant suppression at somewhat higher q, that arise from the colloidal
particles forming clusters upon large-enough salt additions. The scattering from
the clusters can be modeled with an additional term of Debye-Bueche form
[88, 89, 90] in the effective structure factor in equation 3.21. The effective
structure factor is then written as

Seff(q) = 1 + β(q)[S(q)− 1] + ∆S(q) (3.24)

where the ∆S(q) is

∆S(q) =
C

(1 + (qξ)2)2
(3.25)

Here, C is proportional to the average mass and ξ to the size of the particle
clusters.
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Chapter 4

Results

The following results are based largely on Papers I - IV, which are appended to
this thesis.

4.1 Paper I

In Paper I, the versatility of the synthesis procedure, which was developed earlier
in the group [26], is investigated. Different lengths of the mPEGA polymer, 480
g/mol, 5000 g/mol and 2000 g/mol (same as in Ref. [26]), have been used in
order to obtain different thicknesses of the grafted layer (however, no results
for the 480 g/mol polymer will be discussed here). Further variations of the
synthesis were undertaken in this paper, such as crosslinking of the particles
and replacing the HFBMA of the core with polystyrene. Some adjustments had
to be made to the mPEGA:monomer molar ratio for the different syntheses in
order to keep the polydispersity low.

Two different batches with the HFBMA cores replaced with polystyrene
were synthesized. The hydrodynamic radii of the two batches were measured
by DLS. The results of SAXS measurements were interpreted qualitatively, with-
out model fitting, to get an idea of the polydispersity. In the one synthesis, the
initiator was added all at once (a batch synthesis), while in the other, the pre-
viously described semi-batch protocol was used. The SAXS data (not shown)
from the dispersions obtained from the semi-batch synthesis exhibit more re-
solved form factor minima and it was therefore concluded that this batch was
less polydisperse.

Four of the syntheses were performed with the mPEGA5000 with different
mPEGA:HFBMA molar ratios. The size of the particles varied with the differ-
ent molar ratios, with the syntheses with the highest molar ratios yielding the
smallest particles and vice versa. The DCP measurements revealed that, com-
pared to the synthesis using mPEGA2000 polymer in Ref. [26], a lower molar
ratio was needed in order to obtain monodisperse particles. Furthermore, one
of the batches had two peaks in the size distribution and was excluded from
further studies.
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Figure 4.1: SAXS data of three of the batches obtained using mPEGA5000.
Some of the intensities have been scaled by the factors given on the right of the
figure, for clarity. The LL45 batch has a molar ratio mPEGA:HBMA of 0.045,
the LL25 batch has one of 0.025 and the LL10 batch has one of 0.01. The solid
lines are form factor fittings according to equation 3.8.

In-house SAXS measurements, on dilute dispersions, were performed on
three of the mPEGA5000 batches and fitted to equation 3.8, assuming form
factors of homogeneous spheres for all sizes of the distribution needed to capture
the polydispersity. The size distribution was modeled as a superposition of two
Gaussian distributions, each defined by a mean radius and a standard deviation.
As seen in figure 4.1, the mean radii of the different batches differ as seen from
the positions of the form factor minima shifting along the q-axis. This is also
evident from the DCP measurements (not shown). The fitting works well for the
batches with the larger particles but not for LL45 which contains the smallest
particles. This might be due to the increased relative layer thickness. The
mPEGA layer is assumed to not contribute to the overall scattering due to the
high scattering contrast of HFBMA. This assumption might not hold for the
LL45 batch where there is relatively less HFBMA.

In figure 4.2, cryo-EM images of the particles grafted with mPEGA5000 are
shown. The mPEGA layer can be seen as a “halo” around the particles and it
can also be seen that the particles are not in direct contact with each other,
presumably because the polymer grafts prevent this. The mean particle size
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4.2. Paper II

Figure 4.2: Cryo-EM image of particles grafted with mPEGA5000 (the LL25
batch).

obtained from the cryo-EM images is about 10 % smaller than the one obtained
from the SAXS form factor fitting. This might again be due to the mPEGA
layer contributing more than expected to the scattering in SAXS, resulting in
an apparent larger core size. The stability of the different batches was tested
against Na2CO3 addition. The two batches with the lowest molar ratios became
unstable at lower salt concentrations. This suggests that these two batches had
a lower mPEGA coverage.

The synthesis protocol for particles grafted with mPEGA5000 polymers was
further developed in order to produce crosslinked particles. This was done so
that non-aqueous media, such as methanol and ethanol, could be used without
uncontrolled swelling of the particles. The mPEGA:HFBMA molar ratio was
kept at 0.025, since that yielded monodisperse particles with sufficient stability
against salt addition. The monomer EGDMA was used as crosslinker and three
different EGDMA:HFBMA molar ratios were evaluated. Whether or not the
crosslinking was successful was determined by DLS measurements of the dis-
persions in tetrahydofuran (THF). The non-crosslinked LL25 batch was used as
a reference and these particles showed uncontrolled swelling when transferred
to THF. The crosslinked particles, however, showed significantly less swelling,
with less swelling the higher the EGDMA:HFBMA molar ratio.

4.2 Paper II

The versatility of the synthesis was extended in Paper II where additional par-
ticles with different grafting layer thicknesses, compared to Paper I, have been
synthesized. Since the core of the particles has a refractive index close to that
of water, leading to a weak core-core vdW attractions, the effect of the interac-
tions between the polymers can be studied in solution. For this porpuse, having
different shell thicknesses becomes valuable.
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Figure 4.3: DLS measurements of particles grafted with mEGA130 in 0 M
Na2CO3 and in 2.4 M Na2CO3 after several days. No change is observed,
indicating stability. Inset: Cryo-EM image of particles grafted with mEGA130
with a mEGA:HFBMA molar ratio of 0.05 in 0 M Na2CO3.

Here, mPEGA1000 and single ethylene glycol (mEGA130) grafts were em-
ployed to yield two new shell thicknesses. The particles grafted with mEGA130,
resulting in a molecular shell thickness, can be seen in the inset of figure 4.3.
Several syntheses with different mEGA:HFBMA molar ratios were performed
and a molar ratio of 0.05 was concluded to be the best; this was the highest
molar ratio that did not result in a significant polydispersity. As for the par-
ticles grafted with mPEGA1000, several syntheses were performed. Figure 4.4
shows cryo-EM images for the batch of grafted particles with mPEGA1000 with
a molar ratio, mPEGA:HFBMA, of 0.08. As can be seen in the image, this mo-
lar ratio yielded a bidisperse system. Even if both size fractions by themselves
seem monodisperse, this type of polydispersity is not ideal.

The stability when adding Na2CO3 to the dispersions was investigated. The
particles with the shortest grafts (mEGA130) proved to be exceedingly stable,
both over long and short term. In fact, these could not be destabilized at
all using Na2CO3 at room temperature. Figure 4.3 shows DLS measurements
for these particles, which were performed in 2.4 M Na2CO3. It is clear that
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Figure 4.4: Cryo-EM image of particles grafted with mPEGA1000. The molar
ratio mPEGA:HFBMA was 0.08, and as can be seen, this molar ratio did not
yield a completely satisfactory monodispersity.

the form of the autocorrelation function remains unchanged even after several
weeks. Moreover, it is close to the autocorrelation function recorded for the
same particles in the absence of Na2CO3, when the change in viscosity and
refractive index due to Na2CO3 is accounted for. In figure 4.3 this has been
done by scaling the delay time with the relaxation time (q2D0)−1 ∼ η/q2.

In past work [91] it was noted that particles grafted with mPEGA2000 be-
came unstable at the same Na2CO3 concentration regardless of the particle
concentration. To examine whether or not there is a particle concentration de-
pendence of the stability upon salt addition for these PEG-grafted particles,
SAXS measurements were performed at the ESRF. For this purpose, two dif-
ferent particle concentrations of particles grafted with mPEGA1000 polymers
with a mPEGA:HFBMA molar ratio of 0.05 were transferred to solutions of
varying Na2CO3 concentrations. The results are shown as measured intensities
as a function of q in figure 4.5. The dispersions are observed to be stable up
to 0.5 M of salt. At higher salt concentrations, the intensity is increased in the
low q-range which indicates that aggregates are present, which is interpreted as
an instability. Regardless of the particle concentration, the stability behavior
of the dispersion with φ ≈ 1.2%, upper set, is nearly quantitatively the same as
the behavior of the lower set, for which φ is about ten times lower.

The reason for the lack of effect of the particle concentration on the stability
limit is unexpected. Forming aggregates is the result of changes in both entropy
(which opposes it since the local particle concentration increases) and energy
(which must favor it if it is to occur in this case) and the entropy change
should be concentration dependent (as for a gas). At lower concentrations, the
entropy should oppose aggregate formation more strongly. If the stability limit
remains the same, it would imply stronger attractions. However, why would
the attractions become stronger at lower concentrations? Another explanation
is needed.
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Figure 4.5: SAXS measurements of particles grafted with mPEGA1000 poly-
mers. Different amounts of Na2CO3 have been added to the dispersions. The
two measurements series, upper and lower, have two different particle concen-
trations. The upper has a volume concentration of ∼ 1.2% and the lower one of
∼ 0.1%. The stability of the dispersions is independent of the particle concen-
tration: both dispersions are stable at salt concentrations up to and including
0.5 M. The increase in intensities in the lower q-range, at 0.6 M and 0.7 M of
Na2CO3, indicates instability. All intensities have been scaled by the excess
scattering contrast. The solid lines are model fits.

Salt-induced dewetting of the PEG-shell would favor particle clustering be-
cause of changes in the entropy of the PEG-shell and hydration water. This
entropy change (per particle) would be independent of the particle concentra-
tion, i.e. a single-particle effect. The salt concentration needed to bring about
this proposed dewetting would also be independent of particle concentration. In
this model, it is not long-range particle-particle attractions such as electrostatic
or van der Waals forces that cause the aggregates to form.

The data in figure 4.5 are fitted to a scattering model. The measurements
performed at 0 M and 0.5 M Na2CO3, can be fitted to equations 3.7 and 3.8,
modeling the size distribution as the sum of two Gaussian distributions. The
increase at the two higher concentrations, 0.6 M and 0.7 M, requires a structure
factor in the model. The structure factor S(Q) was modeled with an attractive
hard-core Yukawa potential,

u(r)

kBT
=

{
∞, r ≤ d
−Ke−b(r/d−1)

r/d , r > d
(4.1)

where kBT is the thermal energy, r is the separation between particles, d is the
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Figure 4.6: The stability limit of particles grafted with mPEGA of different
MW, in terms of added Na2CO3. The red circle represents the highest salt
concentration that was possible to obtain, and even at this concentration the
particles grafted with mEGA130 were still stable. The solid line is a fit using
equation 4.5 with the fitting parameters m = 7.44 (429 g/mol) and kEG =
χ∗/(0.56M).

hard-core diameter, b is a range parameter and K is the contact value of the
potential. In this work, b was set to 100, modeling the width of the potential as
very narrow. A monodisperse S(q) was used, neglecting the correlations between
sphere size and position in employing the decoupling approximation [87]. The
mean-spherical approximation theory [92, 93] was used to yield semi-analytical
solutions for S(q). For the 0.7 M data, the extra term of Debye-Bueche form,
in equation 3.23, was used in order to model the large upturn at low q and the
suppression at intermediate q.

The stability limit, in terms of added Na2CO3, of particles grafted with dif-
ferent mPEGA MW is shown in figure 4.6. The stability limit is fairly constant
until a MW of 1000 g/mol. For grafted mPEGA polymers shorter than that, the
stability is higher. The red circle represents particles grafted with mEGA130,
which could not be destabilized. The solid line in figure 4.6 is a curve resulting
from fitting to a Flory-Huggins parameter-based theory. The Flory-Huggins
parameter, χ, of the polymer has contributions both from the repeating part of
the mPEGA chain, ethylene glycol (χEG), and from the non-repeating terminal
ends of it, the methoxy group (χrest). The Flory-Huggins parameter is assumed
to be an average of these contributions,

χ =
nχEG + χrest

n+ 1
(4.2)

where n is the number of ethylene glycol units. The grafted polymers on the
particles are assumed to have a brush configuration. This gives rise to geomet-
rical constraints where the solvent is prevented from reaching the inner ethylene
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glycol groups as found in computer simulations [94]. Correcting for this in the
average, the χ parameter can be expressed as

χ =
(n−m)nχEG + χrest

n−m+ 1
(4.3)

where m is the number of inaccessible units (with m < n). Assuming that the
χEG parameter has a linear dependence on the salt concentration, C, with a
constant of proportionality kEG, we can write

χEG = kEGC (4.4)

meaning that pure water is assumed to be close to, but slightly better than, a
θ solvent for the polymer. Assuming that adding salt will lead to χ becoming
at some point large enough to destabilize the particles, which requires that
kEG > 0. If χ = χ∗ when the particles become unstable at the concentration
C∗, taken to correspond to the salt concentrations in figure 4.6, we obtain

C∗ =

(
χ∗ − 1

n−m+ 1
χrest

)
n−m+ 1

(n−m)kEG
(4.5)

In the fit in figure 4.6, equation 4.5 was used and χrest was set arbitrarily to
zero and χ∗ was set to 1/2, thereby setting solvent conditions at the point of
instability to θ conditions. This leaves only m and kEG as fitting parameters.
This model stresses that it is the unfavorable interaction between salt-containing
solvent and the polymer graft that causes particles to cluster.

4.3 Paper III

In this Paper, further efforts have been made to investigate the salting out of
PEG chains grafted on colloidal particles. In this case, mPEGA2000-grafted
particles have been used. Both the stability, employing SANS, and the inter-
facial activity, investigated by the pendant drop method, are studied as the
solvent quality is worsened by adding salt. As mentioned earlier in the Back-
ground, PEG has been shown to be both surface and interfacial active. It should
then follow that particles covered by a PEG-layer may exhibit similar proper-
ties as free PEG. Furthermore, in the interfacial activity studies, the particles
have an opportunity to escape the worsened aqueous solvent by moving to the
interface or even the oil phase. Indeed, nanoparticles grafted with PEG have
been found to be surface active [95, 96, 97, 98, 22, 23, 21, 24]. It has also been
shown, via computer simulations, that the grafted polymers on nanoparticles
at liquid-liquid and liquid-air interfaces deform [99, 100]. However, the parti-
cles used in this work are far larger than the typical nanoparticles, resulting
in the PEG-shell being relatively smaller in size compared to the whole parti-
cle. This might have a significant effect on the behaviour, at least for particles
with densely grafted brushes that presumably are more constrained and cannot
deform as much as sparsely grafted chains.
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Figure 4.7: The scattering intensity I(q) as a function of the magnitude of the
scattering vector q for particles grafted with mPEGA2000 (1 wt%), dispersed
in D2O at different concentrations of Na2CO3, as labeled. The solid lines are
form factor fits, aside from the 0.5 M case which includesa structure factor. A
decrease in the intensity at small q can be seen for the higher concentrations.
The inset shows a close-up of the first form-factor “minimum” practically no
difference depending on the salt concentration can be seen (the solid lines are
here guides to the eye).

In order to achieve more concentrated dispersions needed in the SANS stud-
ies, a scale-up of the original synthesis was undertaken, as described in the
Background. However, as the particle concentration of the stock dispersion in-
creased, it became difficult to mix samples with precise particle concentrations.
This was due to the highly concentrated stock dispersion not being completely
homogeneous. This is noticeable in figure 4.8 where the data had to be vertically
shifted to overlap the points with for data without any Na2CO3.

Typically, D2O is used in neutron scattering experiments instead of H2O
due to its lower incoherent scattering or to selectively vary the contrast in or-
der to study aspects of microstructure [101]. For this reason, measurements on
the mPEGA2000-grafted particles were conducted in D2O and different con-
centrations of Na2CO3, with the results shown in figure 4.7. The different
measurement series overlap that of the data at 0 M up until the two highest
salt concentrations. The ones below 0.5 M have been fitted to a core-shell form
factor. At higher concentrations, a decrease in the intensity at low q can be
seen which is due to interparticle interactions causing cluster formation. In
order to capture this, a structure factor was calculated for a Yukawa potential,
complemented with the decoupling approximation and MSA theory as in Paper
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Figure 4.8: SANS measurements of particles grafted with mPEGA2000 (15
wt.%) dispersed in a 0.5 v/v D2O/H2O mixture. Here, I(q) is shown as a
function of q. The data have been fitted to a form factor and additionally to
a structure factor at 0.5 M; the fittings are shown as the solid lines. The inset
shows a shift to higher q at the first minima for 0.6 M (the solid lines are here
guides for the eye).

II. It can be seen in the inset of figure 4.7 that there is essentially no difference
in the first form factor “minimum” at the different salt concentrations.

Furthermore, mixing D2O and H2O changes the contrast so that certain
features can be enhanced. In this case the contrast of PEG grafts can be
improved to examine whether any changes occur as the particles begin to ag-
gregate. However, precaution must be taken when exchanging some of the H2O
for D2O since the solubility, and thereby also the interactions, of PEG changes
in D2O [102, 103]. The ratio H2O:D2O of 2:1 was chosen so that changes in
the PEG-layer become more readily observable in the scattering signal. The
results can be seen in figure 4.8. The form factor alone can be used to fit the
results for the 0 M and 0.4 M measurements but, just as in the D2O case, there
is a decrease in I(q) for low q at 0.5 M and 0.6 M. The structure factor from
MSA theory can be used in the 0.5 M case, but it fails to capture the more
pronounced decrease at 0.6 M. To model this case, a cluster contribution has
to be added to the theory [104, 88, 89].

Contrary to the measurements performed in pure D2O, the first “minimum”
in figure 4.8, as seen in the inset, is shifted to higher q for the 0.6 M Na2CO3

case. The shift can be modeled by decreasing the shell thickness by 5 Å and
decreasing the shell SLD. This suggests that the shell becomes dehydrated: the
decrease in SLD corresponds to less H2O/D2O being present in the shell. A
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Figure 4.9: The interfacial tension between toluene and mPEGA(aq) progress-
ing in time for varying concentrations of Na2CO3.

decrease in the shell thickness has been determined in earlier work for the same
type of particles in cryo-TEM measurements [91].

PEG is both soluble in water and toluene [105]. If the PEG-layer is dewetted
when adding a salting-out salt, the PEG-covered particles might either migrate
to the toluene-water interface or to the toluene bulk phase. To examine this
partitioning in a qualitative manner, Pickering emulsions were produced by
sonicating toluene with dispersions containing mPEGA-grafted particles both
in the presence of sodium carbonate salt and without it. The emulsions are
stable for a period of weeks in both cases. However, in the case where no salt
was added, the emulsion layer was thinner and particles were not only present
in the emulsion but also in the aqueous phase below. It is a clear indication
that the particles avoid the aqueous bulk phase when salt is added.

This migration to the oil-water interface can be captured more quantita-
tively by measuring the interfacial tension between the toluene and the disper-
sion phases. First, however, the pendant drop method was used to measure
the IFT between aqueous solutions containing 0.1 wt.% free mPEGA and vary-
ing concentrations of Na2CO3. The results are shown in figure 4.9. As seen,
mPEGA is clearly surface active, lowering the IFT by more than a factor of
ten, compared to the pure water and toluene value of 35 mN/m, even when no
salt is added. The IFT is even further lowered as salt is introduced.

Initial IFT measurements on the grafted particles, with and without salt
(not shown here), did also show a decrease in the IFT. However, care has to be
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Figure 4.10: Interfacial tension as a function of time for mPEGA2000-grafted
particles in different concentrations of salt, as labeled. The particle concentra-
tion was 0.2 wt.% and a hook-needle was employed in order to have the disper-
sion as the surrounding medium instead of the toluene. The IFT decreases as
salt is added.

taken when doing these measurements since clusters are formed when enough
salt is added. These clusters sediment to the bottom of the dispersion drop.
This leads to an apparent larger IFT since ∆ρ in equation 3.15 becomes larger
when the particles sediment. In order to avoid this problem, a hook-needle
was employed which enables the lighter phase (toluene) to be the drop and the
heavier phase (dispersion and salt) to be the surrounding medium. However, a
lower concentration of particles had to be used in order for the drop to be visible.
Since the IFT is sensitive to even small amounts of impurities, the particles were
additionally dialyzed using dialysis tubes to remove any unreacted PEG that
had not been removed during a previous cross-flow dialysis step.

In the experiments the effect on the IFT of adding particles, seen in figure
4.10, was lees dramatic compared to free mPEGA. This finding is likely caused
by the PEG being confined to the particle surfaces. A lower dexrease of the
surface tension was for instance observed by Raffa et al [106] for PEGA polymer-
ized into a comb structure compered to free PEGA monomer. Nevertheless, as
is clear from figure 4.10, in which the particle concentration was kept constant,
the IFT is lowered more with increasing salt concentration, which supports
the hypothesis of a salt-induced dehydration of the PEG-layer as the driving
force. Moreover, the results obtained here show that also larger colloidal par-
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Figure 4.11: The effective structure factor plotted against q for particles grafted
with mPEGA1000. The data is taken from figure 4.5 for φ ∼ 0.012. The solid
lines are fittings using a 2-cluster or 40-cluster model, respectively.

ticles are driven to the interface through salting-out and not just nanoparticles
[21, 22, 23, 24].

4.4 Paper IV

As has been demonstrated in Paper II, the aggregation of the particles is in-
dependent of particle concentration. It was also noted that conventional liq-
uid state theory cannot model the low-q behavior at high salt concentrations,
specifically the large upturn. Also the high-q behavior is affected, as seen in the
effective structure factor, defined as Seff(q) = I(q)/(nP (q)), in figure 4.11 for
particles grafted with PEG1000. As seen, for low salt concentrations Seff(q) ≈ 1
indicating negligible correlations. For higher concentrations Seff(q) shows an up-
turn at low q followed by oscillations. While this behaviour can be captured to
some extent using the Debye-Bueche model [88, 89, 90], it involves many pa-
rameters. Also, the volume fraction in the MSA calculations must be increased
to obtain a reasonable fit. Therefore, we investigated the scattering using a
cluster model with direct calculation of the scattering signal.

The effective structure factor of a cluster was calculated as [107]

Scluster
eff (q) = 1 +

2

N

N∑
i<j

sin(qrij)

qrij
(4.6)
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where rij is the interparticle distance between sphere i and j. The positions of
the individual spheres in the cluster were calculated by trial-and-error where the
N spheres were randomly moved around in a series of moves that lowered the
deviation from the experimental Seff(q) data. The effective structure factor for
isolated sphere doublets of individual diameter σ can be calculated analytically
[107],

Seff(q) = 1 +
sin(qσ)

qσ
(4.7)

It gives good agreement with the 0.6 M data in figure 4.11 when σ = 155 nm.
At higher salt concentrations, the average cluster is larger and the calculation
must be done by a computer. The low-q limit of Seff(q) is equal to the aggre-
gation number of the cluster [108, 109]. The agreement with the 0.7 M data
is obtained for a 40-sphere cluster. Moreover, in this fit the contact distance
between spheres, σ, is reduced to 151 nm. This indicates a contraction of the
PEG-layer, of a similar order of magnitude as seen in earlier TEM-studies [91].
For the 0.7 M data in figure 4.11, the result was different clusters with a radius
of gyration of around 340 nm.

In the work done in Papers I-III, SAXS and SANS measurements were per-
formed at low q-values, corresponding to large length scales. In Paper IV, we
consider a wider range of q-values and study two different salts, Na2CO3 and
Na2WO4, added to dispersions of particles grafted with mPEGA2000. The
results are seen in figure 4.12. The slow decay (slower than q−4) at large q
indicates a rough particle surface from the grafted polymer [78]. For ideal free
PEG-chains the decay is q−2 [8].

Even though Na2CO3 and Na2WO4 show similar salting-out behavior for
free PEG [110], we see some important differences for the PEG-grafted par-
ticles. When extending the q-region of interest to include larger q-values, a
slight maximum is seen at around q ∼ 0.8 nm−1 for particles without added
salt and sith some added Na2CO3. A similar maximum is found with added
Na3WO4 but the maximum appears at q ∼0.9 nm−1 for Na2WO4. In the case
of Na2CO3, this q-value, via 2π/q, corresponds well to the thickness of the
PEG-layer obtained from TEM-analysis [91]. At 0.5 M of Na2CO3 this inten-
sity maximum has vanished, correlating well to the earlier observations of the
PEG-layer contraction [104, 91].

For the particles with Na2WO4 there is first a broad intensity increase in
the larger q-range at about 0.4 − 0.6 nm−1 followed by a similar maximum as
for the Na2CO3 case but at a larger q-value of ∼ 0.9 nm−1. As for the Na2CO3

series, this second maximum disappears when clusters are formed which in this
case happens at a concentration of 0.4 M.

The 0.5 M Na2CO3 data have been fitted with a sphere form factor using
a double shell and can be seen as the solid line in figure 4.12. In order to
give the right decay in the high-q region, the shells had to be modeled with an
electron contrast lower than that of the surrounding medium. This finding can
be attributed to an absence of solvation water in the densely grafted PEG layer.
This is supported by computer simulations on planar PEG brushes [94] and it
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Figure 4.12: The intensity as a function of the scattering vector for particles
grafted with mPEGA2000 in the presence of two different salts: Na2WO4 (upper
set) and Na2CO3 (lower set). The intensities have been shifted for clarity as
indicated. The solid line is a model fit.

would also be consistent with the Flory-Huggins model in Paper II. The low
contrast could also arise from ion depletion near the PEG layer. Unfortunately,
we have not been able to find a model that captures the slight intensity maxima
at high q. Therefore we have not been able to use modeling to quantify the PEG
dehydration and possible ion depletion.
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Chapter 5

Conclusions and future work

In this work, a semi-batch emulsion polymerization method, developed previ-
ously [26] for the production of sterically stabilized dispersions, has been ex-
tended to allow grafts of different lengths as well as crosslinked particle cores.
The synthesis method has also been used for polystyrene cores and a scale up
of the synthesis by a factor ten has been achieved. This allows for testing of
different theories against the behavior of these model systems for which the
usual van der Waals interactions appear insignificant. The crosslinked particles
can be transferred to THF and remain stable. Non-crosslinked particles with
pHFBMA cores swell uncontrollably in this solvent. Therefore, these particles
can also be used in non-aqueous solvents without losing their integrity.

For the first time, we are able to report that a sterically stabilized system
with shorter polymer grafts leads to greater stability than one with longer grafts.
Since this has not been reported before, this experimental finding presumably
requires a vanishing contribution from van der Waals core-core interactions,
which is expected for these particles with fluorinated cores. The effect of the
shell thickness is very strong. For HFBMA particles grafted with mEGA130, the
dispersions remain stable against addition of Na2CO3 even at salt concentra-
tions not much below saturation. On the other hand, HFBMA particles grafted
with mPEGA5000 become unstable already at around 0.5-0.6 M Na2CO3. It
is worth emphasizing that the CO2−

3 ion is strongly hydrated and particular
effective at salting out particles and macromolecules. NaCl, by contrast, is
completely ineffective.

Keeping the grafts fixed, dispersions of varying particle concentrations have
been tested against sodium carbonate addition in order to determine any effect
on the stability. It was found that the stability limit in this case is independent
of the particle concentration. This led us to conclude that the instability is
due to a “dewetting transition” of the grafted PEG shell and that the free
energy of this dewetting transition is independent of the particle concentration;
that is, it is a single-particle effect that is triggered when going beyond a salt
concentration treshold. Additionally, interpretation of SAXS data showed that
permanent clusters are formed above this salt concentration.
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In support of the dewetting hypothesis, IFT measurements were performed
between toluene and dispersions with varying amounts of salt. The results show
that the particles move to the surface spontanously, even without any added
salt, but they migrate to the surface to a larger extent as salt is added. Fur-
thermore, SANS measurements revealed a decrease in the shell thickness just as
the particles become unstable from adding sodium carbonate. The sodium car-
bonate stability limit for different lengths of the grafted mPEGA is captured by
a Flory-Huggins parameter-based equation where the Flory-Huggins parameter
of the polymer graft is taken as a weighted average of repeating and terminal
parts of the grafted chain.

While some initial steps have been made in order to achieve a better un-
derstanding of the mechanism behind sterically stabilized particles going from
a stable to an unstable state, more work is needed in order to fully understand
the mechanism. In this work, it was shown that the mPEGA2000-grafted HF-
BMA particles are interfacial active at the water-toluene interface. It is likely
the case for the surface tension (water-air) as well. Creaming has been seen oc-
casionally for these particles [91]. A more extensive investigation of the phase
behaviour of the dispersions is called for. This typically requires relatively large
quantities of dispersion but Bleier and coworkers [111] have developed a mi-
crofluidic droplet-based method where much smaller quantities are needed for a
well-covered phase behavior study. This method may possibly be used for these
studies as it has been successfully applied to solutions of free PEG.

To achieve a greater understanding of the surface activivity effect, grac-
ing incidence small angle X-ray scattering (GISAXS) could be employed for
further investigations of the surface structure and specular X-ray reflectivity
(SXRR) could be used to investigate potential ion depletion at the surface.
Both these methods have been previously used for dispersions of PEG-grafted
gold nanoparticles [24].

Even though we have strong indications that the surface coverage of PEG
is high on the particle surface [26], it would be valuable to be able to quantify
this. One way could be to exchange the methyl end-group for a titratable
one, such as -OH. The PEG synthesis scheme has been shown to work well
with changes already. However, care has to be taken so that all unreacted
PEG is removed, which has been seen in the IFT studies to be difficult. The
advantage of targeting the end group only is that it is likely to be accessible
from the solvent. Similar methods have been focused on complexation with
ether oxygens on PEG [112], but many of these groups may be less accessible.
Other possible techniques to determine the surface coverage could be nuclear
magnetic resonance (NMR) and thermogravimetric analysis (TGA) which have
been employed to quantify the grafting density of PEG on lipid [113] and gold
[22, 114] nanoparticles, respectively.
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