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Abstract

This study aims to add to the body of
usability research especially in regards to soft-
ware tools. There is a lack of consideration to
usability and empirical evaluation of software
tools for developers in general, and in the field
of traceability in context of usability is close to
non-existent. Usability studies have been using
various methods and measurements over the
years but most of the time previous work in
the field is not built upon and measurements
and questionnaires are seldom fully revealed
making reproduction and comparison across
studies very difficult. This study evaluated the
usability of a traceability management tool
called Capra using a remote usability testing
method where screen recording and post-test
questionnaire are the means of gathering data.
This study aims to build upon previous work
by using validated and proven methods to
assess usability and classify usability problems
found to suggest improvement to the Capra-
tool along with the aim to evaluate the overall
usability.

Keywords
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I. INTRODUCTION

Usability in the software industry is a key issue
which concerns the user experience. Today the
interactive software market is constantly growing in
the number of software tools, products and solutions
being provided. The competition is hard as well as
user-expectations growing standards of constantly
anticipating software which is easier to handle,
easier to understand and have increased quality over

previous iterations. The usability of the software
affects the user experience and in order to improve
this usability, and thus the user experience, devel-
opers must understand and predict user behaviours.
Toleman and Welsh [1] mentions that the typical
design and development models used for software
development tools ignores empirical user testing.

Usability is defined by ISO 9241 as “the extent
to which a product can be used by specified users
to achieve specified goals with effectiveness, ef-
ficiency and satisfaction in a specified context of
use”. Good usability means that users will both
enjoy the work they do more and be more efficient
in doing it.

This thesis will be done in collaboration with the
Capra Traceability Tool project [2], which is a result
of the ITEA-funded project Amalthea4Public [3],
where we will conduct a usability study on the
Capra traceability management tool.

The current research of usability of traceability
tools in the software engineering domain is quite
lacking. The traceability tools and methods dis-
cussed in several papers lack empirical validation.
Much of usability studies conducted in the HCI
domain does not build upon previous work and this
leads to increasing difficulty of comparing results
and reproducing experiments [4].

To improve the result as well as add to the body
of research in usability testing of traceability tools
we will use standardized measurements of both
objective and subjective data that have been proven
to work and been validated in earlier research. By
using validated tools and methods in this user study
the benefit to the current body of research is pro-



vided by making our contribution reproducible and
building upon previous work within the field- This
study will aim show that standardized measure-
ments and questionnaires can be used to evaluate
the usability of a traceability management tool in
an effective way and make the study both reusable
and comparable to other similar studies. The data
gathered from the study will be used to provide
concrete suggestions about improvements regarding
usability in the open source software Capra.

II. LIST OF ABBREVIATIONS

CUP - "Classification of Usability Prob-
lems"
HCI - "Human Computer Interaction"
HVAC - "Heating Ventilation Air-
Conditioning"
IDE - "Integrated Development Environ-
ment"
SUS - "System Usability Scale"
SUT - "System Under Test"
UP - "Usability Problem"

III. RESEARCH QUESTIONS

Our thesis will aim to answer the following
research questions:

• RQ1:How usable is the traceability manage-
ment tool?

– SQ1 How satisfying is the traceability
management tool to use?

• RQ2: What changes could be done to
improve usability of the traceability manage-
ment tool ?

– SQ1 How can the efficiency be improved
for the traceability management tool?

– SQ2 How can we improve satisfaction of
using the traceability management tool?

The main objective of this study is to evaluate the
current state of Capra from point of view of usabil-
ity along with proposing possible improvements.

RQ1 asks the question of the usability of the
traceability tool which we have clarified with an
extra sub-question about satisfaction. RQ2 is about
what kind of improvements this study and research
will be able to suggest for the traceability tool.
Sub-questions for RQ2 separates efficiency and
satisfaction..

IV. LITERATURE REVIEW

In literature review by Nair et al., published
in 2013 [5], the authors aimed to provide in-
sight in how traceability research evolved in the
Requirements Engineering conference during the
previous 20 years. The authors wrote 4 suggestions
for future research in the field and 2 of them
included “tool qualification must be studied in more
depth” and that “it is necessary to focus on the
opinion and experiences of practitioners different
to the researchers”. This is further substantiated
in the systematic review and included case study
by Torkar et al., 2012 [6] where they also studied
requirements traceability, they claimed that most
papers in their review focused on new features
and extensions for tools and lacked validation. The
authors writes that “most techniques and tools were
not validated empirically.”

A study of software development tools used for
refactoring by Mealy et al., 2007 [7] mentions
the frequent lack of consideration regarding issues
of usability, both in production and research, for
software tools in general, and especially for soft-
ware tools used for refactoring where the authors
mentions that little research has been conducted on
usability. While the study by Mealy et al focus
on determining usability of a software tool used
by developers for refactoring, our study will use
a traceability management tool. In the systematic
evaluation by Toleman & Welsh, 1998 [1] they
studied design choices of software development
tools and claimed that the general model for design
and development used by the tool designers ignored
empirical user testing. In the article by Ðukić, et
al. from 2015 [8] the authors talk about the current
lack of or rather non existing focus on usability and
traceability in information software systems.

In an article by Laura Faulkner from 2003 [9]
it was found that using a low number of users in
usability testing can give unreliable results in terms
of how many problems were found. 5 users found
as little as 55% of the problems, at 10 users it was
80% and at 20 users 95% of all the problems were
found.



V. METHODOLOGY

A. Background

The methods used to evaluate usability gener-
ally fall into two categories: usability inspection
methods and usability studies. Usability inspection
methods involves evaluators who inspect a system
in order to evaluate the usability which requires the
evaluator to have some experience in usability [10].
Example of inspection methods are heuristic evalua-
tions and cognitive walkthroughs. A usability study
on the other hand is user-centered and usability test
are used to assess the suitability of a system in
regards to its intended purpose and intended users
by revealing problems experienced by the user when
trying to accomplish a set of tasks.

Remote usability test, also called unmoderated
usability test, involves the user running the actual
test on their own. The user is often in their home
or office and their behaviours and interactions with
the system is then captured using tools for exam-
ple: screen-recordings, number of clicks, verbaliza-
tion,eye movement, etc. This data can then later be
analyzed. The method can be synchronous, the test
is done and observed in real time by the tester or
asynchronous, as in the user runs the test in their
own time without and the testers receive the data
for analysis afterwards.

This study will measure subjective usability using
the questionnaire System Usability Scale created by
John Brooke [11]. This is a Likert scale, it is simple
and consists of ten items which can be used to get
the subjective overall view of a systems usablility.
SUS is generally used directly after a system has
been used to capture the immediate response of
the user. The SUS score is a single number and
the process of getting to this number is to start
by calculating the sum of the score contributions,
values ranging from 0 to 4, from each item. Items
1,3,5,7,and 9 has a score contribution of the scale
position minus 1, and items 2,4,6,8 and 10 has a
score contribution of 5 minus the scale position.
When you have the sum it will be multiplied by
2.5 to obtain the overall value.

Classification of usability problems scheme is
a framework for describing and detailing usability
problems. Its divided in two parts, pre-CUP and

pos-CUP, where pre-CUP contains nine attributes
which describes the UPs found in usability testing.
The pre-CUP is presented to the developers which
can then fill in the four attributes in post-CUP [12],
[13].

B. Methodology

Before the tests were sent out twelve users had
signed up to participate in the study. Out of these
twelve only six actually completed the test giving us
limited data to work with and one of our identified
risks became a reality. These participants come
from both academia and industry. A sample size of
at least 10 users was the goal to reliably find most of
the problems with usability [9]. To find participants
from the academic domain we posted requests for
participants via the facebook-community pages for
the software engineering program and management
bachelor’s program asking students from second
and third year. To find participants from the industry
personal contacts were used.

We categorized the data to be collected into
two main groups: objective data and subjective
data. Subjective data consists of measurements that
concern users’ perception of or attitudes towards the
interface, the interaction, or the outcome whereas
objective data is concerned with data not depen-
dent on the user perception or attitudes. Studying
both subjective and objective measurements can,
as Hornbaek [4] points out, show different results
regarding usability of an artifact. We will besides
keeping the types separate include both types of
data in this study as we believe a more complete
picture of usability might be achieved by doing so.

The study was conducted as a remote usability
study, this is a method which means that those con-
ducting the study and the participants are not in the
same room or location as the test participants. Our
remote usability method was of the asynchronous
variant, where evaluators of the test won’t be in-
teracting or gathering data in real-time while the
participants perform the test. We chose this method
based on the benefits of the test being location-
independent, time saving and easy to scale for a
large sample while still considered effective and
suitable on a low-budget [14]. The asynchronous
method will not be able to record observations of



the user or spontaneous verbalizations, although
the synchronous method can be perceived as more
intrusive [15] and would require more coordination
in regards of time and schedule. Another benefit
of the remote usability testing method is that the
participants will use the software in their own
environment.

To record these sessions Open Broadcaster Soft-
ware [16] usually referred to as OBS was used.
This software was chosen because it is free to
use, it’s open source and works on Windows, Mac
and Linux. This made it possible to create a set
of instructions that worked for every user and the
researcher only needed to learn 1 software in case
the users needed help with the installation or usage
of the recording. To upload the recordings Google
Drive [17] was used. To make sure that there was
enough space on the account to upload all the
recordings the researchers created test recordings to
see how big on average a file would be. It was found
that the recordings were small enough that even if
every user took twice as long as the expected time
the free space would be enough.

The participants of the test received all the ma-
terial needed to understand the goals of the study
in a PDF document. This document can be seen in
the appendix section A This material consisted of
instructions to install needed software for gathering
data, install and run the. Capra tool, an introductory
video of Capra and specific instructions for how to
start the test and upload the data. The participants
was also provided with 12 tasks which we estimated
wouldn’t take more than 30 minutes on average
to complete. To complete these tasks an example
project of a Heating, ventilation and air conditioning
(HVAC) system was provided in which included
among other files: statecharts, requirements,jUnit
tests and a feature-model which were used in the
tests. A SUS questionnaire [11] to fill out post-test.

The 12 tasks that users were asked to complete
are these:

1) Create a trace link between the Requirement
4 and the ITOS feature.

2) Create a trace link between ITOS feature and
TemperatureAdapter Statechart.

3) Create a trace link between Tempera-

tureAdapter Statechart and the ITOSTest java
class.

4) View the trace links of the ITOS feature
through PlantUML diagram.

5) Use transitivity-function to see the whole
trace of connections in relation to the ITOS
feature.

6) Remove the trace link between ITOS feature
and TemperatureAdapter Statechart.

7) Delete the ITOSTest java class.
8) Open the Eclipse Problem view. Find the

warning concerning the deleted ITOSTest java
class and use the Eclipse "Quick Fix" function
to remove all affected trace links.

9) Create a trace link between Requirement 4
and HVAC_manager feature.

10) Create a trace link between HVAC_manager
feature and TemperatureAdapter Statechart.

11) View the trace links of HVAC_manager fea-
ture through PlantUML diagram.

12) View the Capra traceability matrix of
HVAC_manager feature, TemperatureAdapter
Statechart and ITOS feature to make sure
ITOS feature isn’t linked to the other two.

An expert on Capra, a developer from the project,
was asked to run the scenarios to establish a best-
case of time, error rate, success/failure-rate for the
intended user-scenarios in the user test, which was
used as a baseline for our objective measurements.

We intend to use post-test measures for perceived
usability as a subjective measure, here in form
of the validated questionnaire System Usability
Scale [11]. To be able to get more information
about what the participants think of the different
parts of the software additional questions have been
added. These questions are linked to the different
tasks the participants perform asking about specific
features of the software. These additional questions
was not part of the overall SUS-score but only used
a 5 point likert-scale ranging from strongly disagree
to strongly agree. To end the questionnaire there
are two free form questions where the participants
are asked to write down any improvements or new
features they want to see in the software. The
questionnaire that users will be asked to fill out can



be seen in table ?? "Questionnaire".

As mentioned in Hornbaek’s paper [4] there
appears to be a lack of studies using validated
instruments for measuring satisfaction which builds
upon previous work and we intend to not further add
to this type of disarrangement to enable future com-
parison to related studies and higher reproducibility
of our study.

C. Data Analysis
The authors examined the answers in the ques-

tionnaires and the answers regarding specific func-
tions as well as the overall SUS-score to get an
initial idea of the usability issues which could be
present in the Capra software. Both authors watched
each screen-recording separately to identify usabil-
ity problems(UP). The initial criteria we used for
identification of UPs derived from video analysis
was based on Nielsen’s 10 principles [18] and the
definition for usability problems described by nine
problem criteria by Jacobsen et al.(1998) [19]:

1) The user articulates a goal and cannot succeed
in attaining it within three minutes

2) The user explicitly gives up
3) The user articulates a goal and has to try three

or more actions to find a solution
4) The user produces a result different from the

task given
5) The user expresses surprise
6) The user expresses some negative affect or

says something is a problem
7) The user makes a design suggestion
8) The evaluator generalizes a group of previ-

ously detected problems into a new problem
The Usability problems(UPs) were then docu-

mented in a spreadsheet by each author separately
detailing the following information:

• A headline that summarizes the problem
• An explanation that details the problem - As

many details as possible and to ensure that
the description was understandable without
knowledge of the test sessions or the videos

• A description of why the problem is serious
to some or all users of the software - For
example if users get confused, express that they
are insecure, or cannot finish their tasks

• A description of the context - A description of
the context where the problem was identified,
for example in a certain task scenario or part
of the user interface

• Identified in task
• Participant ID - Which test participants session

was the UP identified in
• Which evaluator found this

To see a list of all identified UPs and detailed in-
formation about each of them refer to the appendix
section A.

The objective data consists of screen recordings
where the users work on the scenarios/tasks they
are given during the user test. We will measure
time spent on tasks, number of errors and the
success/failure to complete a task. In the event
of a crash of Eclipse or other error halting the
user test, if the error is not deemed related to the
SUT(software under test), the time to recover from
this error is not counted in the total task time.

The time for task one is counted from when the
user starts the test until the goal of task one is
completed. When the goal for task one is completed
the clock starts counting the time for task two. This
way of counting the time is the same for all tasks. If
a user fails to complete a task or gives up trying to
complete a task the time is stopped when the user
appears to start the next task, usually this was seen
by the user going to a specific part of the interface
or looking at the instructions.

Errors that was looked for was either when an
error message appeared or if an action did not result
in what was expected i.e. a bug. The success and
failure rate of the tasks were 100% if the user
completed the goal of the task. No consideration
to how many steps or how long time the user took
was taken here. If the user skipped or forgot to do
a task it was 0%. If the user tried to complete the
task but didn’t succeed, depending on how close
they came, an approximation was done to get a
percentage somewhere between 0 and 100 to reflect
how close the user was to complete the task.

These UPs were then discussed and compared
and organized in a consolidated list which both
authors agreed upon where duplicates were marked
as one UP resulting in a list of UPs to be clas-



sified using Classification of Usability Problems
Scheme(CUP) [12], [13]. This list would contain
all the agreed upon UPs as well as reference to
relevant tasks and screen-recordings.

These UPs were then classified using Classifi-
cation of Usability Problems Scheme. We divided
the UPs between the two authors, classifying half
of the UPs each, and then reviewed each others
classifications and through discussion made edits
and agreed upon the CUP classifications. All the
classifications can be seen in full in the appendix
section A.

VI. RESULTS

This study got responses from 6 participants of
the user test where each answered the questionnaire
and sent in a screen-recording made during their run
of the tasks in the test. The participants consisted
of 83,3% 3rd year bachelor students of software
engineering and 16,7% industry practitioners ac-
cording to responses of the first question about the
participant background. On a likert scale ranging
from "1", strongly disagree, to "5", strongly agree,
the participants were asked two more questions
about their background. We asked how familiar
they are with the concept of traceability in software
engineering. Out of all participants 66,7% answered
"1", strongly disagree, and 16,7% answered "2" and
16,7% answered "3" on the scale in regards to their
familiarity of the concept of traceability in software
engineering. The last background question using the
same likert scale asked how familiar the participants
were with the Eclipse IDE. 33% of the particpants
answered "2" and 66,7% answered "3". Although
a majority of the participants weren’t familiar with
the concept of traceability, most were familiar with
the Eclipse IDE.

A. Video Data

Together the authors identified a total of 27 UPs
during their individual evaluation of the screen-
recordings, 13 UPs and 14 UPs respectively. As can
be seen in table ??, out of these 16, 7 were classified
as minor, 6 as moderate and 3 as severe. During
the tests no bugs were encountered and the only
other error message that appeared, which occurred
once to only one participant, was ruled to not have

anything to do with Capra and only one of the
users experienced this error and is therefore not
considered in the analysis.

The average time per task compared to the expert
times can be seen in table ??. The expert is faster
at every task except 1, the expert is being slower
here but note that that the expert had the example
project’s organization of files slightly different than
the example project for the actual user test.

The tasks 1,4,5,8 in the table has a difference
of more than 1 minute of time for the participants
in the study to complete the task compared to the
expert’s time, and task 12 stands out with over
2 minutes more time elapsed on average for the
participants of the test compared to the expert.
The tasks 1,4,5,8 and 12 relates to the features of
creating trace link, PlantUML-visualization, Tran-
sitivity, warnings and Trace Matrix-visualization
respectively.

The percentage of how much of a task the par-
ticipants completed can be seen in table ??. The
only task where any participant failed to complete
any part of the task was in task 6 where 2 par-
ticipants had a completed percentage of 0%. All
other participants managed to complete the same
task in full. Another task where the participants
were struggling was task 12. It took the users a long
time to complete this task but 4 out of 6 participants
managed to complete the task and 2 participants
managed to complete 75% of the task.

B. Questionnaire Data

The questionnaire responses for the first 10 ques-
tions following the background of the participants
were based on SUS and in the following table is the
SUS-score from each participants responses along
with overall average and median. The average SUS-
score for Capra in this study is 41,25



Participant SUS-Score
1 40
2 32,5
3 37,5
4 35
5 57,5
6 45

Total Average 41,25
Total Median 38,75

After the ten SUS questions there were six ad-
ditional questions about certain features in Capra.
The users were asked to use a likert scale from
1-5, strongly disagree to strongly agree to these
questions:

1) "I thought the removing trace links-feature in
the Capra tool was easy to use"

2) "I found the creating links-feature of the
Capra tool very cumbersome to use"

3) "I thought the "Trace Matrix" in the Capra
tool was easy to use"

4) "I thought the "PlantUML View" in the Capra
tool was easy to use"

5) "I found that the "Transitivity"-function in the
Capra tool was well integrated"

6) "I found the notification/warning functions in
the Capra tool were well integrated"

In the table ?? additional questions each of the
result from the additional questions about certain
features of Capra, the result showed in the table
contains the average, median, related feature and a
percentages of of all responses to each question.

In the last section of the questionnaire the par-
ticipants could answer two free-form questions:
"What kind of improvements would you suggest
for the Capra tool?" and "What kind of additional
features would you suggest for the Capra tool?". To
the question "What kind of improvements would
you suggest for the Capra tool?" only 4 of the 6
participants responded:

• "Too many dependencies on other plugins
made the getting started phase very long. I’d
prefer to have them integrated."

• "Trace matrix should have limits on the length
of names/info in each cell"

• "Better guide to get started and 1 installation
package instead of the X amount."

• "To make remove trace function more obvious
(as long as I couldn’t fine it). "

To the question "What kind of additional features
would you suggest for the Capra tool?" only 3 out
of the 6 participants responded:

• "I missed the possibility to interact with the
trace through the visualizations, such as Plan-
tUML View and the matrix"

• "When showing tooltips (hovering over icons)
offer some more information"

• "I’m not that familiar with the topic. I think
it would probably nice to have some small
tutorial/tips about some functionalities."

VII. DISCUSSION

From the data gathered and the free text questions
these are some of the more interesting findings.
Two users suggested that the installation of Capra
requires too many dependencies making the process
taking more time than if dependencies were inte-
grated into Capra. The example project used for the
test had the need for some additional dependencies
which wasn’t related to Capra but we suspect this
could have been misinterpreted by the users as part
of the installation of Capra although clearly divided
and explained to the test participant this could be
the case.

Furthermore the additional questions about cer-
tain feature the participants answered reveals that
the functionality of removing trace links could
be improved, since most of the users on average
selected strongly disagree that this feature is easy
to use. And looking at our results from analyzing
the videos the data shows that task 6 which involved
removing a trace link during the test had a comple-
tion rate of only 66,67% whereas all other tasks had
a completion rate of >90%. Although task 6 had an
average time-per-task of 1 minute and 41 seconds
the low completion rate together with the fact that
4 users completed the task successfully and 2 of the
users completed 0% of the task involving removal
of a trace link this feature’s usability issues should
be deemed a high priority to fix.

The "Traceability Matrix" feature of Capra was
used in task 12 of the test which had the highest



average task completion time of 3 minutes and
37 seconds and only 4 of the users managed to
complete the task. The question in the questionnaire
about the matrix feature’s ease of use had an aver-
age of 2,5 on the likert scale but during our analysis
we found that when the user wants to see a matrix
of artifacts of different types the selection of said
artifacts can be problematic and this usability issue
is detailed in CUP with identifier "UP16" in the
appendix. We suggest this UP be deemed severe
to improve the efficiency and performance of the
Capra tool.

Research Question 1 We first asked the question
of how usable the Capra traceability management
tool is and how satisfying Capra is to use. The
overall usability of Capra according to the System
Usability Scale shows that Capra in this study
received a average score of 42,5 out of 100 which
is is regarded a low score since the average is
somewhere around 68 [20].

Sub Research Question 1 On a 5 point scale
only 1 user rated a 3 to the question if they would
like to use Capra frequently, all other users gave
a rating of 1 or 2. This together with the fact
that no user rated higher than 2 on the question
if they felt confident using the system shows that
the satisfaction of using Capra is low.

Research Question 2 The second research ques-
tion we asked was regarding which improvements
could be made for the Capra tool. We asked the
participants in the user test to suggest improvements
in a free form text in the questionnaire where the
answers, as seen in the result-section, were related
to three aspects: the installation, the matrix-feature
and remove trace function.

Sub Research Question 1 The efficiency of
Capra appears to be high for several features.
Creating trace links, visualizing features such as
transitivity and viewing a diagram and using the
problem view to automatically fix errors were fea-
tures that the participants had few issues with and
were completed quickly. The biggest concerns when
it comes to efficiency are removing trace links and
using the matrix to visualize links between artifacts.
The participants had problems completing these
tasks and the ones that managed took a very long

time to do it.
To remove trace links the user is required leave

the project that they are working in and look in
the new project where Capra stores its files. This is
inconsistent with how all other features of Capra
work and it requires a lot more clicks than for
example creating a link. We suggest that this feature
is made available through less steps and in line with
how other features of Capra work either by allowing
the user to remove links similarly to how they create
a link or allow the user to interact and edit links
when they visualize them.

When using the matrix view the users appeared
confused about how to add artifacts. To accomplish
the task we asked them to they had to find a specific
file in which all artifacts could be accessed at the
same time. To make this easier for the user allowing
artifacts from several different places to be added
would help.

Sub Research Question 2 We believe the low
satisfaction of using Capra comes from a few fea-
tures dragging down the overall experience. Improv-
ing the efficiency would likely help the satisfaction.
We suggest giving the users more information about
what the different elements of the UI does. Adding
tool tips when hovering over certain icons to tell
the users what it does or can do.

VIII. CONCLUSIONS

The main objective of this study was to evaluate
the current state of Capra from the point of view
of usability along with proposing possible improve-
ments. Our goal going forth with this study was
to build upon previous work within usability en-
gineering by using a validated questionnaire, SUS,
validated classification of usability problems, CUP
and also adding to the usability research field of
traceability tools with a study that is reproducible.
We showed that we could measure the usability and
suggest improvement for the Capra tool.

We designed a Remote Usability Test where we
gathered enough data to identify and classify 16
usability problems. There were only 6 participants
that actually finished the test which limits the extent
to which you can draw conclusions. It was also
somewhat of a convenience sample that also could
have an unwanted impact on the result.



Even though the limitations of the study might
threaten the validity of the result we believe it
reflects the reality but to prove this further doing
the study again with a larger sample and a more
mixed background would be appropriate.

IX. FUTURE WORK

Future work we suggest is firstly to reproduce this
study after implementation of improvements with a
larger sample size and perhaps an implementation
of think-a-loud protocol where verbalizations of
the users during the test are recorded as well.
Secondly software tools for developers in general
would benefit from an increased consideration and
application of usability studies.
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XI. THREATS TO VALIDITY

A. Internal Validity

The initially identified possible risks during this
study included not getting a large enough sample,
a sample of at least 10 participants. The validity of
the data gathered being able to identify >80% of
all usability problems requires only 5 participants
according to Nielsen, although this number has been
disputed and research indicates that 10 participants
are needed to identify around 80% or more of the
usability problems. Our sample size started at 12
participants who confirmed their participation and
started the test but only 6 of the participants actually
finished the test and sent in the resulting data which
can impact the number of usability issues detected
in this study.

Another issue which effects our data collected
in regards to validity is that several of the 6 users
did not follow the instructions of the test accurately
regarding screen-recordings. The instruction was
given to include all displays used during the test
in the video-recordings sent to us but this was not
the case. All users recorded the screen containing
Eclipse IDE and the SUT. This meant that we could
not determine if the users was seeking help or doing
other work during the test when users interacted on
a second display not recorded.

We did not implement a think-aloud-protocol
for the test, the protocol where users would have
recorded their voices and be encouraged to speak
out all their thoughts during test-session. The ab-
sence of such think-aloud-protocol during the test
made it impossible for us to accurately determine
“instances of frustration” of the attribute "Impact"
in the CUP classification and the protocol’s im-
plementation in this study would have generated
data which could further support identification of
user patterns. The data from the voice recordings
could reveal the users’ thoughts on their various
interactions with Capra and back our claims of us-
ability problems along with revealing more usability
issues.
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