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ABSTRACT

The ability to distinguish between different types of arguments is central to
syntactic analysis, whether studied from a theoretical or computational poin
of view. This thesis investigates the influence and interaction of linguistic prop-
erties of syntactic argumentsangument differentiationCross-linguistic gen-
eralizations regarding these properties often express probabilistimft oc@n-
straints, rather than absolute requirements on syntactic structure. lratggu
data, we observe frequency effects in the realization of syntactic argame

We propose that argument differentiation can be studied using datndriv
methods which directly express the relationship between frequency distribu
tions in language data and linguistic categories. The main focus in this thesis
is on the formulation and empirical evaluation of linguistically motivated fea-
tures for data-driven modeling. Based on differential properties ofasyic
arguments in Scandinavian language data, we investigate the linguistic factors
involved in argument differentiation from two different perspectives.

We study automatic acquisition of the lexical semantic category of animacy
and show that statistical tendencies in argument differentiation suppoots au
matic classification of unseen nouns. The classification is furthermorstrobu
generalizable across machine learning algorithms, as well as scalablesto larg
data sets.

We go on to perform a detailed study of the influence of a range of differe
linguistic properties, such as animacy, definiteness and finiteness,.onemy
disambiguation in data-driven dependency parsing of Swedish. By inglud
features capturing these properties in the representations used byrsbe pa
we are able to improve accuracy significantly, and in particular for the sisaly
of syntactic arguments.

The thesis shows how the study of soft constraints and gradience in lan-
guage can be carried out using data-driven models and argues thatptioe
vide a controlled setting where different factors may be evaluated and their
influence quantified. By focusing on empirical evaluation, we come to a better
understanding of the results and implications of the data-driven models and
furthermore show how linguistic motivation in turn can lead to improved com-
putational models.
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INTRODUCTION

The main goal of syntactic analysis is often bluntly summarized as figuring out
“who does what to whom?” in natural language. At the core of this simplifica-
tion, however, is the idea that central to the understanding of a natugaldge
sentence is the understanding of the predicate-argument structureitndxeh
presses, and, in particular, the syntactic relationship which holds betiween
predicate and its individual arguments. The study of the relationship betwee
meaning and form, how the syntactic expression of a certain semantic propo-
sition precisely reflects the meaning which we wish to convey, can be seen
to unite current syntactic theories. In the field of computational linguistics,
syntactic parsing constitutes a central topic, where the main focus is on the
automatic assignment of syntactic structure to natural language. The relation
between syntax and semantics is furthermore exploited in work on automatic
acquisition of lexical semantics, where the syntactic distribution of an element
is seen as indicative of certain semantic properties. In psycholinguistes, th
understanding of how we as language users perform this mapping itimeal-
comprehension has been widely studied. The studygiment differentiation
focuses on the distinguishing properties of syntactic arguments whiclemse ¢
tral to syntactic analysis, whether studied from a theoretical, experimantal o
computational point of view. This is the central topic of this thesis.

1.1 Argument differentiation

Syntactic arguments express the main participants in an event, hence are inti-
mately linked to the semantics of a sentence. Syntactic arguments also occur in
a specific discourse context where they convey linguistic informationinFor
stance, the subject argument often expresses the agent of an aetioa will

tend to refer to a human being. Moreover, subjects typically express tlee top
of the sentence and will tend to be realized by a definite nominal. These types
of generalizations regarding the linguistic properties of syntactic arguments
express probabilistic, or ‘soft’, constraints, rather than absoluteregants
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on syntactic structure. In language data, we observe frequenatseiifethe
realization of syntactic arguments and a range of linguistic studies emphasize
the correlation between syntactic function and various linguistic properties,
such as animacy and definiteness. These properties are recurrinngy @ess-
linguistic studies where they determine argument differentiation to varying de-
grees in different languages.

The realization of a predicate-argument structure is furthermore subject
surface-oriented and often language-specific restrictions relating ri ove
der and morphology. In many languages, the structural expressigntaictic
arguments exhibits variation. The Scandinavian languages, for instairece,
characterized by a rigid verb placement and a certain degree of variation
the positioning of syntactic arguments. Work in syntactic theory which sepa-
rates the function-argument structure from its structural realization higklig
exactly the mediating role of arguments between semantics and morphosyntax.

An understanding of the influence of different linguistic factors and their
interaction in argument differentiation clearly calls for a principled modeling
of soft constraints and the frequency effects which these incur in &geu
data. Semantic properties of verbs and their relation to syntactic realization
have been given much attention both in theoretical and computational linguis-
tic studies. The central status of the predicate as syntactic head, selexting a
governing its arguments, is hardly under dispute. However, a focusgungin
tic properties of syntactic arguments is important, both from a theoretical and
a more practical or applied point of view. The study of properties ofraggus
and their influence in argument differentiation highlights cross-linguistic ten-
dencies in the relation between syntax and semantics. It furthermore raises
theoretically relevant questions regarding the modeling of these insights, the
interaction between levels of linguistic analysis and the relation between theo-
retical results and practical applications.

1.2 Data-driven models

Recent decades have withessed an empirical shift in the field of compatation
linguistics. New types and quantities of data have enabled new types of gen-
eralizations, and empirical, data-driven models are by now widely used. A
defining property of these models is found in the systematic combination and
weighting of different sources of evidence. In the processing ofraktan-
guage, the ability to generalize over complex interrelationships has provided
impressive results for a range of different NLP tasks.

A central theorem in machine learning theory emphasizes the fact that all
learning requires a bias, that is, the learning problem must be definedhrasu
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way as to make generalization possible. Different machine learning algorithms
come with different biases and an understanding of the way in which thehsea

for the most likely hypothesis is performed is important in order to understand
the results. Moreover, in order for learning to take place, the input dasa mu
be represented in such a way as to capture useful distinctions. Themetdc
features employed in the representation of the training data can have dramatic
effects on results.

There exists a pronounced interest in a deeper understanding obthis re
obtained using data-driven methods and how these relate to generalizations
from more theoretically oriented work. Empirical methods have gained mo-
mentum also in theoretical linguistics in recent years, where important insights
revolve around the role and theoretical interpretation of language dathean
modeling thereof. The exchange of insights and results constitutes an impor-
tant step for further advancement of the study of natural languagessimg
and linguistics in general. It is clear, however, that such an undeistanet
quires an understanding of the data-driven models themselves as wel as th
implications of various representational choices. In the modeling of natural
language, it is certainly not always the case that the most linguistically in-
formed system is also the best performing system. Data-driven modetdylarg
being probabilistic, furthermore have a reputation for being chaotic afid dif
cult to interpret. In this respect, theoretically motivated hypotheses riegard
linguistic analysis may provide a clarifying perspective.

1.3 Modeling argument differentiation

In this thesis, we propose that argument differentiation should be stusiiegl u
data-driven methods which highlight the direct relationship betweendrexyu
distributions in language data and linguistic categories. The commitment is
strictly empirical in that we will not explicitly formulate a set of constraints or

a grammar for the interpretation of syntactic arguments. Rather, the focus will
be on an explicit formulation and evaluation of a learning bias in terms of lin-
guistically motivated features and evaluation of these. We will investigate the
linguistic factors involved in argument differentiation, from two differeatp
spectives, both highlighting different aspects of syntactic argumentandd

the relation between linguistic theory and model.

Animacy is a linguistic property which has been claimed to be an impor-
tant factor in argument differentiation both in cross-linguistic studies and in
psycholinguistic work. If this assumption is correct, we may hypothesize that
differentiated arguments should provide important clues with respect to the
property of animacy. In this thesis, we will investigate lexical acquisition of
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animacy information based on syntactic, distributional features. By denera
izing over the syntactic distribution of individual noun tokens, we may study
linguistic properties of syntactic arguments irrespective of their specHic re
alization in a particular sentence. In this way we may capture empirical fre-
quency effects in the mapping between syntax and semantics. Through the
application and evaluation of data-driven machine learning methods, we will
investigate theoretical claims regarding the relationship between syntactic ar-
guments and the property of animacy, as well as the robustness and reliability
of such correlations. The focus is thus on the relation of syntactic argemen
to lexical semantics, and the types of generalizations which can be obtained
under current distributional approaches to computational semantics.

The more abstract task of argument differentiation can be directly linked
to the practical task of automatic syntactic parsing. We propose that the task
of argument disambiguation in a data-driven system provides us with a set-
ting where the effect of various linguistic properties may be tested, and their
interaction studied experimentally. In this respect, the property of being data
driven, as opposed to grammar-driven, allows for argument diffiatéan to
be directly acquired through frequency of language use and with minimal the
oretical assumptions. It enables an investigation of the relation of syntactic
arguments to semantic interpretation, as well as to explicit, formal marking
such as case and word order. Moreover, we may investigate whethtasthe
of argument disambiguation can be improved by theoretically informed fea-
tures and error analysis.

The overall research questions addresses in this thesis may be formulated
as follows:

1. How are syntactic arguments differentiated?

e Which linguistic properties differentiate arguments?
e How do linguistic properties interact to differentiate an argument?

2. How may we capture argument differentiation in data-driven models of
language? What are the effects?

The two main questions posed above are addressed throughout thisatigesis
can be viewed as constituting the central motivation behind the work présente
here. Following from these, several more specific research questithrize
posed during the course of the thesis which serve to further elucidatepile to
of argument differentiation and its data-driven modeling.
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1.4 Assumptions and scope of the thesis

The main languages in focus in this thesis are Scandindy@anguages,
exemplified primarily by Swedish and Norwegian. The phenomena studied are
not, however, limited to Swedish or Norwegian and we provide examples from
arange of languages. The Scandinavian type languages exhibit sopestj@s
which make them interestingly different from English, while still being similar
enough to warrant comparison. The case of argument differentiatichesu
upon issues that are relevant for several other languages and oodwoleti-

cal and theoretical issues which are of interest to linguists and computationa
linguists alike.

We aim throughout the thesis at a fairly theory-neutral investigation ofarg
ments and argument differentiation. However, due to the nature of thkeprsb
which the thesis addresses, a certain bias will be present in the theoras wh
are most readily used for exemplification and comparison. These will include
lexicalisttheories, due to the link to lexical semantics awath-modulartheo-
ries, due to the mixed nature of the constraints taken from the syntax-sesnantic
interface.

1.5 Outline of the thesis

The thesis is organized into three parts, where the two central part$l, &zt
I, are largely independent and may be read separately.

Part I: Background

provides the relevant background by introducing the theoretical terngpolo
as well as models and resources employed in the ensuing parts of the thesis.
Chapter 2: Soft constraintsddresses notions of soft, probabilistic constraints
in linguistic theory. We discuss the role of frequency in the study of languag
and introduce the notion of soft, probabilistic constraints on language. The
effect of incrementality on linguistic generalizations further leads us to the
notion of linguistic ambiguity which is central to computational language pro-
cessing, and syntactic parsing in particular. Finally, we discuss the ndtion o
gradience and, more specifically, gradience in linguistic categories.

Chapter 3: Linguistic dimensions of argument differentiatsarts out by in-
troducing the notion of argumenthood in linguistics, as well as establishing
a set of central distinctions within the group of arguments. We further intro-
duce linguistic properties which have been proposed to differentiatecsignta
arguments, in particular the property of animacy, as well as definitenéss an
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referentiality. We present evidence from linguistic studies providingseros
linguistic, as well as psycholinguistic and empirical support for the role of
these properties in argument differentiation.

Chapter 4: Properties of Scandinavian morphosyrdascribes some relevant
properties of the Scandinavian languages, with a particular focus on the mo
phological and structural expression of syntactic arguments.

Chapter 5: Resourcedescribes the corpora and resources employed for ma-
chine learning and parsing in the following two parts of the thesis. We provide
a brief introduction to dependency representations, which will be ceintral
Part Ill of the thesis. We also discuss some important distinctions in machine
learning of linguistic data and present decision tree learning, memorygbase
learning and clustering.

Part II: Lexical Acquisition

concerns lexical acquisition of animacy information, with focus on the task of
animacy classification. We briefly introduce the area of lexical acquisitidn an
previous work which has focused on the relation between syntax anchsema
tics.

Chapter 6: Acquiring animacy — experimental exploratfimesents a detailed
study of animacy classification which investigates theoretical and practical is
sues including a definition of the learning task, feature selection and extrac
tion, results, robustness to data sparseness and implications for the choice
machine learning algorithm.

Chapter 7: Acquiring animacy — scaling uigals with the scaling up of lexical
acquisition of animacy information. We discuss schemes for animacy annota-
tion and our requirements on such annotation. We experiment with a general-
ization of the results from chapter 6 in the application of animacy classification
to a new data set in a different, although closely related, language. We dis-
cuss issues of data representation, data sparsity, class distribution emdena
learning algorithm further and provide a quantitative evaluation of the method
as well as in-depth feature and error analysis.

Part 11l: Parsing

presents experiments in argument disambiguation, with a focus on linguistic
features relating to argument differentiation. We introduce data-drieperd
dency parsing and motivate its use in the study of argument differentiation.
Chapter 8: Argument disambiguation in data-driven dependency ppssamts
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out by defining a methodology for error analysis of parse results. \dt&epd

to apply the methodology to a baseline parser for Swedish. We discuss the
types of generalizations which are acquired regarding syntactic argsiaueh
furthermore relate the errors to properties of argument expressioraimiBsc
navian type languages.

Chapter 9: Parsing with linguistic featurasvestigates the effect of theoreti-
cally motivated linguistic features on the analysis of syntactic arguments. We
present a range of experiments evaluating the effect of differentisiiguali-
mensions in terms of overall parse results, as well as on argument disambigu
tion in particular. We furthermore evaluate the effect of different paysmper-

ties on the results and discuss scalability in terms of parsing with automatically
acquired features.

Chapter 10: Concluding remarksoncludes the thesis by outlining its main
contributions and directions for future work.
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SOFT CONSTRAINTS

The surge of empiricism characterising the last decades in the field of eompu
tational linguistics has also influenced the field of theoretical linguistics. The
availability of large corpora and fairly good automatic annotation thereef pro
vides the possibility to make new types of generalizations about language and
language use. Dealing with real language with all its imperfections and mas-
sive variation has sparked an interest in more empirically motivated methods
and models also within theoretical linguistics. In particular, the strict comp-
etence-performance dichotomy has been called into question. The main con-
cern is that the traditional categorical distinctions are unsatisfactory in their
coverage: “there is a growing interest in the relatively unexplored gnadie
middle ground, and a growing realization that concentrating on the extrdmes o
continua leaves half the phenomena unexplored and unexplained” (Bgd, H
and Jannedy 2003: 1).

Based on work in both computational, theoretical and experimental linguis-
tics, this chapter discusses a discernable shift in the view of human lasmguag
and the modeling thereof. In particular, this shift is characterized by an ac
knowledgement that bridging the divide between studies of competence and
studies of performance can be fruitful in unifying insights obtained in the var
ious subfields of linguistics. Empirical investigations of language rely on the
use of new types of data, in particufegquencyof language use. The modeling
of these results express probabilistic grammasofif constraint®n linguistic
structure. The role of constraints in language processing and, in partithe
notion ofincrementalityraise further questions about the nature of constraints
and their interaction. A probabilistic view of language furthermore engads
dienceof grammaticality, as well as linguistic categories in general.

2.1 Frequency

The data-driven methods prevalent in current computational linguisticgore
a large extent on statistical modeling where frequency of usage is employed



12 Soft constraints

to approximate probabilities. An interesting question is whether frequency in
language and modeling thereof expresses generalizations of interestdo mo
theoretically oriented linguists as well. Frequency has first and foreneest b
viewed as a property of performance or languageand frequency effects are
found within all areas of linguistic realization. In the following we examine
the role of frequency in linguistic theory, with particular focus on freayen

as theoretical data, its role in language processing and in modeling of both
practical, theoretical and experimental results.

2.1.1 Frequency as linguistic evidence

The view of what constitutes linguistic evidence is one distinguishing factor
between largely rationalist and empiricist approaches to the study of human
language. The rationalist view of linguistic theory, with inspiration taken from
the natural sciences, sees the main task as the modeling of our internak-linguis
tic knowledge, or competence, and introspection is considered suffaient
dence to this end. Strictly empiricist approaches, on the other hand, eonsid
real language data to be paramount and the primary object of studyeaot n
essarily attempting generalization across data sets. Within the area of corpus
linguistics, the study of linguistic phenomena is synonymous with the study
of frequency distributions in language use and corpus data is widely eatpbloy
within a range of sub-disciplines of linguistics, e.g. lexicography, socialgig

tics, spoken language etc. (McEnery and Wilson 1996). This empiriasisfo

on properties of naturally occurring data has been viewed as irrecblecila
with the rationalist goals. The strict division between rationalism and empiri-
cism is admittedly an oversimplification. Most current day linguists employ
both kinds of data in their theoretical and/or descriptive work. Howeter,
extent to which properties observed in the data form part of a compsleen
model with testable consequences is not always explicitly clear.

Recent syntactic work within Optimality Theory (OGThas exploited a
gradient notion ofmarkednesexpressed through a set of ranked, universal
constraints and has promoted the idea that “soft constraints mirror hard co
straints” (Bresnan, Dingare and Manning 2001: 1); linguistic genetalizs
which incur categorical effects in some languages show up as strongjcahtis
tendencies in other languages. This certainly calls the competencerpainice
dichotomy into question and in particular, the effect that the very same-gener
alizations should form part of linguistic competence for the speakersef on
language but be considered mere performance effects in anothgardpesal

1See the introductory sections in Kager 1999 for an introduction to the maitstefOT.
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that a probabilistic grammar might be an alternative which provides a compre-
hensive model of these facts and thus cuts across the traditional congeten
performance divide has emerged.

The idea that some linguistic generalizations are reducible to frequency
of use is not new. The work within OT mentioned above, has adopted from
functional and typological work the notion of markedness, which is based
“asymmetrical or unequal grammatical properties of otherwise equal lifiguis
elements” (Croft 2003: 87), where the more unmarked an element is, tlee mor
natural and typical it is. Frequency is clearly related to the notion of marked
ness and often figures as a criterion for this distinction (Croft 1990)ast
been argued, however, that this notion of markedness may simply besceduc
to differential frequency of language use (Haspelmath 2006). Ratherith
troducing the additional notion of markedness to account for thesednegu
effects, we should refer directly to frequency as the determining factor.

Frequency as the central explaining factor is found in largely nonrgéne,
usage-based accounts (Barlow and Kemmer 2000; Bybee and HdjiE)y, 2
where the key role of frequency is linked to linguistic induction or learning.
Starting from the same generalization that phenomena are frequent to vary-
ing degrees in different languages and calling the competence-perficema
distinction into question, we see that it is possible to arrive at an alternative
conclusion, namely that it is all performance.

In general we can see that the role of frequency effects in langadggsr
the issue of the balance between learning and innateness, i.e. how much of
our linguistic knowledge is acquired and how much is innate? In this respect
we may view the mainstream generative paradigm and the usage-based ap-
proaches mentioned above as representing extreme oppositions. Redent
discussing the theoretical implications of data-driven models, highlights the
use of machine learning to assess hypotheses regarding languagstiacqu
and the so-called ‘poverty of the stimulus’ argument for innateness {happ
and Shieber 2007). Investigations into the relationship between syntaatie str
ture and lexical semantics, and, in particular verbal semantic classes, hav
furthermore highlighted the use of machine learning methods over freguenc
distributions in language to test linguistic hypotheses (Merlo and Stevenson
2004).

2The type of markedness argument certainly has a flair of circularitgteament is unmarked
because it is frequent and frequent because it is unmarked.
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2.1.2 The mental status of frequency

Within psycholinguistics it has long been recognized that frequency plays a
key role in human language processing and, furthermore, it is largelyedlie
that language processing is probabilistic (Jurafsky 2003). Freguerxbeen
shown to be an important factor in several areas of language comgiehen
(Jurafsky 2003%:

AccessFrequent lexical items are accessed, hence processed, faster.

Disambiguation The frequency of various interpretations influences process-
ing of ambiguity.

Processing difficulty Low-frequent interpretations cause processing difficul-
ties.

These frequency effects are mostly connected to lexical form, i.e., voond f
or category, or lexical semantics. For instance, it has been showmaqateht
words are processed faster. With respect to lexical ambiguities, studies in
cate that use of the most frequent morphological category or mosteineéqu
sense of a lexeme stands in a direct relation to processing time. With respect
to structural ambiguities in language comprehension, subcategorizata fra
probabilities have been related to parsing difficulties in notorious gard#n-p
sentences, such as, e.Bhe horse raced past the barn fedee section 2.3.1.
Efforts to link results from empirically oriented, theoretical work with psy-
cholinguistic evidence have highlighted the role of frequency also in grodu
tion, in particular with respect to variation or syntaatimice Bresnan (2006)
presents results from forced continuation experiments on the dativeaaltern
tion and argues that the same set of soft, probabilistic, constraints whieh we
shown to correlate with the choice of dative construction in corpus studies
(Bresnan and Nikitina 2007; Bresnan et al. 2005) are also active indige{u
ments of language users. This indicates that language users have detavi¢d
edge on the interaction of constraints and Bresnan (2006) conclateswhat
controversially, that syntactic knowledge is in fact probabilistic in nature.

2.1.3 Frequency and modeling

Frequency effects in language lend themselves readily to probabilistic mod-
eling and provide empirical estimates for probabilistic model parameters. In

3Jurafsky (2003) reasons that these phenomena are influengedtability and goes on to
present evidence from experiments showing the effect of raw émcjas or conditional proba-
bilities estimated by frequencies.
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computational linguistics, probabilistic modeling based on language frequen-
cies has permeated practically all areas of anafySigchastic models, such

as Hidden Markov models (HMMs) and Bayesian classifiers have beeywid
employed in word-based tasks such as part-of-speech tagging adéerse
disambiguation. In parsing, probabilistic extensions of classical grammar fo
malisms, such as probabilistic context-free grammars (PCFGs) (Charréék 19
and the lexicalized successors in various incarnations (Collins 1996y- Cha
niak 1997; Bikel 2004), have dominated the constituent-based apg®ach
to parsing. Central to this development has been the use of syntactically an-
notated corpora, dreebankgAbeillé 2003) and parameter estimation from
treebanks. The use of statistical inference in induction of information from
corpus data constitutes an integral part of most NLP systems, recaséingea r

of complex problems, such as named-entity tagging (Tjong Kim Sang 2002b),
phrase detection/chunking (Tjong Kim Sang and Buchholz 2000), marsin
(Buchholz and Marsi 2006; Nivre et al. 2007) and semantic role labglag

reras and Marquez 2005) as classification problems.

Probabilistic models have also been widely employed to model human lan-
guage processing. The primary concern is that these models shouldeprov
realistic approximations of the language processing task and, in particular,
be predictive of the types of processing effects indicated by experihrenta
sults. For the processing of lexical ambiguities, HMMs have been employed
and syntactic ambiguities have been modeled employing probabilistic exten-
sions of grammars, such as probabilistic context-free grammars (PCH&s).
processing difficulties observed in conjunction with the garden-path ssgen
mentioned above, so-called ‘reanalysis’, can then be directly related to the
presence of an additional rule with a small probability in the reanalysis. Fur-
thermore, within the area of language acquisition, probabilistic modeling is
common and the learning problem can be formulated as acquisition of a set of
weighted constraints through exposure to linguistic data, expressingracon
tionist, functionalist view of language, (see, e.g., Seidenberg and Mad®o
1989).

Within theoretical linguistics, the probabilistic modeling of frequencies has
mostly been descriptive, for instance in testing statistical significance af distr
butional differences. To a certain extent, probabilistic models have atso be
employed to test the strength of various correlations by means of logistic re-
gression models in particular, (see, e.g., Bresnan et al. 2005; RahRoén

4See Manning and Schiitze 1999 for an overview.

5Note however that lexicalized parsers necessarily rely on advandetidees for smooth-
ing of sparse data, hence maximum likelihood estimation is not sufficiemgai@meter esti-
mation. One common technique is to markovize the rules (Collins 1999; KieirVianning
2003).
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Bouma 2008). Probabilistic models also provide a method for modeling the in-
teraction of probabilities over syntactic structure without necessarily dgsman
ing a rebuttal of the tools of formal syntactic models and frameworks devel-
oped over a long period of time. A simple example is a probabilistic context-
free grammar which conditions the probability of a sentence on the probabil-
ities of its subtrees. However, more sophisticated theories of syntax based
a notion of probability have also been proposed (Bod 1998). In thewtiese
grammatical generalizations are expressed as constraints on structses, th
constraints may themselves be associated with probabilities (or ‘weights’) and
their interaction modeled using probabilistic models. Within the framework of
Optimality Theory there has been a substantial amount of work in recerst yea
on probabilistic formulations of constraint interaction.

2.2 Constraints

Generally speaking, a constraint restricts a solution, usually by provaling
condition which must be fulfilled. Constraint-based theories are centragin th
theoretical and psycholinguistic modeling of syntactic structure. Howpkaw;

erties of the constraints employed differ in a way that corresponds with the
object of study and the data employed to do so. In theoretical linguistics, the
constraints are generally assumed to be absolute and based on strict gram-
maticality judgements, whereas experimental results indicate the use of prob-
abilistic constraints in human language processing. Recent work in thedretic
linguistics, however, opens up for a reconsideration of propertiesrstraints

as a reflection of linguistic knowledge.

2.2.1 The status of constraints

Within the discourse of syntactic formalisms, the term ‘constraint’ has been
widely used. Constraint-based theories such as Head-Driven Phitras¢ure
Grammar (HPSG) (Pollard and Sag 1994; Sag, Wasow and Bender 2003)
and Lexical Functional Grammar (LFG) (Kaplan and Bresnan 1982;s-Bre
nan 2001), are often contrasted with derivational theories, suchai@oent

and Binding (Chomsky 1981) and Minimalism (Chomsky 1995). One of the
main differences between the two is situated in the view of syntactic struc-
ture as constructed or ultimately constrained. Central to a notion of corstrain
based syntax is the idea that constraints limit the number of possible grammat-
ical structures in a way that corresponds to the system modeled, namely our
linguistic competence. The constraint-based theories place much of the con-
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straining power in the lexicon, where constraints in lexical entries restect th
possible combinatory space in syntactic structure. In much the same way that
derivational theories associate restrictions in terms of structural posiiong

with movement, constraint satisfaction in constraint-based theories is dssure
by means of unification. The constraints atesolutein the sense that they
impose requirements on structure which must be fulfilled.

Optimality Theory (OT) operates with a somewhat different view of con-
straints. Here the constraints arlable, or ‘soft’, but strictly ranked with
respect to each other and a violation of a constraint is possible only todulfil
constraint that is higher in rank. The interaction of constraints in a rariking
therefore the key to understanding the difference between the two naotions
constraints. The principal notion of a constraint as a “structural reoquent
that may be either satisfied or violated by an output form” (Kager 1999: 9) is
thus not shared by the two directions outlined above, since constrainti®inla
excludes any output form in the constraint-based theories.

The effect of the constraints on linguistic structure, whether absolute or
ranked and violable, however, is common to both of the types of constraint-
based theories outlined above. In OT-terms, there is only one outpubyor a
given input — both the constraint-based theories and OT operate with-a cate
gorical notion of grammaticality. It does not make sense within these theories
to speak about varying acceptability of different constructions or asitpu

2.2.2 Soft constraints

In contrast to the view of constraints presented above, recent worki@ib
timality Theory has focused on the use of soft, in the sense ‘probabilistic’
or ‘weighted’, constraints. In line with the shift towards empirical methods in
computational linguistics, focus on the relationship between language ahta an
(OT) grammars has resulted in work on acquisition of constraint rankiogs f
corpus data.

Constraints in an OT grammar are ranked in a hierarchy of dominance,
related througlstrict domination(Kager 1999: 22):

Strict domination: Violation of higher ranked constraints cannot be compen-
sated for by satisfaction of lower-ranked constraints.

It follows from the above definition that i) constraint ranking is strict, not
variable and ii) constraint violations are non-cumulative. The work oty sof
weighted constraints in OT challenges both of these entailments.

Soft constraints were initially introduced in OT to model linguistic variation
(Boersma and Hayes 2001; Goldwater and Johnson 2003), but baeais
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applied to syntactic variation (Bresnan and Nikitina 2007; Bresnan, Déngar
and Manning 2001; @vrelid 2004). In order to account for more tham on
possible output for a given input, i.e., linguistic variation, constraints may be
defined over a continuous scale, where the distance between the taassra
proportional to their fixedness in rank. The ranks or weights of canssrare
acquired from language data and thus reflect the frequency distribdtiand
in the daté Goldwater and Johnson (2003) make use of a Maximum Entropy
model to learn constraint weights and model constraint interaction.

The use of a Maximum Entropy model for modeling constraint interaction
brings us to the second entailment above, namely the isscenatilativity It
is one of the main tenets of OT that no amount of violations of a lower ranked
constraint can cancel out a violation of a higher ranked constraint.i§ hist,
however, a property of most probabilistic models where cost computatiens o
ten are additive. Jager and Rosenbach (2006) discuss models ifgioram
OT and put forward empirical evidence for cumulativity in the syntactic varia
tion of the English genitive alternation. The view is of the alternation as prob-
abilistic variation and statistical tendencies in language data are employed as
evidence.A distinction between soft and hard constraints has furthebmere
introduced in modeling of experimental judgement data, where these are pro
posed to differ in the observable effect that their violations incur on tlagve
acceptability of a sentence (Keller 2000).

We thus observe two notions of ‘soft constraint’ emerging in recent dis-
course, where the main difference between the two is found in constraant in
action:

Standard OT Constraints are soft in the sense that they may be violated and
are strictly ranked. This is the standard sense of a soft constraint which
distinguishes between the view of constraints within OT and other con-
straint-based theoriés.

6\We may note, however, that the modeling of linguistic variation does nassecily de-
mand the introduction of probabilistic constraints, although, within an OT seitidges entail
relaxation of the demand for strict ranking. Proposals have been thatlemploy unranked
constraints, however, still ordinal as in standard OT (Anttila 1997). Euantbre, the introduc-
tion of probabilistic constraints does not necessitate variable rankinglefjaécal OT system
with a strict ranking of constraints within a probabilistic setting simply constitutesxé&reme
where all constraints are ranked so far apart as to be non-interacting.

"Keller (2000) proposes a version of Optimality Theory, Linear Optimalitgdty (LOT),
where constraints come in two flavours — soft and hard. The weighticgradtraints in LOT
models numerical acceptability data from Magnitude Estimation experimBatd,(Robertson
and Sorace 1996). Unlike the work discussed above, however, Ketlaes that the status of
a constraint as soft/hard is not susceptible to cross-linguistic variatiorgahstraint is soft in
one language, it is soft in another too. So rather than allowing for the anftdistinction to
follow directly from the weighting of constraints, it is stipulated independergly aniversal
property of the constraints.

8\We may note, however, that OT and constraint-based theories like HRGG& should
not be viewed as competitors due to the fact that they operate on diffevefs. OT is a theory
of constraint interaction and not representation and is fully compatible hitr sepresenta-
tional theories, see for instance work on OT-LFG (Choi 2001; Kuldi120
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Probabilistic OT Constraint interaction is furthermore probabilistic, in the
sense that

e constraints are weighted,
e constraint interaction is stochastic (not strictly ranked),
e constraint interaction is (possibly) cumulative.

Probabilistic OT is thus an extension of Standard OT. We may note that a very
similar development can be found in work on automatic, syntactic parsing. As
an equivalent to the hard notion of constraints discussed above, a livarlof

in dependency parsing proposes disambiguation by boolean constr&aris ta
from various linguistic levels of analysis through constraint propagation in
a constraint network (Maruyama 1990). Extensions of Maruyama’soaph

has included a notion of soft, weighted constraints (Schréder 20023a@nd
work has also been done on machine learning of grammar weights for these
hand-crafted constraints (Schréder et al. 2001). Parsing with d setighted
constraints, where hard constraints are simply constraints located at-the ex
treme end of the scale, recasts the parsing problem apt@mization prob-

lem i.e. locating the best of all possible solutions which maximizes/minimizes
a certain scoring function. The parallel to the constraint interaction gexbo

in OT is obvious when parsing is modeled as an optimization problem where
the search space consists of all possible linguistic analyses (Buch-Knoma
2006).

2.3 Incrementality

Human language processing and modeling thereof is characteriziedrby
mentality data is presented bit by bit, hence analyses are necessarily based
on incomplete evidence. Probabilistic models are typically employed in mod-
eling, providing a model of decision making under uncertainty and based on
incomplete evidence. Effects of incremental language processing haive ty
cally been attributed to performance, along with extra-linguistic factors such
as memory load. However, the interest in probabilistic grammars as discussed
above, opens for a reevaluation of the competence-performance tilistiand

its bearing on linguistic theory building:

We believe not only that grammatical theorists should be interested in
performance modeling, but also that empirical facts about various as-
pects of performance can and should inform the development of the the-
ory of linguistic competence. That is, compatibility with performance
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models should bear on the design of competence grammars. (Sag and
Wasow 2008: 2)

In the following we discuss processing of ambiguity, a problem which hes be
widely studied in both theoretical, computational and experimental linguistics,
hence may be employed to illustrate the demands of incrementality on the
nature of constraints and constraint interaction.

2.3.1 Ambiguity processing

Ambiguity is a property which is characteristic of natural language, distin-
guishing it from formal languages. It consists of a mismatch in the mapping
between form and meaning, where one form corresponds to seveanalnge
(Beaver and Lee 2004). Ambiguities in natural language have been widely
studied within theoretical linguistics, psycholinguistics and computational lin-
guistics. It is a notorious problem within NLP, in particular within the areas of
part-of-speech tagging, syntactic parsing and word sense disambigusiie
biguity has is seen as one of the main reasons “why NLP is difficult” (Manning
and Schitze 1999: 17) and is prevalent at all levels of linguistic analysis.
psycholinguistics, ambiguities have been claimed to increase processing diffi
culty (Frazier 1985) and the study of ambiguity processing has beevrpexd
under the assumption that it can be indicative of the underlying architecture
and mechanisms of the human language faculty.

2.3.1.1 Types of ambiguity

As mentioned, ambiguity is found at all levels of linguistic analysis, ranging
from the level of morphemes, so-callsgncretismto semantic and pragmatic
ambiguities. Ambiguity with respect to syntactic arguments is, however, in
a majority of cases caused by ambiguity in lexical form or in the syntactic
environmen®

Lexical ambiguities are ambiguities associated with lexical units which
have more than one interpretation or meaning. These types of ambiguities are
extremely common, and especially frequent words tend to be polyse@atis.
egorialambiguity is found where a word has several meanings, each associated
with a distinct category or word class. For instarto@ge is both a noun and a

9n section 4.1 we examine examples of syncretism in morphologicalmaséng, which
directly contribute to functional ambiguity.
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verb. Function words are notoriously ambiguous, mgnay be both an infini-

tival marker and a preposition arldat may be a determiner, a demonstrative
pronoun and a complementizer (Wasow, Perfors and Beaver 200&gdza

rial ambiguity has syntactic consequences since the category of a lexinal ite
clearly influences its syntactic behaviour. The example in (1) illustrates the
polysemy of the English noutase and (2) the categorial ambiguity sfrikes
andidle, which both can be used as a as verb, as well as houn or adjective
(Mihalcea 2006):

(1) Drunk gets nine years in violin case
(2) Teacher strikes idle kids

Structuralambiguities are found when a sentence may be assigned more than
one structure. These include PP-attachment ambiguities, as in (3), atadin
ambiguities, as in (4) and noun phrase bracketing ambiguities, as in (5):

(83) The prime minister hit the journalist with a pen
(4) Choose between peas and onions or carrots with the steak

(5) Heis a Danish linguistics teacher

2.3.1.2 Global and local ambiguity

Orthogonal to the types of ambiguity discussed above, and hence lesganil

the source of ambiguity, we may distinguish between global and local ambi-
guity. In the processing of ambiguity in language, and with reference tn-a se
tence, local ambiguity obtains when parts of a sentence is ambiguous ashere
global ambiguity is found when the whole sentence is ambiguous, cf. Y3)-(5
above. Since human language processing is incremental in nature,fduial a
guities can cause processing difficulties, for instance in so-called ypath
sentences:

(6) 1knew the solution to the problem was correct

A garden-path effect is observed when interpretation changes ditneénip-
cremental exposure to a sentence. In (6), the postverbal argumeitiailtyin
interpreted as an object, but must be reanalyzed as subject of a complemen
clause when the second verb is encountered.
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2.3.1.3 Ambiguity resolution

Disambiguation is the process of resolving ambiguities and within NLP many
tasks involve disambiguation in some form. Word sense disambiguation, for
instance, is solely devoted to the resolution of lexical ambiguities, whereas
part-of-speech tagging deals with the subclass of categorial ambiguities. |
syntactic parsing, disambiguation is a crucial task which is dealt with in a vari-
ety of ways. Irrespective of the particular approach to parsing, diggration
can be defined as a “process of reducing the number of analysesessiga
string” (Nivre 2006: 23). In most current approaches to parsinggtashieved
by assigning probabilities to the syntactic structure(s), approximated by fre
guency data from language use. Disambiguation is then performed either as
a post-processing step over the total of analyses, or as an integraf plae
parsing process itself, often in combination with deterministic processing.
The processing of ambiguity has been studied extensively in psycholinguis
tic experiments and has been argued to provide evidence for the mechanisms
of the human language processor. Important topics in this respect hawve b
the role of frequency in lexical ambiguity resolution and the role of various
types of linguistic information in the processing of structural ambiguities. In a
seminal article, MacDonald, Pearlmutter and Seidenberg (1994) propatse
resolution of lexical and structural ambiguities, contrary to earlier assump-
tions, follows the same types of strategies. In particular, language ginges
can be viewed as a constraint satisfaction problem, where interpretatiom-is ¢
strained by a set of largely lexical, probabilistic constraints. Needless/to sa
frequency plays an important role in ambiguity resolution in such a model.

2.3.2 Constraining interpretation

We have earlier discussed how frequency effects can affect sentempre-
hension, as well as how language-specific frequency effects, typisaigned
to the realm of performance, have been claimed to provide evidencedior pr
abilistic grammars of universal competence-oriented constraints. Thg stud
of language comprehension raises further questions regardingripespe a
comprehensive model of grammar, unifying insights from the study of compe
tence and performance alike.

Results from psycholinguistics suggest several properties thatlavame
for grammatical constraints to be “performance-compatible” (Sag andwvaso
2008):

Surface oriented Processing deals with “what is actually there”.
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Non-modular Information from all linguistic levels should interact.

Lexical Individual words should carry information on their combinatory po-
tential, as well as their semantic interpretation.

With respect to the theories of constraints discussed in section 2.2 abeve, w
find that both the constraint-based theories employing absolute constraints,
and OT, which uses violable ranked constraints, are compatible with these de
mands. LFG and HPSG, being theories of representation, are explicaliskic
theories, whereas all three are non-modular in not placing any restgaiion

the type of information which may interact in paraftél.

One might also take the integration of performance-compatible constraints
further and suggest that not only should a grammatical model of compdienc
compatible with the processing of performance data, but it should in fawide
and the same model (Bod 1995, 1998). An important property is then found
the ability to provide an analysis for sentence fragments and a main concern
is that incrementality is incompatible with a categorical notion of grammat-
icality, at least one that is defined by hard, global constraints over ctenple
sentences. OT provides one possible approach for such a modetr{Svev
and Smolensky 2005; de Hoop and Lamers 2006), due to the fact that con
straints under this approach are violable and therefore provide arsanfaly
any input, including sentence-fragments.

2.4 Gradience

Gradience is employed to refer to a range of continuous phenomena in lan-
guage, ranging from morphological and syntactic categories to phooatids.

The idea that the language system is non-categorical has been pronitbiad w
several subdisciplines of linguistics — phonology, sociolinguistics, tygolog
and gradient categories have been examined at all levels of linguistaseapr
tation (Bod, Hay and Jannedy 2003).

2.4.1 Grammaticality
We have discussed the implications of a probabilistic grammar expressed in

terms of constraints on linguistic structure. One implication of such a view is
a gradient notion of grammaticality.

10These theories are ‘lexicalist’ in the sense that they place much of thenaxpig burden
in the lexicon, i.e. the lexical entries contain a majority of the information eged interpret
a sentence. They are also lexicalist in the sense that they adhere to ttiplerof Lexical
Integrity (Bresnan 2001); words are the smallest units of syntactic sisaynd the formation
of words is subject to principles separate from those governing synsaeiittures.
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Whereas, ‘degrees of grammaticalness’ (Chomsky 1965, 1975), hesipla
a certain role in generative theoretical work, there has been no systematic
corporation of such notions in the proposed grammatical models. Manning
(2003) argues for the use of probabilistic models to explain languagéisteuc
and motivates his claims by the following observation:

Categorical linguistic theories claim too much. They place a hard cate-
gorical boundary of grammaticality where really there is a fuzzy edge,
determined by many conflicting constraints. (Manning 2003: 297)

The concern that introduction of probabilities into linguistic theory will intro-
duce chaos is unfounded, according to Manning (2003). Rathevpbalpitistic
grammar can be seen to broaden the scope of linguistic inquiry, and ddimg so
a principled manner. A probabilistic view of grammaticality can thus provide
more fine-grained knowledge about language and the different astaich
interact.

2.4.2 Categories

Linguistic category membership can also be gradient in the sense that elements
are members of a category to various degrees. In general, we finigmgrad
between two categories and3 when their boundaries are blurred. By this we
mean that some elements clearly belongrtand some t@3, whereas a third
group of elements occupy a middle ground between the two. The intermediate
category possesses batHike and-like properties (Aarts 2004).

In work on descriptive grammar it is often recognized that taxonomic re-
quirements of linguistic categories are problematic; elements do not all neatly
fall into a category and some elements have properties of several dategor
For instance, it is well known that providing necessary and sufficieteria
for membership in part-of-speech classes is difficult and a view of thiése c
ria as graded, or weighted, was proposed as early as in CrystalR@6dtype
theory, following influence from psychology, has been influential in cognitive
linguistics (Lakoff and Johnson 1980; Lakoff 1987) and promotesipedy
the idea that membership in a category is not absolute, but rather a matter
of gradience. Moreover, gradience is defined with reference totatgpical
member of a category.

One response to graded phenomena which maintains a sense of categoricity
is the introduction of split categories. For instance, in LFG, phrasal caésy
may be both functional and lexical in terms of the notion of ‘co-heads’, and
HPSG allows for multiple inheritance in type hierarchies.
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2.5 Conclusion

The empirical shift mentioned initially is evident in work ranging from the-
oretical and experimental approaches to computational modeling of natural
language. The work described in this thesis adheres to an empiricist methodo
ogy, focusing on the essential role of language data in linguistic investigation
Furthermore, we ascribe to a view of language where linguistic structuee is d
termined by a set of, possibly conflicting, constraints. In chapter 3 wmievea

the linguistic dimensions of argument differentiation, an area which has been
proposed to be influenced by constraints on linguistic structure which show

as frequency effects in a range of different languages. The mais qiathis
thesis will be devoted to the investigation and computational modeling of argu-
ment differentiation. In particular, we employ data-driven models takem fro
computational linguistics, which support a direct relation between frezyuen
of language use and linguistic categories.

Data-driven models rely on statistical inference over language data, com-
bining different sources of information and can in this respect be seex-to
press soft, probabilistic constraints. Within the area of syntactic parsing, ¢
putational models of incremental parsing may be studied to elucidate proper-
ties of constraints further. In chapter 8, we introduce data-driveertigncy
parsing (Nivre 2006) as an instantiation of such a model. We will study-argu
ment disambiguation and investigate the effect of various types of linguistic
information. The linguistic features employed in the study of argument dis-
ambiguation in chapter 9 are theoretically motivated and furthermore surface
oriented, lexical and non-modular.

The direct relationship in data-driven models between frequency of lan-
guage use and categories furthermore enables a study of gradieaseill\W
in the following chapters discuss categorial gradience in several pkogsn
particular with respect to semantic properties, such as animacy and sedéction
restrictions.






LINGUISTIC DIMENSIONS
OF ARGUMENT
DIFFERENTIATION

This chapter presents argument differentiation and its linguistic dimensions.
We start out by briefly introducing the notion of argumenthood and discuss
some further distinctions within the category of arguments. The introduction
of the term ‘argument differentiation’ is motivated and we go on to discuss
several linguistic factors which have been proposed to differentiateckeetw
the arguments of a sentence. We discuss the factors independently| as we
their interaction in the context of argument differentiation. This chapter thus
introduces terminology which will be employed in the following and provides
theoretical motivation for the linguistic properties which will be investigated
in Part Il and Part Il of the thesis.

3.1 Arguments

A distinction betweerargumentsandnon-argumentss made in some form or
other in all syntactic theorie's. The distinction can be expressed through struc-
tural asymmetry or stipulated for theories where grammatical functions are
primitives in representation. For instance, in LFG (Kaplan and Bresnag; 19
Bresnan 2001), grammatical functions are primitive concepts and argsimen
or governable functionss(BJ, OBJ, OBJy, OBLg, COMP, XCOMP) are distin-
guished from non-arguments or modifiersdD(, XADJ). HPSG (Pollard and
Sag 1994; Sag, Wasow and Bender 2003) similarly distinguishes the yalenc
features $¢PR compP9 from modifiers @oD). In most versions of dependency
grammar, (see, e.g, Mélik 1988; Hudson 1990), grammatical functions are
also primitive notions and not derived through structural positfon.

Regardless of notation, the notion of argumenthood is important in syntac-
tic theory and is closely related to the semantic interpretation of a sentence.

Iwe adopt the more theory-neutral term of ‘non-argument’, rather #@junct’, which is
closely connected to the structural operation of adjunction.
12For a brief introduction to dependency grammar, see section 5.1.1.
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Dalrymple (2001) cites Dowty (1982) in proposing two tests for argument-
hood:

(7) Tests for argumenthood (Dowty 1982):

(i) Entailment - the existence of an argument is entailed by the
predicate

(i) Subcategorization - arguments are obligatory, non-arguments are
optional

These two tests decompose the notion of an argument, positioning it in the
syntax-semantics interface. The entailments of a predicate are closelgrelate
to the argument structure of a predicate, which characterize the cdre-par
pants, or thematic roles, involved in an event. The subcategorization oba ve
relates to the obligatoriness of an argument, hence constrains the syrgactic r
alization of the event. Neither test, however, provides a sufficient critdaryo
which to distinguish arguments from non-arguments. The entailment test is not
strict enough, for instance allowing for time adverbials to be arguments since
all events entail a location in time and space. The subcategorization test, on the
other hand, is too strict in excluding, for instance, arguments of verbgdike
which may function intransitively. As Dalrymple (2001) notes, both of these
tests still make some valid predictions: “if a phrase is an argument, it is either
obligatorily present or it is entailed by the predicate. If a phrase is a mqdifier
it can be omitted” (Dalrymple 2001: 13§.Other tests for the argument/non-
argument distinction include iteration and reordering of non-argumentg (Sa
Wasow and Bender 2003).

Cross-linguistic generalizations relating to grammatical functions often make
reference to a hierarchy, such as the one in (8) below (Keenan amdi€Co
1977; Bresnan 2001

13Due to the amount of variation exhibited by different verbs in their suljcsization
frames, Manning (2003) proposes a probabilistic view of argumendthaccording to which
the exceptions from tests like the ones in 7 simply represent less protdtygidiely, argu-
ments.

14The hierarchy in (8) is taken from Bresnan 2001 and differs from tiginal hierarchy
(Keenan and Comrie 1977) in the inventory of object functions. Ke@mehComrie (1977)
employ the distinction between direct and indirect objects, and impose tlegirtg 0BJ >
10BJ on these. This distinction takes semantic role to be indicative of functiongemgs
together the theme object of a ditransitive verb with the object of a morsitikenverb. An
alternative distinction is made betweprimary andsecondaryobjects in typological work on
grammatical functions (Dryer 1986) and is also the main distinction madE®) WwhereosJf
is the secondary object. It is argued that in many languages indexatiaraaa-marking group
the indirect object with the monotransitive object (primary objects) aratsrhese as distinct
from the secondary (direct) object in ditransitive constructions. Endlesh been argued to
follow both of these, with evidence in the dative alternation illustrated in (1Q)-(
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(8) sSuBJ> 0OBJ> 0OBJg > OBL > COMP > ADJ

The main idea behind such a hierarchy is that a generalization which applies
to an element on the scale will also apply to the elements to the left'®f it.
Grammatical hierarchies may also be interpreted as expressing the relative
prominenceof the ranked elements. In this case, prominence can be defined
structurally, but recent proposals have highlighted highly ranked elesnasn
being cognitively accessible, see section 3.6 below.

We distinguish betweenore and non-coreargument functions (Bresnan
2001). Subjects and objects (direct and indirect) are the core funotibieseas
various oblique functions, as well as clausal complements, are nonRioze
nomena which differentiate core from non-core arguments are possitfitities
verb agreement, anaphoric binding patterns and control (Dalrymple.2001

There are also reasons to distinguish the subject relation from those of the
other argument relations, as teternalargument. The external argumentis in
theories such as HPSG assigned a relat&amR), which groups it with deter-
miners. This is a clear feature structure translation of the structural asyynmetr
expressed irK theory as holding between specifiers and complements. The
differentiation of the subject from the other argument functions, howyéve
not only based on structural assumptions. Subjects exhibit linguistic prope
ties which differentiate them from the other argument functions, suchestdir
objects. Phenomena which only the subject participates in thus have a “cut-
off point” after the first element in the hierarchy. These phenomena iaclud
verb agreement in a range of languages (including English), hondidficia
Japanese, as well as raising and control phenorifena.

We introduce the termargument differentiatiorand will in the following
employ it as a neutral cover term to denote the process by which arguments
are distinguished along one or more linguistic dimensions. The rationale be-
hind the introduction of this term reflects the mediating status of arguments
between syntax and semantics. First of all, argument differentiation will be
employed as neutral with respect to theory or application, as opposedi® ter
like ‘interpretation’ or ‘disambiguation’, which are more or less theoretindl a
applied terms, respectively. We also, as mentioned initially, wish to maintain a
non-modular orientation in the following, and argument differentiation resflec
this orientation in not taking syntactic or semantic evidence to be primary. This
allows us to generalize over mapping from meaning to form, as expressed by
‘realization’, and from form to meaning, known as ‘interpretation’, adl a&

15The particular hierarchy in 8 relates to accessibility of grammatical fursfanrelativiza-
tion, e.g. if direct objects may be relativized in a language, then it will aéspdssible to rela-
tivize the grammatical subject etc. The original hierarchy also includriige modification.
181t is only the subject of the subordinate clause which may be raised toded.
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terminology employed in work on psycholinguistic processing, e.g., ‘produc
tion’ and ‘comprehension’. We will employ the above terms when appropriate
to make clear the exact application in the specific context.

3.2 Animacy

The dimension of animacy roughly distinguishes between entities which are
alive and entities which are not, however, other distinctions are also ntleva
and the animacy dimension is often viewed as a continuum. Animacy is a
grammatical factor in a range of languages and is closely related to argument
realization and differentiation. In this section we examine how animacy influ-
ences language, with focus on argument differentiation, and we fortrer
examine some properties of the category of animacy itself.

The effect of animacy in linguistic phenomena has been noted severasplac
in the literature and we provide a few examples of this below. For a more
detailed overview, see Yamamoto 1999. Typological work on animacy often
makes reference to an animacy hierarchy or scale, following Silverst&it 19
An example of an animacy hierarchy, taken from Aissen 2003, is provided
(9):17

(9) Human> Animate> Inanimate

Evidence for this hierarchy comes from cross-linguistic examination ofethe r
alization of animacy in different languages, and especially of how animacy
motivates morphological and/or functional “splits” in various ways. Tlradesc

in (9) generalizes over phenomena which are influenced by the anim#woy of
referents involved by providing a set of implications following from differe
cut-off points on the hierarchy. For instance, number marking may béisens

to animacy in the sense that elements with human or animate reference ex-
hibit number distinctions not possible for elements with inanimate reference,
as found in, e.g., Tiwi and Kharia (Yamamoto 1999). The phenomenonrknow
as Differential Object Marking (Aissen 2003; Comrie 1989) providestlzer
example, where the morphological case marking of direct objects may be de-
termined by animacy and where different languages exhibit differerdftu
points on the above hierarchy. For instance, in the Dravidian languatpgMa
alam, we find case marking of objects which are human and animate referring
and objects with inanimate reference are unmarked for case.

17Comrie (1989) calls the middle category in the hierardimjmal, whereas Aissen uses the
term Animate As we shall see, the intermediate category need not be limited to animals, bu
rather highlights the gradient nature of the animacy dimension, see s8@idn
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3.2.1 Animacy of arguments

A recent special issue of the linguistic jourrlahgua was dedicated to the
topic of animacy and discusses the role of animacy in natural language from
rather different perspectives, ranging from theoretical and typoabtp exper-
imental studies (de Swart, Lamers and Lestrade 2008). These varispepe
tives all highlight animacy as an influencing factor in argument differentiatio

There is a cross-linguistic tendency for external arguments or subjects to
be human or animate and for objects to be inanimate (Comrie 1989). de Swart,
Lamers and Lestrade (2008) cite examples from languages like Jakadftele w
inanimate subjects are simply ungrammatical, but where human/animate sub-
jects are perfectly grammatical.

We may distinguish between the effectisblatedversusrelative animacy,
that is, whether the animacy of an isolated element determines an effect or
whether it is the animacy of one argument relative to another which creates
an effect in a language. For instance, in the Mayan language MamMaya, a
transitive sentence is ungrammatical if the object is higher in animacy than
the subject, as iThe dog sees the womdde Swart, Lamers and Lestrade
2008). In Navajo, such a construction is clearly avoided and an alteenati
construction The woman is seen by the ddg chosen insteatf In many
languages this tendency is reflected in language data as a frequeraty effe
even though these types of transitive constructions are perfectly graramatic
(Dahl and Fraurud 1996; @vrelid 2004). Following a corpus studyhohacy
in Swedish, Dahl and Fraurud (1996) conclude that:

[M]ore than 97% of all transitive sentences obey the constraint that the
subject should not be lower than the object in animacy. Thus, this con-
straint, which is grammaticalized in a language such as Navajo, could be
said to be approximated statistically in Swedish texts. (Dahl and Fraurud
1996: 53)

Animacy furthermore has an effect on the differentiation of core andaooe
arguments. Bresnan et al. (2005), for instance, argue that animaayins- a
portant factor in the so-called dative alternation in English, clearly inflingnc
the choice between expression the double object construction in (1@hend
prepositional dative structure in (11):

(10) ...gave the prime minister a pen

18Theinverseconstruction in Navajo can be paraphrased by our passive constractibis
expressed by the verbal affbt and employed when the subject is lower in animacy than the
object (Dahl and Fraurud 1996).
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(11) ...gave a pen to the prime minister

3.2.2 Ambiguity resolution

The influence of animacy in both language production and comprehereson h
been widely investigated in psycholinguistic studies. By manipulating the ani-
macy of elements in otherwise controlled environments, the effect of animacy
on syntactic structure may be studied experimentally.

Animacy effects have played an important role in the debate in psycholin-
guistic theory between two different views of language processing and th
modeling thereof — a serial, modular or “syntax-first” model versus a single
stage model, where different kinds of information from different linguilstie
els, such as syntax, semantics and pragmatics, interact. In particulaacthe f
that animacy, being a lexical and semantic property, influences syntactic inte
pretation has been taken as evidence for the latter type of model. Abandionme
of modular processing models has characterized psycholinguistic work in th
last decade, and the use of new types of processing evitfehas enabled
even more detailed results on the use of various information sources during
language processing (Sag and Wasow 2008).

In comprehension studies, animacy has been shown to have a cletoeffec
the resolution of grammatical function ambiguities. The tendency for animate
elements to be syntactically prominent, as discussed in the preceding section, is
shown to provide an important information source in disambiguation. Weck-
erly and Kutas (1999) report results from ERP experiments on the cempre
hension of English object relativdand argue that a probabilistic constraint-
based, interactional model is most appropriate for modeling the influence of
animacy on choice of syntactic structure. They find an early effectiofaay,
independently of the verb, which expresses the clear correlation be@vee
imacy and syntactic function assignment. Inconsistencies between syntactic
and semantic information, following the cross-linguistic tendencies outlined
in the previous section, result in clear experimental effects. Mak, Vonk a
Schriefers (2006) come to similar conclusions after studying the effeant-of
imacy on the processing of Dutch relative clauses using a self-pacgitigea
task. They find that the relative animacy of the entities in question is most

19Event-Related brain Potentials (ERP) and eye-movement tracking anepées of exper-
imental methods which allow for on-line and more precise measuresocegsing activity,
through electrical and muscular activity, respectively.

200bject relative constructions are tested with differing animacy of the eetlaobject, as
well as the subject of the relative clause, ashia poetry that the editor recognized vs.the
editor that the poetry baffled . (Weckerly and Kutas 1999).
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important and can even counteract the usual preference for subjatites
which has a strong influence on processihg.

3.2.3 The nature of animacy effects

There are languages where animacy creates hard, categoricts efigbe re-
alization of arguments. These hard effects are found in particular in tuglen

ing of core arguments through morphology, as in the phenomenon of Differ-
ential Object Marking mentioned above. In most theoretical and experiimenta
work where animacy figures, however, it is claimed to be a soft, probabilistic
constraint on structure, with evidence in frequency effects either pusatata

or in experimental results. Animacy is then argued to influence the choice of
syntactic structure and the realization or interpretation of syntactic arguments

Theoretical studies have examined the influence of animacy in a range
of syntactic constructions in various languages. The focus has in particu
been on various grammatical alternations, such as the active-passiva-alte
tion (Bresnan, Dingare and Manning 2001), the dative alternation iiBres
and Nikitina 2007; Bresnan et al. 2005; Bresnan 2006) and the gealitare
nation (Rosenbach 2003, 2005, 2008). Here, the choice of cofistrig seen
as depending on several factors and central themes in this work is imtestig
ing the effect of these factors by assessing their predictive strendtieasing
them apart with reference to the particular construction under scrutiny.

Experimental studies involving animacy share with the theoretical work
discussed above the assumption that animacy influences the choice a@f synta
tic structure, and, in particular, the differentiation of arguments. Whetber f
the perspective of language production, where the outcome is direcgywabs
able, or from that of comprehension where the chosen analysis stpas u
a response to language data, the probabilistic effect of animacy hasdseen
ported in numerous studies (Branigan, Pickering and Tanaka 2008keviiec
and Kutas 1999; Mak, Vonk and Schriefers 2006).

As we have seen, animacy has a hard effect on the realization of argmumen
in many languages and it is also evident in distributional tendencies in a range
of languages. One possibility which has been explored in recent studies is
the hard and soft effects of animacy are instances of the same constraints
language and that “soft constraints mirror hard constraints” by simply hav

21putch subject and object relative clauses do not differ in word oedgide wandelaars, die
de rots beklommen hebbghe hikers, who climbed the rock’ versds rots, die de wandelaars
beklommen hebbéthe rock, that the hikers climbed’ (Mak, Vonk and Schriefers 2008)s
means that in processing these, the choice of analysis as subject ofr retgdive has to be
made, unlike English where these are structurally unambiguous.
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ing varying strength in different languages (Bresnan, Dingare ancnig
2001). For instance, a language like Lummi has grammaticalized the prefer-
ence for local (1st/2nd person) subjects, where a passive caimtrwith a
demoted local subject is ungrammatical. In English, the avoidance of this type
of construction, as ifThe car was bought by meonstitutes a strong statisti-

cal tendency (Bresnan, Dingare and Manning 2001). With respedirtaay,

the constraint on relative animacy grammaticalized in for instance Jakaltek
and MamMaya, is observed as a statistical tendency in corpus data (zhhl a
Fraurud 1996; @vrelid 2004).

Even if categorical animacy effects in language are rare, it is clear that
probabilistic effects of animacy have been observed in humerous lagguag
and that frequency data from language use can be employed as linguistic e
idence for such a claim. A view of linguistic structure as determined by a set
of interacting, soft constraints captures these observations in a coemgied
model.

3.2.4 Gradient animacy

The animacy hierarchy presented in (9) above consists of three dategdu-
man, animate and inanimate. However, these are by no means static and given
a priori. We are interested in animacy first and foremost as a linguistic cate-
gory and how it is reflected in language. The hierarchy thereforecteftae
categories which are deemed relevant in linguistic phenomena which are sen
sitive to the dimension of animacy. We shall see later on that animacy interacts
with several other linguistic dimensions in argument differentiation. However
it can be useful to be able to separate out animacy as an independpnt pro
erty which is inherent of nouns. In this respect, we make a distinction betwee
denotationalas opposed teeferentialproperties.

Denotational properties hold for lexemes and are context-independent, i.e
independent of the particular linguistic context, whereas referentigepro
ties are determined in context and hold for referring expressions r riidie
lexemes (Lyons 1977). These terms are clearly related and are ofteiindse
terchangeably. Denotational properties are important in referendeylaat is
referred to in a given context is always within the denotation of at least on
lexeme (Lyons 1977). For instance, ‘doctor’ contributes a bulk of séiman
information in a referring expression such as ‘her doctor’. Neversiselis
distinction is useful in discussing gradience within the category of animacy.
We thus distinguish between animacy as a denotational property of lexemes,
e.g. itis in the denotation of ‘doctor’ that it refers to a human, and animacy as
a referential property of referring expressions, e.g., that ‘hetodoefers to a
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particular human being in a particular context. In particular, we shall s¢e tha
these need not always coincide.

In section 2.4, we discussed gradience of linguistic categories. We find
that the animacy dimension exhibits gradience cross-linguistically, as well as
within languages. For linguistic phenomena which are sensitive to animacy,
there is a certain degree of variation between languages that seems ie be cu
turally determined. For instance, Persian has been cited to treat trees-linguis
tically as animates (Rosenbach 2002) and number marking in the Papuan lan-
guage Manam is sensitive to the categories of human and ‘higher’ animals
(Croft 2003). It is suggested then that the animacy hierarchy is “notder-
ing of discrete categories, but rather a more or less continuous categgigg
from most animate to least animate” (Croft 2003: 130). Collective noures, lik
committeeand family pose some interesting problems for semantic theories,
due to their dual nature in denoting both a group and a collection of individ-
uals. This duality is reflected in the possibility for collective and distributive
predication, respectively. With respect to animacy, collective nounsare
didates for an intermediate animacy status, something which is reflected in
annotation schemes for animacy, see section 7.1.1. They also vary in their sta
tus cross-linguistically, and Yamamoto (1999) finds that Japanese teneatto tr
collectives more like inanimates than Engl#&h.

The fact that a referring expression may be employed to refer to entities
of varying animacy, should be kept separate from the gradience ofatem
discussed above. With respect to various processes of referdritia) such
asmetaphorandmetonymythe context may override denotational properties
in determining reference for an expression:

(12) Theham sandwichis sitting at table 20

The classic example in (12), taken from Nunberg 1979, employs metonymy
in that it uses “one entity to refer to another that is related to it” (Lakoff and
Johnson 1980: 35). Itis clear, however, that the inherent, dencdhtiaimacy

of the nourham sandwiclis not gradient, and it is exactly this property which
makes non-literal language possible, since metonymy often involves a viola-
tion of the semantic selectional restrictions of the verb (Fass 1988).

The example in (12) is an instance of creative metonymy. However, meto-
nymy is also a regular process with a set of conventionalized patterns wehich
cur in language (Lakoff and Johnson 1980). In fact, a corpus stagtonymy
in English found that 20% of country names and 30% of organization names
were employed metonymically (Markert and Nissim 2006). Commonly occur-

22yamamoto (1999) examines an English-Japanese parallel corppsearins a contrastive
corpus study of the use of referring expressions in the two languages.
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ring patterns are ‘place-for-people’, as in (13), and ‘organizatismembers’,
as in (14) below (Markert and Nissim 2006):

(13) America did once try to ban alcohol

(14) Last FebruarfNASA announced [...]

Note, however, that proper names are not traditionally assumed to hamea d
tation separate from their reference, neither are pronouns (Lyatd.19 the
parlance of truth-conditional semantics, referring expressions doradicate

of their referent. However, processes of metonymy, seem to prese@pde-
notation of some kind. We furthermore find these types of regular metonymical
extensions for common nour:

(15) Kyrkan menar att bada dessa riktningar var positiva
churchber thinks that both these directions were positive
tillgangar
assets

‘The church feels that both of these directions were positive assets’

With respect to gradience of animacy, we may ask whether regular metonymic
patterns of this type influence the semantics of nouns to such an extenighat th
is rather a matter of polysemy than referential shifting in a particular context.
It is interesting to note that these nouns, as well as the proper noures, hav
a collective meaning, a category with gradient animacy properties, as noted
above.

In computational semantics, the distributional hypothesis represents a com-
mon assumption about meaning which proposes that words with a similar dis-
tribution also have similar meanings. On this hypothesis, the denotation of a
linguistic element then is reduced to the set of possible contexts in which the
element may occur. Chapters 6 and 7 deal with the acquisition of animacy
information for nouns based on linguistic distribution. In particular, we will
see that a denotational treatment of the category of animacy enables an in-
vestigation into the gradience of the animacy dimension which abstracts over
individual linguistic contexts.

3.3 Definiteness

Central to a notion of definiteness is the propertidehtifiability, see, e.g., the
discussion in Lyons 1999. A referent is identifiable if the hearer is familitr w

23The example in (15) is taken from the Swedish treebank Talbanken8Se®éon 5.1 for
a general overview of corpora employed in this thesis and sectionforimore detail on the
Talbanken05 corpus in particular.
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identified definite indefinite indefinite

by specific specific non-specific
speaker + + —
hearer + — -

Figure 1: The ‘identifiability’ criterion for definiteness and specify (von
Heusinger 2002: 249)

the referent, or, based on the situation of the utterance, the previoosidisc
or general background knowledge, the hearer is able to work ouetbeent

of the noun. Another often mentioned characteristic of definiteness, ig that
involves an implication oliniquenessi.e. that the referent is in some sense
unique in a certain context (Lyons 1999):

(16) I've just been to a weddin@he bride wore blue.

Clearly, this is not a matter of the hearer identifying the referent of theitefin
noun phrase, but rather acknowledging that there is usually only aheditra
wedding.

The following grammatical hierarchy for definiteness is presented in Croft
(2003: 132):

(17) Definite> Specific Indefinite> Non-specific Indefinite

Specificityhas been a widely studied subject in formal semantics, see von
Heusinger 2002 for an overview and references therein. With respehe
earlier mentioned criterion of identifiability, the difference between the three
categories in the hierarchy can be schematized as in figure 3.3. Undeiithis ¢
terion, the specificity distinction for indefinites is linked to the speaker having
a more precise conception of the referent.

The notion of identifiability has, however, been debated as a criterion for
definiteness. Different approaches have provided a more diseoriesged
view of definiteness, highlighting properties such as familiarity and salience,
which underline the role of the discourse context in definiteness and teow th
degree of definiteness may be equated withnitive statugGundel, Hedberg
and Zacharski 1993). A hierarchy focusing on these discouiseted proper-
ties is represented by the ‘givenness hierarchy’ in (18) (Gundelb&tgdand
Zacharski 1993: 275):

(18) in focus> activated> familiar > uniquely identifiable> referential>
type identifiable
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As we shall see in section 3.4, languages exhibit highly conventionalizesl way
of referring, depending on definiteness, and cognitive status affextermal
realization of referring expressions in a systematic manner.

We distinguish between semantic and formal definiteness. Semantic defi-
niteness can be marked formally in a language in different ways, for irestan
through morphological marking, but the two are not necessarily isomorphic
In the following we will discuss notions of semantic definiteness and the way
definiteness interacts with argumenthadd.

3.3.1 Definite arguments

Definiteness is not as commonly recognized as a factor in argument differe
tiation as animacy. A tendency towards definite subjects has, however, bee
noted for several languages, both as a categorical constraint icifigemor-
phological marking and as a statistical tendency. Common to these is the same
generalization, namely a tendency for subjects to be definite or specific and
for objects to be indefinite. In Turkish and Persian, we find Differentiad O
ject Marking which is sensitive to definiteness and where definite objeets ar
marked with accusative case, but indefinite objects are not (Croft)2603
range of languages have been noted to categorically exclude or stidiagly
prefer non-specific indefinite subjects (Aissen 2003).

There are clear correlations between information-flow in a sentence-and a
gumenthood; subjects tend to represent old information and objects tend to
introduce new information. Since subjects tend to precede objects as well,
it can be difficult to establish this influence independent of ordering.eeb
and Muller (2004) present a corpus study of word order variation inm@e
main clauses, indicating that formal definiteness to a greater extent ¢esrela
with grammatical function than linear order, and furthermore that formal def
initeness and givenness of information tend to coincide. A discoursetedie
definition of definiteness is also employed in the aforementioned study of the
dative alternation in English, where givenness is shown to be a factor in the
choice between core and non-core argument realization (Bresnar2€08),
cf. examples (10) and (11).

The avoidance of an indefinite subject has been argued to constitute one
factor in the choice of existential or presentational constructions in the-Sca
dinavian languages (Sveen 1996; Mikkelsen 2002), illustrated by aiShved
example in (19) and a Norwegian example in (20):

245ee chapter 4 for more on formal marking of definiteness in Scaridimav
25The Swedish example in (19) is taken from the Talbanken05 treebantharbrwegian
example in (20) is taken from the Oslo Corpus. See chapter 5 for désnswf these corpora.
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(19) Det finns olika slags barnhem
it exists different sorts orphanages

‘There are different kinds of orphanages’

(20) Det oppsto brudd mellom stoffet og tankveggen
it occurred break between substance&dEF and tank-wallDEF

‘A break occurred between the substance and the wall of the tank’

The presentational construction contains an expletive subject andhaepos
bal, logical subject occurring in object position. The object position inghes
constructions may only be occupied by an indefinite argurffent.

3.4 Referentiality

The difference between the denotation and reference of an expresssadis-
cussed above and we may furthermore note that there are (at leastetated
senses of ‘referentiality’ in the literature:

1. level of context-dependence
2. specificity
3. meaningfulness

First, referentiality may be employed to make the distinction between refer-
ring expressions and elements which are not referring in the sense ¢lgat th
rely only on denotational properties for semantic interpretation. A grammati-
cal hierarchy of referentiality expressing its influence in various lingupte:
nomena is presented in (21) (Croft 2003: 130):

(21) pronourt> proper name- common noun

This sense of referentiality, then, relates to the extent to which semantic in-
terpretation requires access to the context of the utterance. This is rielated
the expression of definiteness, or level of cognitive status, as destussec-

tion 3.3 above. Pronouns have to be resolved by the context, propes rely

on a conventional mapping to a referent, whereas the interpretation of com-
mon nouns relies the least on context and more on denotation. Senseéa (Giv
1984) distinguishes between referential and non-referential indsfitargely

263ee section 8.3.1 and examples for more on the distribution of forrbjata in Swedish.

27Croft (2003) provides several examples of linguistic phenomenahagtipport the hier-
archy in (21). Number marking is often sensitive to this dimension; faamte, pronouns in
Usan distinguishes number, whereas common nouns do not (C@st 228).
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synonymous with the distinction of specificity discussed above. Sense2 and
are thus related in that they focus on ‘ways of referring’ to an entity.

The term ‘non-referential’ is also employed in the sense ‘semantically empty
or null' (Sag, Wasow and Bender 2003) and with particular referenttetdis-
tinction between referential, as in (22) and non-referential, or exp|gtice
nouns, as in (23) below:

(22) It bothered us for days
(23) It is hard to sleep

In the following we will employ the term ‘referentiality’ in sense 1 above,
expressing the degree of context-dependence of an expressi@nedghwve
recognize, in line with von Heusinger (2002), that specificity differafiadef-
initeness, at least in a discourse-related sense, we will not delverfiurtbe
discussion of how to make this finer subdivision. We will furthermore make ex
plicit when referentiality in sense 3 is employed by specifying the application
of the term, e.g., ‘non-referentidl.

3.4.1 Referentiality and arguments

Syntactic arguments differ with respect to their referentiality. As mentioned
in section 3.3, the definiteness or cognitive status of an element influences its
referentiality. In particular, subjects are likely to be pronominal and objects
are more likely to express a lower referentiality (Keenan 1976). The aateg

of pronouns may be further subdivided along the dimensigmecsonwhich
distinguishes reference to the speaker and hearer (i.e. discoutisippats)

from others (Croft 2003: 130):

(24) 1st/2nd (local) person 3rd person

We find that subjects cross-linguistically tend to be expressed by a local pe
son, and more so than objects. This tendency has been attributed to the ‘ego
centricity’ of human discourse (Dahl 2000) or, less cynically perhapap-

tions of empathy (Kuno and Kaburaki 1977); we tend to speak about our
selves, a fact which is reflected in our choice of referring expressithe
active/passive alternation has been shown to be influenced by persere
passive voice is strongly dispreferred, or even ungrammatical, whesutie

ject is local (Bresnan, Dingare and Manning 2001). Furthermore, dkieed
alternation is influenced by referentiality and in particular on the distinction
between pronominal and non-pronominal expression (Bresnan €&(d).2
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3.5 Relational properties

The above sections have focused on properties of arguments ofveidisare
inherent to the arguments. However, an argument is defined as suaisbec
it stands in a syntactic relation to a particular predicRilationalproperties
are properties which are not inherent to the argument itself, but radiseriie
facets of the relation of an argument to its predicate.

Semantic roleexpress the semantic relation between an argument and a
particular predicate, often expressed as a lexical property of thecpted
There is a consistent relationship between thematic roles and syntactic func-
tions, expressed in syntactic theory as a theory of mapping, e.g., Linkieg Th
ory (Baker 1997) and Lexical Mapping Theory in LFG (Bresnan aadéfva
1989). These mapping theories express a direct relationship betwemin pr
nence of thematic role and syntactic functf@rn particular, we find that the
most prominent thematic role is mapped to the subject function, the exter-
nal argument. Central to a mapping of thematic roles to syntactic functions is
therefore often a hierarchy of thematic roles, like the one in (25) beloes(Br
nan 2001: 3075%°

(25) Agent> Benefactive> Experiencer> Instrument> Theme>
Location

The semantic restrictions posed by the verb on its arguments are selézd
tional restrictions®® The idea that verbs select for arguments of a specific se-
mantic category has been explored in semantic theories (Katz and Fo@®)r 196
In lexicalist theories, this notion has been somewhat more developedsiad re
on the idea that the verb is the head of the clause and is specified lexically for
certain selectional restrictions. Animacy has figured in the expressiatexf-s
tional restrictions from the very beginning. Chomsky (1965) operatesttéth
categories offAnimate] and fAbstract] in selectional restrictions for verbs
and Katz and Fodor (1963) distinguish the categories of ‘Human’ anchitig
Animal’ explicitly, as well as their hypernym ‘Physical Object'.

283yntactic prominence in theories of semantic role mapping may be eedrassphrase-
structural prominence, i.e. c-command or with reference to a hlgrartsyntactic functions,
such as the one in (8) above.

29issen (1999) also makes use of a hierarchy of thematic roles, albigipiesne, inspired
by Dowty (1991): Agent> Patient.

30There is variation in the terminology employed in the literature to refer to sefedtie-
strictions. Other terms include ‘selectional constraints’ (Resnik 1996) seiectional prefer-
ences’ (Erk 2007). We employ the term ‘selectional restrictions’ in thieviing as we we
take it to be more neutral with respect to formulation (absolute vs. gradied application
(theoretical vs. computational/applied).
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In computational work, automatic acquisition of selectional restrictions,
mainly from corpus data, has been further investigated. Resnik (1996) fi
proposed an approach to acquisition of selectional restrictions with class in
formation taken from the English WordNet (Fellbaum 1998). It is based on
an information-theoretic approach to verbal argument selection andifiggn
the extent to which a predicate constrains the semantic class of its arguments
as itsselectional preference strength The approach highlights the gradient
nature of the selectional restrictions posed by a verb on its argumenis; rath
than providing absolute constraints.

3.6 Interaction and generalization

The above sections have presented the various linguistic propertiegemdep
dently. However, it is clear that they interact, in particular with respect-to ar
gument differentiation. Various proposals in the literature have also attempted
to reduce these factors to one general, more or less explanatory privggle
examine both the interaction and generalization over these linguistic properties
below.

3.6.1 Interaction

In the above sections, we have observed very similar patterns for alkof th
three factors of animacy, definiteness and referentiality, showing eliffiex
tendencies with respect to several distinctions in argumenthood. Theadbrigin
animacy hierarchy proposed in Silverstein 1976 included not only informatio
on animacy, but also on referentiality:

(26) 1/2 person pronoun 3rd person pronour proper names- human
common noun> animate common noux inanimate common noun

The above hierarchy combines the factors of animacy and referentiatity an
provides generalizations over a range of linguistic phenomena, sucimdoen
marking (Croft 1990). The fact that this hierarchy has been callechimneay
hierarchy is somewhat misleading however; the referents of pronoamsa
more animate than the referents of human nouns. However, it is clear that a
high level of referentiality often co-occurs with human reference ancthie
tendency is clearly observable in language use.

Aissen (2003) makes use of a more fine-grained scale for definiteness,
corporating information regarding definiteness and referentiality, asasel

3IMore details on acquisition of selectional restrictions in section 9.2.8.
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notion of specificity to account for Differential Object Marking in langaag
such as Turkish and Hebrew:

(27) Personal Pronoun Proper Nour> Definite NP> Indefinite Specific
NP > Indefinite Non-Specific NP

Object marking in these two languages exhibit differing cut-off points on the
hierarchy; in Turkish object marking distinguishes definites from indefinite
whereas in Hebrew the same distinction is made with reference to specificity.

It is clear that these linguistic factors interact and are interdependent in a
way that makes their effect difficult to reduce to a single, well-behaved hie
archy. Rather, these properties yield clusters of properties which tegd to
together, exemplified by (28):

(28) Linguistic properties that tend to go together (Dahl 2008: 142)

Animate Inanimate

Definite Indefinite

Pronominal Lexical

Subject Non-subject

Count Mass

Proper Common

Rigid designation Non-rigid designation
Independent reference Dependent reference
Proximate Obviative

Agent Non-agent

The generalizations embodied in the different grammatical hierarchies pre-
sented above, as well as in the list of properties in (28) have been modeled
as constraints in recent work in OT, which reinterprets the grammaticathiera
chies as expressing the relatp@minencenf an element. Prominent elements

on one hierarchy tend to attract prominent elements of another, herjeetsub

will tend to be animate, definite, agentive etc. This tendency has been modeled
formally employing the technique dfarmonic alignmenof constraint hierar-
chies (Aissen 1999, 2008%.The generalizations mentioned in the preceding

32Harmonic alignment aligns the dominant elements of a scale with the dongeanents
of another and the lower ranked elements of one scale with the lowerdaflanother, ex-
pressing the idea that prominence on one scale will attract promineraxgotimer. Markedness
constraints are derived by reversing the output scales from the aligrame adding the ‘avoid’-
marker, ¥, to them:

Suppose given a binary dimension D1 with a scale-X on its elements {X, Y},
and another dimension D2 with a scale-ab ...> z on its elements. The harmonic
alignment of D1 and D2 is the pair of harmony scales:
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sections regarding properties of the subject, for instance, are thtupbta
result of constraints which express the relative markedness of combisatio
properties, such as the constraints on the animacy of subjects i#3(29):

(29) UBJHuUM > SUBJANIM > SUBJ/INAN

The main idea is that these constraints interact with other constraints on argu-
ment expression in various languages, for instance constraints on ohmgph

cal marking or word order, but that their internal ranking is fixed. Théslcts

that inanimate subjects will cross-linguistically be more marked than animate
subjects.

As mentioned in section 2.1.1, the relation between typological markedness
and frequency in language is obvious and has even lead to propodats re
ing this notion of markedness to frequency effects (Haspelmath 200&). As
consequence, the modeling of various factors in argument differentiaigon
employ constraints which are grounded directly in acquired frequenegtsff
such as theiAs-constraint, first suggested by Zeevat and Jager (2002) and
employed by Jager (2004); de Swart (2007), among others:

BIAS: prefer the normal reading, the reading that is available in most cases

The normal reading is thus the reading that is most likely according to the
statistical tendencies described in (28).

3.6.2 A more general property

As mentioned above, the interaction of the various linguistic properties in ar-
gument differentiation has been attributed to their prominence in individual
grammatical hierarchie¥. It is not immediately clear, however, what this no-
tion of prominence actually entails. Without a clear definition of prominence,
generalizations which make reference to this are at risk of simply restating the

Hy: Xla> X/b > ...> X/z

Hy:Yiz >...>Y/b > Yla

The constraint alignment is the pair of constraint hierarchies:
Cx: *Xlz > ...> *X/b > *Xla

Cy-*Yla>*Ylb > ...>*Ylz

(Prince and Smolensky 1993, as quoted in Aissen (2003: 441))

33For illustrative purposes, we show only the harmonically aligned scal@9)nrather than
the markedness constraints resulting from the reversal and negatioesefscales. See Aissen
2003 for details.

34Formally, the interaction is modeled as the cross product of the consstaihterarchies
(Aissen 2003).
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question. There have, however, been several proposals attemptayiteithe
effects observed in conjunction with argument differentiation to a more gen-
eral linguistic property or even properties of our cognitive abilities orlagg
processing in general.

3.6.2.1 Individuation

The hierarchy in 26 above combines the categories of definiteness fand re
erentiality, highlighting different aspects of linguistic reference and may be
explained by appealing to a notion iodividuation “the degree to which the
interpretation of an NP involves a conception of an individuated entity"u¥ra
rud 1996). Fraurud suggests that our cognitive ontology distinguisdtesen:

e Individuals, e.g.Gabriel
e Functionals, e.gthe postman
e Instances, e.gg glass of wine

This ontology is at a more general level than the factors reviewed ahdgve b
influences the choice of NP form. In particular, animate entities tend to be
perceived as Individuals and inanimate as Instances. Individuatheraost
individuated and are typically named, whereas Functionals on the othér han
are conceived of in relation to some other entity in a part-whole relation &d ar
typically definite. Instances, finally, are instantiations of general typdsesn
thus the least individuated and they are typically indefinite 'type descriptions
Fraurud distinguishes between two main types of knowledge which are nec-
essary for the interpretation of NPs — type knowledge and token knoeiledg
Token knowledge is contextually determined and requires previous kngevled
about the referent of an expression, whereas type knowledge oeliesico-
encyclopedic knowledge. Token knowledge is relevant only for thetifttsas
tion of Individuals, whereas for the other two types of ontological caiegp
Functionals and Instances, type knowledge is sufficient. This relatesrto ou
earlier discussion on animacy and nouns in section 3.2.4. Nouns typically ex-
press Functionals or Instances which rely on type knowledge for irti@ition,
clearly related to the notion of being a denotational property.

3.6.2.2 Accessibility

In experimental work on language production, cognitive status hasreen
posed as an explanation for the tendencies observed above. BraPicjeer-
ing and Tanaka (2008) appeal to a notioncohceptual accessibility[T]he
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ease with which the mental representation of some potential referent can be
activated in or retrieved from memory” (Bock and Warren 1985: as cited in
Branigan, Pickering and Tanaka 2008), and distinguish betwdementand
derivedaccessibility. Inherent accessibility is invariant across contexts and is
a direct consequence of the number of conceptual relations an entityanay p
take in, also known as itgredictability. Animate entities are assumed to be
more predictable than inanimate ones, hence have a high inherent aiécessib
ity.3> The derived accessibility of an entity is temporary and context-specific,
influenced by factors such as semantic priming and discourse statuSébaat-
and Branigan 2000). Effects of animacy, both on word order and@egtidif-
ferentiation, are then explained with reference to conceptual accessiaility
animate entity is inherently accessible, and often also derived accessible by
being definite and referential.

Following from this generalization, the factors influencing argument dif-
ferentiation can be seen to amount to conceptual accessibility. Conceptually
accessible entities are thought to be retrieved first and assigned syfuactic
tion first. It is assumed that syntactic functions are assigned incrementally fo
lowing a hierarchy of grammatical functions, like the one in (8) above, ta fac
which accounts for animacy effects found on word order, as well agesiic
function assignment.

3.6.2.3 Agentivity

In our earlier discussion on semantic roles in section 3.5, we noted thatsubje
often stand in aagentiverelation to their predicate and animacy and agentivity
are therefore strongly related. An important property of agents is thieiralo
over and sentience of an event (Dowty 1991). It has been argueabtibiativity
presupposes animacy (Hundt 2004). This depends somewhat ontithre alo
agentivity employed, however, and in particular on the treatment of cansatio
Itis well known that many languages can have inanimate natural forgectsib
e.g.the storm broke the windqvand theories of thematic roles differ in the
inclusion of these as agents proper.

It is clear that there is no isomorphism between agentivity and animacy in
general. As we have seen, animacy is an independent factor in a rilnge o

35The noted gradience of the animacy dimension is assumed to stem frdiargra of pre-
dictability — some animate entities are more predictable, e.g. humans thas, @tlee jellyfish
(Branigan, Pickering and Tanaka 2008).

36In Fillmore’s case grammar (Fillmore 1968), for instance, inanimatsemuare treated
as agents. Yamamoto (1999), in contrast, operates with a notion of agentrich does not
include causers, following Dik (1989), hence is therefore more clag®ipected to animacy.
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guistic phenomena, where it seems unlikely that agentivity is the determining
factor, e.g. number and case marking of objects. However, with regptet
strong correlation between animacy and subjects, agentivity is clearly an im-
portant factor. Semantic roles are relational categories, just like synfiactic
tions, hence are closely related, but not overlapping. In this senslanaion

by means of agentivity adds a more semantic dimension to the generalization,
but does not explain the correlations with definiteness and referentiajity an
further than the level of syntactic functions itself. Moreover, animacyides

a surface-oriented, lexical constraint on syntactic function assignwiginh
embodies the semantic dimension of agentivity. This will prove to be important
in the following.






PROPERTIES OF
SCANDINAVIAN
MORPHOSYNTAX

Languages differ in the way they encode grammatical functions. It hais be
noted that “morphology competes with syntax” (Bresnan 2001: 6) in thed the

is largely an inverse relationship between the extent of morphological ngarkin
and the degree of word order variation. Languages which encodenargs
largely through morphological marking exhibit freer word orders, \wher
languages which primarily employ structural positions to encode grammati-
cal functions, so-calledonfigurationallanguages, necessarily exhibit limited
word order variation. Most languages, however, are somewheretivebe
these two extremes with respect to the balance between morphology and synta
in argument encoding. For instance, the Scandinavian languages havd limite
morphological marking of syntactic functions, but allow for variation in word
order which makes for an interesting comparison with more configurational
languages, like English.

In this chapter we examine some relevant characteristics of the Scandina-
vian languages. Particular focus will be on various properties of syo&rgu-
ments and on variation in their categorial, morphological and structuratienco
ing. For more detailed overviews of the Scandinavian languages sedhe.g.,
Norwegian reference grammar (Faarlund, Lie and Vannebo 19973yikdish
reference grammar (Teleman, Hellberg and Andersson 1999) or dislEng
overview in Holmes and Hinchliffe 2003.

4.1 Morphological marking

The distinction between various types of arguments is partially encodedjtirou
casemarking in Scandinavian. Nominal arguments are furthermore inflected
for other categories, such dsfiniteness
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4.1.1 Case

Morphological case explicitly encodes grammatical function. The Scandina
vian languages make limited use of case marking, and, in this respect, resem-
ble English. Pronouns are marked for case, but exhibit syncretisrayanac-

tic variation, whereas nouns distinguish only genitive case and are aflgerw
invariant for case.

4.1.1.1 Core arguments

Personal pronouns distinguish nominative, accusative and genites cin

the Swedish examples in (30)—(32), we see that case unambiguouslissigna
syntactic function for the first person pronojag/mig‘l/me’. It is a subject in

(30) and a direct object in (32)). Assignment of syntactic function tpkase
irrespective of the position of this argument, which is preverbal in the afase
(30) and postverbal in (31) and (32).

(30) Jag sag den
I-NOM saw it-@
SUBJ OBJ
‘| saw it’

(31) Den sag jag
it-g saw |-NOM
OBJ SUBJ
‘It, | saw’

(32) Den sag mig
it- saw me-AccC
SUBJ OBJ

‘It saw me’

37In the following we will adhere to a rather liberal definition of pronoundipfeing Tele-
man, Hellberg and Andersson 1999, which includes:

1. definite pronouns - personal, eflian ‘he’, honom‘him’, demonstrative, e.gdenna
‘this’, reflexive e.gsig ‘him/her/itself’, reciprocal pronouns e.garandra‘each other’

2. interrogative pronouns, exgem‘'who’, vilken‘which’
3. quantifying pronounslla ‘all’, nagon‘some’
4. relational pronouns - comparatisgmméasame’, ordinal forsta ‘first’
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Case marking is not, however, always unambiguously indicative of gymtac
function. For instance, in both Swedish and Norwegian, the third peisen s
gular pronounslet, derfit’ have the same form for nominative and accusative
case. Quantifying pronouns, likdla ‘all’, mangamany’ are also invariant for
case. In the examples in (33)—(34), in contrast to (30)—(32) abage, does
not indicate syntactic functions for the pronominal argumefden’ and the
proper nourLisa.

(33) Lisa sag den
Lisa@ saw it-@

(34) Den sag Lisa
it-@ saw Lisa-@

In Norwegian, nominative form is preferred when a pronoun is stoesse
gardless of syntactic function (Johannessen 1998). So, when faollbwéor
instance a relative clause, the pronoun will be in its nominative form even
when functioning as an objet.In example (35) we see a hominative pro-
noun functioning as object, whereas the same pronoun functions astsubje
(36)39

(35) Dette gjelder i tillegg de som handterer ...
this concernsin addition theynNom who handle

‘This also concerns those who handle ...’

(36) De som fortsatt tror at idyllen kan bevares
theyNnoM who think that the idyll can maintainPASS
[...] tar alvorlig feil
[...] take seriously wrong
‘Those who still believe that the idyll can be maintained [...] are
seriously mistaken’

The same tendency for the plural 3rd person with relative clause modificatio
de som ...they who’ has been noted in written Swedish as well (Teleman,
Hellberg and Andersson 1999: vol. 2, 299). In Swedish spoken &gegand
casual writing, the 3rd person plural pronoun is realizedas‘they/them’ in
both subject and object function.

38Note that the nominative form is employed also when the pronoun is mobifiaghreposi-
tional postnominal modifier, so the preference for nominative casetigue to the argument’s
subject status in the relative clause.

39The examples in (35)—(36) are taken from the Norwegian Oslo Cospassection 5.1.3.
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4.1.1.2 Arguments and determiners

Genitive case signals a nominal’s status as determiner. Definite and dersona
pronouns distinguish genitive case formally, emn, hans, derasmy, his,
their’, whereas proper and common nouns do not distinguish nominatie an
accusative case, but may be marked for genitive case with the sgffixg.,
Gabriels‘Gabriel's’, doktorandenghe PhD-student’s*?

We may furthermore distinguish between nominal and attributive pronouns,
where nominal pronouns are pronouns which function as indepeiadgum
ments, and the attributive pronouns are determiners. However, this digtinctio
is blurred by the fact that many pronouns may function as both, and are the
formally identical. This is true for most of the pronouns which do not distin-
guish case, see section 4.1.1.1 above. For instance, the prdeatiti may
function as a subject, as in (37), and as a definite determiner, as in (3&ew
it modifies a common nouft:

(87) Sedan somnar den
later sleeps it
‘Later, it falls asleep’

(38) Den vetenskapsom sysslar med dessa kallas psykiatri
the science which deals with these call-PASS psychiatry

‘The science which deals with these matters is called psychiatry’

The neuter forndet‘it’ exhibits the same functional variation and in addition
may also function as expletive subject and obfct.

4.1.2 Definiteness
In section 3.3 we examined semantic definiteness and discussed criteria for

definiteness, including identifiability and more discourse-pragmatic notiens re
lated to the cognitive status of an element. The Scandinavian languages mark

4OThere are alternative genitive constructions which are remniscieneafehitive alterna-
tion found e.g. in English. For instance, in Norwegjantas bror‘the girl's brother’ andororen
til jenta ‘the brother of the girl’. The alternation is less common in standard Swedigth typ-
ically uses the genitive suffix in these cases. In both languages, howrese is the possibility
of expressing part-whole relations in terms of prepositional modificatitim tve preposition
pa ‘on’: taket pa husetthe roof on the house’. We will have more to say about differential
properties of genitive constructions in chapter 6 and 9.

4IThe examples in (37)—(38) are taken from the Swedish treebank kalh@5, see section
5.1.1.

42See section 8.3.1 and examples therein for a corpus study of theediffegument relations
in Swedish, including formal subjects.
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definiteness morphologically, but formal definiteness is not completely iso-
morphic with semantic definiteness.

Nouns are marked for definiteness by a definite suffix,®lgn ‘car-DEF,
hus-et‘housebEF.*® There is agreement for definiteness within the noun
phrase, governed by the nominal head:

(39) det gamla aret
the old-DEF yearDEF

‘the old year’

The definite suffix is not, however, necessary, nor sufficient foresgic defi-
niteness. Noun phrases may be semantically definite without definite marking
on the noun when rendered definite by properties of the constructionbg.g

a definite determiner. For instance, genitive determiners, as in (40), ssfme d
inite determiners, as in (41), as well as the universal quantifier may combine
with an indefinite noun to form a semantically definite noun phfése:

(40) Gabriels bil
GabrielGEN car
‘Gabriel’s car’

(41) Den bil som Gabriel ager
the car which Gabriel owns
‘the car that Gabriel owns’

There are also nouns with definite marking which are not semantically definite.
In particular, definite nouns may be employed with generic referencefeto re
to instances as a type, rather than a particular instance:

(42) Lejonet ar Afrikas storsta kottatare
lion-DEF is Africa-GEN largest carnivore
‘The lion is Africa’s largest carnivore’

4.2 Word order

The classical descriptive model for Scandinavian word order is barseohd
organization into so-callepological fieldgDiderichsen 1957). The topolog-
ical fields approach separates the clause into, roughly speakingptnsethe

43The particular definite suffix is determined by tenderof the noun.

44Scandinavian noun phrases and definiteness is an intriguing subjettwiwill not aim
to cover in the current context. For instance, nouns with definite markmgouocur as a bare
noun phrase, e.tilen ‘car-DEF, but may also be specified by a definite determiner, exhibiting
so-called “double definiteness”, edgen bilen‘that carDEF. See Borjars 1998 for an in-depth
study and analysis of Scandinavian noun phrases.



54 Properties of Scandinavian morphosyntax

initial field, themid fieldand theend field(Teleman, Hellberg and Andersson
1999):

Initial “Mid End
I morgon , kan honintg vara med vid sammantradet
MAIN . )
(43) tomorrow ' canshe not' be with at meetingr
eftersom ;| honinte kan vara med vid sammantradet
SUBORD . . .
since ' she notcan' be with at meetingr

Note that the topological fields are not constituents in the phrase structural
sense, and do not pass standard constituency tests such as topicalization
syntactic theories which propose a separation between functional séracta
linearization?®> however, topological fields provide a natural extension for ex-
pressing linearization in Germanic languag®¥he separation into topologi-

cal fields enables generalization over the word order patterns in theli§aan
vian languages, capturing some key properties regarding the positidrimg o
verb, as well as positioning of arguments and adverbials across vatase
types. Some relevant properties of Scandinavian syntactic structulteep

in the fields approach are summarized below.

4.2.1 |Initial variation

The initial position is characterized by a great deal of variation. It has be
claimed to mark the syntactic-semantic type of the clause and is closely re-
lated to the speech act expressed by the clause (Platzack 1987)vsiptbe
initial constituent is often topical, in the sense that it links the sentence to the
preceding context/ Most clausal constituents may occupy initial position in
declarative main clauses, e.g., subjects (44), direct objects (45) sarbéls

(46). Constituent questions contaimve-word in initial position, as in (47).

(44) Statsministern haller talet i morgon
primeministerper holds speecheEF in tomorrow

‘The primeminister gives the speech tomorrow’

45This is true of LFG (Bresnan 2001), most flavours of dependeraygrar (Sgall, Hajiova
and Panevova 1986; Mébik 1988; Hudson 1990), as well as some versions of HPSG, e.g.,
Pollard and Sag 1994.

465ee Ahrenberg (1990) for an early formalization employing regularessions over a
constituent-based analysis constituting a separate leggiucture) within an LFG grammar,
and Broker 1998 for an implementation of a dependency grammar vd#riag by topological
fields introduced as so-calledetacategories

4"The realization of an argument in initial position is referred tot@micalizationand is
thought of as movement to clause-initial position in transformational b&or
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(45) Talet haller statsministern i morgon
speech®EF holds primeministerberF in tomorrow
‘The speech, the primeminister gives tomorrow’

(46) I morgon haller statsministern talet
in tomorrow holds primeministerbEF speechBEF

‘Tomorrow, the primeminister gives the speech’

(47) Nar haller statsministern talet?
when holds primeministerpEF speechBEF

‘When does the primeminister give the speech?’

The initial position may also be empty. Imperative clauses and yes/no-qugestion
are verb-initial in Scandinavian, cf. (48)—(49).

(48) Hall talet i morgon!
hold speechBeF in tomorrow

‘Give the speech tomorrow!’

(49) Haller statsministern talet i morgon?
holds primeministerbEF speechBEF in tomorrow
‘Does the prime minister give the speech tomorrow?’

4.2.2 Rigid verb placement

Like the majority of Germanic languages, but unlike English, the Scandinavian
languages argerb second (V2)the finite verb is the second constituent in
declarative main clauses, see (44)—(47) above. Subordinate ¢laosexer,

are not V2:

(50) ...eftersom statsministern nog inte haller talet i
since primeminister probably not holds speecheEF in
morgon
tomorrow
‘... since the prime minister probably will not give the speech
tomorrow’

Non-finite verbs follow the finite verb, but precede their complem&hisei-
ther of the elements in the end field, i.e., the non-finite verb, followed by vari-
ous objects and adverbials, are obligatory. In fact, the only obligatonyesie

48| this respect Scandinavian differs from German, which positionsfinite verbs in clause
final position.
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in the clause is the finite verb, and, with a few exceptions, the subject. How-
ever, the presence of a non-finite verb introduces a greater rigidity nmster

of positioning and interpretation of the clausal constituéhtalith respect to
arguments, only subjects may intervene between a finite and non-finite verb,
as in (52), and, as mentioned already, only objects may follow the non-finite
verb, as in (51):

(51) Statsministern ska halla talet
primeministerber shall hold speeclBEF

‘The primeminister will give the speech’

(52) Talet ska statsministern halla
speecheEF shall primeminister hold

‘The speech, the primeminister will give’

Main clauses consisting of a finite, transitive verb along with its arguments are
structurally ambiguous, as in (53), whereas the placement of a non-fartie v
in the same clause clearly indicates syntactic functions, as in (54)—(55):

(53) Vem sag lda?
who saw lda
‘Who saw Ida / Who did Ida see?’

(54) Vem har sett lda?
who has seen lda
SUBJ OBJ

‘Who has seen lda?’

(55) Vem har Ida sett?
who has lda seen
OoBJ SUBJ

‘Who has lda seen?”’

These rigid placement constraints extend also to particles and prepositional
modifiers of the finite verb:

(56) Vem kom ihag Ida?
who came in-memory Ida
SUBJ 0OBJ

‘Who remembered Ida?’

49This fact has been taken as an indication that Swedish exhibits evideta&/®only in
clauses with a non-finite lexical verb (Andréasson 2007). Such dysisalearly questions the
status of Scandinavian as a strictly configurational language.
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(57) Vem kom Ida ihag?
who came Ida in-memory
0OBJ SUBJ

‘Who did Ida remember?’

4.2.3 Variable argument placement

The generalization that most constituents may occupy sentence-initial position
entails that they have two alternative positions — initial position and a non-
initial position. A schematized version of the predictions of the fields analysis
with respect to the linearization of verbs and (non-initial) arguments in main
clauses is provided in (58) below (Engdahl, Andréasson and Bogae) 2°

(58) Linearization of grammatical functions in declarative, main clauses:
XP | Vfin SUBJ SADV | Vnon—fin OBJng OBJjir ADV

The subiject, for instance, may occupy either the initial position or the position

immediately following the verb. Note that the fields analysis does not capture

the generalization that the subject is the most common initial constituent. The

basic word order of a language is “typically identified with the order thatiscc

in stylistically neutral, independent, indicative clauged, it is the ordering

of constituents in prototypical transitive clauses”. (Siewierska 1988n&his

respect, the Scandinavian languages must be said to be SVO languages.
Subordinate clauses differ from the schema in (58) in that they have a dif-

ferent ordering of the arguments with respect to the finite verb in the mid field:

(59) Linearization of grammatical functions in subordinate clauses
subj | SUBJ SADV Viin | Vion-fin OBdnd OBJiir ADV

A uniform analysis of main- and subordinate clauses has been propoded
the assumption that the subjunction and the finite verb are instances of the same
category €p), which expresses the finiteness of the clause (Platzack 1987).

5ONote the similarity with the hierarchy of grammatical functions presenteddtiose3.1.

There we made a distinction between primary and secondary objectsyifgl@resnan 2001.
The more traditional terms ‘direct’ and ‘indirect’ object will however brapgoyed in the fol-
lowing. As we remember, primary objects denote indirect objects andtslgémonotransitive
verbs and secondary objects denote the direct objects of ditransith& @n this mapping, the
ordering in the schema in 58 corresponds directly to the one proposed metarchy. Note
however, that the original hierarchy in Keenan and Comrie 1977 gefte reverse ordering
(oBXI0BJ) based on accessibility for relativization.
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4.2.4 More variation

The topological fields model is first and foremost a descriptive modeltand
predictions are not formally explicit. In particular, constituent optionality re-
sults from variation in the schemas in (58) and (59). It has been notedesev
places that absence of a non-finite verb, or a “verbal frame” (Rak@006),
causes a greater variation in the positioning of constituents. For instaece, th
phenomenon known as ‘object shift’, whereby an unstressed proabotin

ject may precede a sentential adverbial, does not take place when tlzere is
non-finite verb (Holmberg 1986).

There is also a greater variation between the constituents in the mid field
than has earlier been acknowledged and entailed by the fields analygea$B0
Engdahl and Andréasson 2003; Engdahl, Andréasson and B2geds An-
dréasson 2007). Andréasson (2007) proposes an analysis vetveftiation in
the mid field, which is structurally external to a VP containing non-finite verbs
and complements. The ordering of subject and adverbials is determined by th
interaction of a set of syntactic, semantic and pragmatic constraints.
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This chapter introduces the resources employed in the following two parts of
the thesis. We examine corpora, machine learning algorithms, as well as exter
nal software employed in the experiments described in Parts Il and lile Mo
detailed overviews of lexical acquisition, which is the topic of Part Il, amd s
tactic parsing, which is the topic of Part Ill, are presented in the introductio
to the respective parts.

5.1 Corpora

As stated earlier in chapter 1, this thesis has a largely empirical focus.athe d
employed both for linguistic investigations and as basis for automatic induc-
tion are corpora. The corpora differ in language, size and levelsraftation

and will be introduced in the following section. TalbankenO5 is a treebank,
hence contains syntactic annotation which has been manually checkeli§Abe
2003). As a practical consequence, it is also quite small and we haeédieer
chosen to supplement it with two considerably larger, automatically annotated
corpora — the Swedish Parole corpus and the Norwegian Oslo Corpus.

5.1.1 Talbanken05

TalbankenO5 is a Swedish treebank containing approximately 300,00&tbken
of both written and spoken language. It was created in the 1970s (Enarss
19764, b) and converted to dependency representation in 2005 (Nildab

and Nivre 2005; Nivre, Nilsson and Hall 2006). TalbankenO05 islyragail-
able®? and as table 5.1 shows, the treebank contains material from various
sources and of varying modality.

51The counts for running tokens include punctuation.
52http://w3.msi.vxu.se/ nivre/research/Talbanken05.html
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Talbanken05
Modality Type Tokens
. professional prose 97335
Written student essays 99788
Spoken _conve_rsation/debate 58341
interviews 86725
Total 342209

Table 5.1: Material in Talbanken05 by modality and type.

The annotation in the original Talbanken, the MAMBA scheme, is de-
scribed in detail in Teleman 1974. It consists of a column-based markgpewh
two mainlayersmay be distinguished — a lexical and a syntactic one. The anno-
tation in TalbankenO5 is a result of a conversion from the original annatatio
which is a mixture of constituent- and dependency based analysis, to dgure
pendency analysis. The conversion has been performed by wayabfdfase
structure representation, see Nilsson and Hall 2005 for more @#tail.

5.1.1.1 A note on dependency grammar

As Nivre (2006) notes, there is no uniform theory of dependencyngrar.
Common to all dependency-based grammar theories, however, is the rotion o
dependency a binary, asymmetrical relation between lexical items or words.
Each word in a sentence has a head or governor of which it is a degiende
(Mel'tuk 1988)>* The dependency relation which holds between two words
may or may not be labeled and its participants, the head and dependent, may
or may not be ordered. Many of the theoretical proposals of depepdgam-
mar separate dependency structure from word order fukl1988; Sgall,
Hajicova and Panevova 1986).

A notion of syntacticheadis central to most syntactic theories, and in par-
ticular the lexicalist theories mentioned initially in chapter 3. The head, it is
assumed, has lexically specified subcategorization requirements which must

53The conversion relies on head-finding rules in cases when locating #kihieon-trivial
based on the phrase structure representation, e.g., in locating thefeaih clauses. Note
however, that, as opposed to conversion from a phrase-struchreseatation like the one in
the Penn treebank (Marcus, Santorini and Marcinkiewicz 1993), fhaal annotation in Tal-
banken contains information on head-status for a majority of constitumalséng conversion
considerably more reliable.

S4There are however, dependency representations which allow fa than one head per
dependent, see e.g., Hudson 1990.
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be fulfilled for sentence wellformedness. Further criteria for syntactém he
status mention its possibility to replace the head and its dependent, its obliga-
toriness, government of agreement and that dependents often aredwdth
respect to the head. It is clear, however, that none of these critguig tap

all heads and they feature a mixture of morphological, syntactic and semantic
criteria (Nivre 2006). For instance, the criterion of replacement apphbsat

a phrasal level, and not to clauses.

Theprojectivityof the dependency tree is another issue where proposals for
dependency-based analysis differ. This difference obtains mainlebketthe
largely theoretical and the formal or computational approaches to depeynd
analysis. Projectivity obtains between two words A and B, where A depend
on B, if “all words between A and B are also subordinate to B” (Covington
2001: 3). In short, this amounts to disallowing crossing branches in trendep
dency tree® The dependency analysis in Talbanken05 consisgajéctive
dependency graph®ivre 2006)°¢ Projective dependency graphs are labeled
directed acyclic graphs with the following properties:

Root The dependency graphs have a designated root node.
Connected The dependency graph is (weakly) connected.
Single head Dependents have exactly one head.

Projective The dependency graph is projective.

Figure 2 shows the labeled dependency graph of example (60), taken fr
TalbankenO05.

(60) Darefter betalar patienten avgift med 10 kronor om
thereafter pays patientber fee  with 10 kronas in
dagen
day-DEF
‘Thereafter, the patient pays a fee of 10 kronas a day’

For each token, Talbanken05 contains information on word form, in row 1
in figure 2, a coarse and more fine-grained part-of-speech tag, m2edin
figure 2, head and dependency relation, as well as various morghosgn
and lexical semantic categories, presented in row 4 in figure 2. Thefrtw o
dependency tree occupies position 0 and is denoted by * .

55To be precise, projectivity amounts to disallowing crossing brancheswndegr the as-
sumption that there is a single, artificial root node.

56Note that Talbanken05 contains some non-projective structures examately 1% of all
dependencies are non-projective and 9.8% of all sentences comaimojective structure.

5"Weak connectivity for directed graphs indicate that the underlying, eagid graph is
connected, i.e. every pair of nodes are connected by an (undiygeted
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_ Darefter betalar patienten avgift med 10 kronor om dagen
N

_ AB v N N PR R N PR
_ AB \'A% NN NN PR RO NN PR NN
DA PS DDIHH _ _ DD

Figure 2: Dependency representation of example from Talbanken05.

Part-of-speech Annotation

noun (\): definiteness, person reference, case

pronoun €0): pronoun type, person reference, case

adjective QAJ): grade ofcomparison, person reference,
case

verb: (V) tense, voice

participle (rp/sp): person reference, voice

adverb AB): semantic classe.g., definite, temporal,
interrogative

preposition PR):  grade ofcomparison

conjunction (++): semantic class.g., disjunctive, explana-
tory

subjunction (K): semantic classe.g., temporal, causal

Table 5.2: Overview of lexical semantic and morphosyntactic annotain Tal-
banken05 by part-of-speech.

5.1.1.2 Lexical categories

The nature of the morphosyntactic and lexical semantic information in the tree-
bank varies depending on the part-of-speech of the tokens, as illdsbrate
the overview in table 5.2. For the lexical semantic and morphological cate-
gories, lack of annotation in TalbankenO5 is iconic in the sense that it genve
lack of the property in question, e.qg., indefinites lack definiteness, noitivge
nouns are morphologically unmarked for case etc. In figure (2), wthaethe
person-denoting, definite noyatienten'patient-DEF is annotated explicitly

as such with the tageD (definite) andHH (person referring), whereas the
nounavgift ‘fee’ on the other hand bears a null value, since it does not refer to
a person, and is in furthermore indefinite and unmarked for case.
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5.1.1.3 Syntactic categories

The syntactic annotation in Talbanken05 contains a rich set of depgndenc
relations, expressing a range of distinctions regarding argumenthacdys
types of adverbials and modification etc. A dependency grammar anaksis, e
pressing relations between lexical elements only, does not distinguisheretwe
clausal arguments and non-arguments structurally, since both typédastufire

are verbal dependents. They differ, theoretically, in terms of submazedgion

by the verb, see the discussion in section 3.1. In the dependencyeriares
tion in Talbanken05, arguments and non-arguments are distinguished-primar
ily by dependency label. Table 5.3 presents the dependency relatiarnsifou
Talbanken05. We distinguish the following groups of dependency retaiion
table 5.3:

Arguments Relations pertaining to elements that are subcategorized for and/or
thematically entailed by a predicate.

Non-Arguments Relations pertaining to elements that are not subcategorized
for by a predicate, hence are optional.

Verbal relations Relations pertaining to verbs and verb groups.

Coordination Relations pertaining to coordination or subordination of ele-
ments

Other Relations pertaining to miscellaneous other types of elements, e.g. de-
terminers, infinitive markers, punctuation

The dependency relations which are not grouped as arguments in tadie-5.3
note relations which are not subcategorized for by the predicate of secfau
Coordination is a special case in this respect, since coordination takedglac
tween most types of constituents, whereby the resulting coordinated s¢ructu
may occupy a range of different relations. Coordination is thus a met&oper
tion which should be treated separately. See Nivre 2006 for an oveofitwe
treatment of coordination within dependency grammar. In the analysis of coo
dination found in Talbanken, the first conjunct is the head of the codidima
whereby other conjuncts€) are dependents of the first conjunct.

Syntactic theories differ in the way they treat so-called functional cate-
gories. In the analysis in Talbanken05, we find a set of dependelatiors

580bject adverbialsa) are adverbials which are closely related to the verb, much like ob-
jects, without necessarily being subcategorized for by the verb (Teldé®i24). Since this cat-
egory contains a mix of subcategorized and non-subcategorizedrgeme group these with
non-arguments. See (132) in section 8.2.3 for an example aAhelation.
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Class DepRel Explanation

AG demoted passive agent

EO logical object

ES logical subject

FO formal object

FS formal subject
Arguments 10 indirect object

00 direct object

oP object predicative

SP subject predicative

SS subject

VO object-with-infinitive (small clause)

VS subject-with-infinitive (small clause)

AA adverbial

AN apposition

AT nominal (adjectival) pre-modifier

CA contrastive adverbial

EF relative clause in cleft
Non-arguments . i

ET nominal post-modifier

KA comparative adverbial

MA modal adverbial

NA negation adverbial

OA object adverbial

PT participial attribute

RA place adverbial

TA time adverbial

++ coordinating conjunction

N cc second conjunct

Coordination . . .

+A conjunctional adverbial

+F, MS main clause coordination

VA dual coordination adverbial

VG non-finite verb in verb group
Verbal relations| pPL verb particle

DB doubled function

DT determiner

PA complement of preposition

I{C,G,K,P,Q,R,S,T,U}

misc punctuation

Other ID part of multiword unit
IM infinitive marker
X C,G,R, T} misc punctuation
ST paragraph
UK subordinating conjunction
x{A,F,T,x} misc discourse units
Table 5.3: Overview of the dependency relations in Talbanken05.
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which in other theories would be known as functional heads, e.g. compiemen
tizers, determiners and infinitival markers. In the dependency analyais,
tional categories are dependents of their lexical heads. For instaithegew
spect to the analysis of subordinate clauses, the verb is assigned staaazla

of the clause, providing a uniform analysis of main and subordinate cafise
Functional elements are thus dependents of the verbal head in the depgnd
analysis. Figure 3 shows the dependency analysis for example (61§ &he
subordinate clauses functions as a direct object in the main clause:

(61) Kontrollera att defrostern  fungerar bra
control that defrosterpeEr works  well

‘Check that the defroster works well’

N

ROOT UK SS 00 AA

_ Kontrollera att defrostern fungerar bra
_ A" UK N \" AB
\AY UK NN \'AY% AB

IP AT DD PS ZA

Figure 3: Dependency representation of example with subordinatesel&om Tal-
banken05.

The artificial root node takes as dependent the head of the sentanedyu

the finite verb of a matrix clause, which is assigned the relatiooT. For
subordinate clauses, the main verb is assigned the dependency relatbn wh
the subordinate clause holds with respect to its matrix clause. For instance,
in the example in figure 3, the subordinate clause headed by the finite verb
fungerar‘works’ functions as a direct objecb().

5.1.2 Parole

The Swedish Parole corpus was collected within the context of the EU projec
Parole which ended in 1997 and the corpus is freely available for sear
purposes? It contains approximately 21.6 million tokens, including punctu-

59The annotation of clausal complements in Talbanken05 shows that ttesexhibit a
range of different argument and non-argument functions, algest, object, temporal adver-
bial, unlike e.g. LFG where clausal argumert®{pP, xCOMP) are distinguished functionally
from clausal adjunctsx@apJ).

60http://spraakbanken.gu.se
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ation, taken from different genres: novels (22.7%), newspaper (é2t£%),
magazines (2.1%), as well as miscellaneous web texts (5.1%).

5.1.3 The Oslo Corpus

The Oslo Corpus is a corpus of Norwegian texts of approximately 18.5 million
words. It consists of texts of three main genres: fiction (1.7 million words),
newspapers/magazines (9.6 million words) and non-fictional prose (7.1 million
words), and has been automatically annotated using the Oslo-Bergem tagge
(Hagen, Johannessen and Ngklestad 2000), a morphosyntacticaagigeing

a Constraint Grammar (CG) analysis (Karlsson et al. 1695).

Constraint Grammar is characterised by an eliminative approach and in the
syntactic analysis, which follows a morphological disambiguation, the tagger
starts out by administering all possible syntactic functions for each ward. U
likely candidates are then removed from each word, according to a €46 of
rules. (63) gives the Constraint Grammar analysis of the sentence in)(5.1.3
where syntactic tags are distinguished from morphology by the @-symbol:

(62) Brevet med det pussige innholdet  skrev jenta.
letter-DEF with the strange contentber wrote girl-DEF

‘The letter with the strange content, the girl wrote’

(63) "<Brevet>"
"brev" noun common sing def neuter @obj @subj

"<med>"

"med" preposition @adv
"<det>"

"det" determiner demonstrative sing neuter @det>
"<pussige>"

"pussig" adjective sing def @adj>
"<innholdet>"

"innhold” noun common sing def neuter @<p-utfyll
"<skrev>"

"skrive" verb past trl i1 trll pal d1 pa5 pa3 @fv
"<jenta>"

"jente” noun common sing def fem @obj @subj

As we can see, only the noun of a noun phrase receives the syntamdtimofu
tags @subj and/or @obj, whereas other modifying elements in the phrase
will receive modifier-tags, relating them to the noun. Unlike the dependency
analysis of Talbanken05, see section 5.1.1, the dependency relatiodeis un
specified with respect tvhich element is head of a syntactic label or tag. It

61The Oslo Corpus is available for research purposes, see http://wwie.hb/tekstlab
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does not, for instance, make explicit that the subjects and object anedisyis

of the main (and only) verb. Notice also that the subject and object hdave no
been disambiguated, both readings are still present in the output. Theabov
ample illustrates @ontainment of ambiguitwhich follows directly from the
eliminative approach of Constraint Grammar. Since the rules have not been
able to remove all but one analysis, both remain in the output.

5.2 Machine Learning

This section presents the machine learning algorithms and software which are
employed in Part Il of this thesis dealing with lexical acquisition of animacy
information for common nouns in Scandinavian. Machine learning may be
defined as follows (Mitchell 1997: 2):

Definition: A computer program is said fearn from experiencé with re-
spect to some class of tasksand performance measueeif its perfor-
mance at tasks ifi, as measured by, improves with experiencé

Properties of the training experience give rise to the distinction betaugaer-
visedandunsupervisedearning, where the former is characterized by direct
evidence and the latter by indirect evidence. In supervised learningyaihe
ing experience consists of input-output pairs, whereas unsupeieaadng
involves learning without output values. The input to learning is commonly
represented asfaature vectora tuple of features with corresponding values
(f1 =va,..., fn = vyy) which defines am-dimensional vector or feature space.
We will primarily be concerned with supervised learning in the following and
present two supervised machine learning systems, C5.0 presented im sectio
5.2.1, and TiMBL presented in section 5.2.2, based on decision-tree lgarnin
and memory-based learning, respectively. However, we will also empéoy th
unsupervised technique of clustering as a method for data exploration-in sec
tion 6.7.1 and we briefly present the clustering software Cluto in section 5.2.3.
Machine learning is based on inductive reasoning, hence improvement of
the performance measure is usually defined through generalization tenunse
instances. Most machine learning tasks may furthermore be reducedrto lear
ing a target function and therefore rely on an algorithm for locating the-fun
tion that best fits the training data. The way in which the search for the best
hypothesis is performed is part of the inductive bias of the machine learn-
ing algorithm. We experiment with two quite different machine learning al-
gorithms instantiating the general distinction betweagerandlazy learn-
ing algorithms. Eager learning algorithms generalize over the data prior to the
application to unseen instances, whereas lazy algorithms postponelganera
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tion until the application to a new instance. The main difference between the
two is thus found in the fact that lazy algorithms may consider the unseen in-
stance when deciding how to generalize, whereas the eager algorithnoiay n
(Mitchell 1997: 244f). The c4.5-algorithm employed for decision-treelieq

is an eager algorithm, whereas tk@earest neighbor algorithm employed in
memory-based learning, is a lazy learning algorithm.

5.2.1 Decision trees (C5.0)

A decision tree is a classification model which relates a set of predefined
classes with properties of the instances to be classified. Classification using
a decision tree proceeds by means of a set of weighted, disjunctive teésts w

at each step, or node, in the decision tree assigns an appropriate testgata

and which proceeds along one of its branches, representing possibbenes

of the test.

The software package employed for decision tree learning is C5.0 (Quinlan
1993)%2 Decision trees may be learned inductively by examining a set of train-
ing data and based on properties of these, constructing a classificatioArre
initial tree is constructed from the training data by meansapfiéting criterion
and astopping criterion(Manning and Schitze 1999). The splitting criterion
grows the tree by dividing the training data into increasingly smaller subsets,
whereas the stopping criterion tells the learner when to stop splitting. Follow-
ing the c4.5 algorithm for decision-tree learning (Quinlan 1993), the splitting
of a training sefl into subsetq;, .., T, in accordance with a te3t with n out-
comes is determined by a measurdardbrmation gain i.e., the information
gained by applying the test to the training dat& . The information gain of
a particular tesk is the difference between the amount of information needed
to identify the class of a case ihon average and the information gained by
partitioning the data in accordance with a particular ¥est

gain(X) = info(T) — infoy (T)

The first term ipfo(T)) is obtained by summing over the information resulting
from choosing each clasy, ...,Cy, weighted by the frequency of the class in
the training sef :%3

k _ :
freq(Cj, T) < log, (freq(CJ,T))

info(T) = — 121 7] T

62The C5.0 software package may be downloaded from http://www.ruségoen/.
630n a more general notefoX) = H(X), the entropy for a single random variable.
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The information measurenfoy (T)) for a certain tesK which partitions the
training data intan subsets, is obtained by summing over the information con-
tained within each subset, as weighted by the frequency of the subsstinas
the training set as a whole:

info, (T) = im x info(T;)

At each node in the decision tree, the test is chosen which maximises the in-
formation gairf* The splitting process is terminated when (i) all the subsets
contain cases of the same class, or (ii) no further tests improve the results fu
ther.

The decision tree resulting from the initial splitting phase usually has the
disadvantage afverfittingthe data, i.e. it places too much significance on the
observations made in the training data and may induce generalizations from
mere coincidental properties of these. As a second stage in constructing a
cision tree, a stage @runingis vital to performance on unseen test cases. In
the C5.0 system, the pruning of a decision tree is based on the predicted erro
rate of all the subtrees (Quinlan 1993).

5.2.2 Memory-Based Learning (TiMBL)

Memory-Based Learning (Daelemans 1999; Daelemans and van deh Bosc
2005) is a machine learning approach which is characterized by a notion of
analogy rather than abstraction. Training instances which constitute the train-
ing experience are simply stored in memory. At classification, some defini-
tion of similarity is employed in order to locate the instance(s) most similar
to the new, unseen instance to be classified. Classification of the new stanc
is based directly on the knowledge of the previous assignment to these similar
examples and learning is therefore supervised. Memory-based leduning
thermore employs a lazy learning algorithm, Kaeearest neighbor algorithm,
which postpones learning until classification time.

In our experiments we make use of the Tilourg Memory-Based Learner
(TIMBL) (Daelemans et al. 2004f TIMBL has a range of parameters which
may be set to affect the learning process in various ways. The most importa

641n fact, the measure of information gain has the disadvantage of favirts with many
outcomes, with a worse-case scenario of one case per leaf nodefdreethe C5.0 system
employs a refined measure of information gain -dgaé ratio (Quinlan 1993: 23)

65The predicted error rate is calculated directly from the training data andéausres no
held-out data for pruning. This is a clear advantage when data argespar

66TiMBL is freely available at http://ilk.uvt.nl/software.html
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of these parameters relate to either the selection of the nearest neiglors,
which instances in memory should be allowed to affect the classification of a
new instance, or the influence which each of these neighbors may erert o
the final classification.

With regard to locating the nearest neighbors, various similarity metrics
may be employed, which calculate the distance in vector space between the in-
stance to be classified and various candidate neighbors. With regarthiocgis
metrics, the default setting is the Overlap metric, where the distance is calcu-
lated as the sum of differing values of features. Khmption allows the user
to specify the region within which thienearest neighbors are found, whé&re
is the number of distances considered (Daelemans et al. 2004). Tmegtara
settings for feature weighting provide methods for assigning differing impor
tance to individual features. One may also choose to give all features eq
weight. The Information Gain setting takes the informativity of each feature
into account when assigning weights, and the Gain Ratio (default) setting in
addition normalizes for the number of values each feature may take oml, base
on the training data.

Finally in classification, thé&-nearest neighbors determine the class of the
unseen instance. The manner in which this decision is made can be influenced
by the class voting weights. Either all neighbors have equal weight amddhe
jority determines the class, so-called “majority voting”, or the votes of closer
neighbors are given more importance than more distant ones.

5.2.3 Clustering (Cluto)

Clustering is one of the primary methods wfisupervisednachine learning
where elements are grouped together based on their level of similaritynit is a
unsupervised method since there is no use of manually annotated training data
Similarity is usually defined by distance in a high-dimensional vector space.
The clustering experiments presented in section 6.7 are performed using the
Cluto clustering software (Karypis 2002), which is freely availddl€luster-
ing algorithms are commonly classified as either bottom-up, so-cadjgldbm-
erativeclustering, or top-down, also known patrtitive or divisive clustering.
Cluto supports a range of different clustering algorithms of both typesets
as a range of parameters specifyingrigerion function The criterion function
is defined over the instances of the clusters and provides a value sixgres
the level of similarity within the set of clusters, between the individual clusters
or a combination of these. The main goal of clustering can then be reduced to
locating the cluster solution which optimizes a certain criterion function.

67The Cluto software may be obtained from http://glaros.dtc.umn.edu/gitviews/cluto
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A key problem in automatic clustering resides in locating the optimal num-
ber of clusters given a data set and no further information regardingutime
ber of assumed categories. In Cluto this problem is bypassed by reqthieng
user to define the desired number of clusters in a clustering solution with the
k-parameter. Section 6.7 provides more detail on the specific algorithm, crite-
rion function andk-values employed, as well as discussing evaluation of the
obtained cluster solutions.

5.3 Parsing

In Part lll we present experiments in data-driven dependencyngaid/e pri-
marily employ the MaltParser system, however, a contrastive study is also
performed with the MSTParser system. An introduction to data-drivenndepe
dency parsing is provided in section 8.1, as well as a more detailed introaluctio
to the MaltParser system.

5.3.1 MaltParser

The freely available MaltPars&ris a language-independent system for data-
driven dependency parsing. MaltParser is based on a deterministiogpars
strategy, first proposed by Nivre (2003) and extended to labeleendepcy
graphs in Nivre, Hall and Nilsson 2004, in combination with treebank-iaduc
classifiers for predicting the next parsing action. See section 8.1.3 fag mor
detail.

5.3.2 MSTParser

MSTParser is freely availaigand is a language-independent system for data-
driven dependency parsing. It searches for the maximum spannmg\es
directed graphs, and employs large-margin discriminative training for the in-
duction of scoring functions (McDonald, Crammer and Pereira 2005; Mc-
Donald et al. 2005). See section 9.3.1.2 for more detail and a comparison with
MaltParser.

68http://w3.msi.vxu.se/users/nivre/research/MaltParser.html
69MSTparser is freely available from http://mstparser.sourceforge.net
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ACQUIRING ANIMACY —
EXPERIMENTAL
EXPLORATION

Lexical acquisition deals with the automatic induction of lexical information.
This area of computational linguistics has gained an increasingly important
role as large linguistic corpora have become more easily available. The meth-
ods employed are per definition data-driven and rely on statistical irdferen
over language data in some form. Whereas lexical information can refer to a
wide variety of properties, most recent work has focused on the atiguisf
lexical semantics. The basic approaches can be summarized as folldds (Ba
win 2006):

Lexical similarity identify “near-matches” (synonyms, near-synonyms, asso-
ciated word etc.) to the given lexical item, and “inherit” their semantic
properties

Lexico-syntactic patterns identify the lexico-syntactic patterns associated
with a given phenomenon, and look for corpus occurrences thereof

Resource mining mine pre-existing lexical resource(s) for relevant informa-
tion

The view of lexical semantics which underlies the two first approachesto lex
ical acquisition is what is often referred to as ttistributional hypothesis
stating that words which have similar distributions in language will also have
similar meanings. The context of usage is thus defining for the meaning of
lexical items and the context is usually represented as a high-dimensiaral ve
tor. The way in which the context of usage (or the dimensions of the vector)
is defined, varies, ranging from the use of simple word forms (Schiit28;19
Sahlgren 2006), lemmas, parts-of-speech to syntactic relations (Lir). 1988
second approach which relies on lexico-syntactic patterns in additiomassu
that the syntactic distribution of lexical items constitutes a reliable predictor of
semantics or meaning.

There are, generally speaking, two main methods for the evaluation of the
acquired information in lexical acquisitionirternal andexternalevaluation.
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In an internal evaluation the acquired information is evaluated against a gold
standard of some kind, e.g. a manually annotated corpus or a lexicatecesou
(thesaurus, ontology etc.). An external evaluation evaluates the efféice
added information in terms of performance on a separate NLP task, such as
parsing or semantic role labeling.

In chapter 3, we discussed the lexical semantic property of animacy and its
relation to the realization and interpretation of syntactic arguments. We saw
that animacy is a central factor in argument differentiation since arguments
differ in their degree of correlation with the dimension of animacy, leading
to observable frequency effects in a range of languages. Explas#&biotihese
correlations appeal to notions of accessibility, cognitive status and proo@ne
see section 3.6. We also distinguished animacy as a denotational property fr
a referential property, claiming that animacy is largely a denotational gyope
of nouns.

This chapter aims at investigating the theoretical claims from chapter 3 fur-
ther’0 In particular, we argue that the taskarfimacy classificatiora subtask
of the general problem of lexical acquisition of animacy information, presid
us with a methodology for evaluating the theoretical proposals. We employ
data-driven methods which highlight the correlation between syntax and se
mantics and enable us to quantify the strength of this association. In particular
we investigate the extent to which the syntactic distribution of a noun is indica-
tive of its animacy, and to what extent it is possible to generalize from symtac
behaviour to semantic animacy for unseen nouns. The assumption thatyanimac
is a denotational property of nouns entails that the animacy of a noun is fairly
stable across different contexts. We may consequently test whethercgnima
can be obtained as a class property at the level of lemmas or types, i.eewheth
animacy may be acquired based on information regarding lemmas. Further-
more, the dimension of animacy and its delimitation and gradience may be
tested by examining different types of nouns.

To be more precise, we will investigate the following issues:

Viability Can animacy be acquired through morphosyntactic distributional
features for noun lemmas?

Features Can we approximate the linguistic generalizations regarding ani-
macy as empirical features taken from a corpus? Which features may
be employed to acquire animacy? Which of these features are most im-
portant?

Generalizability — robustess How is the classification affected by sparse data?
How much data is needed to acquire stable generalizations?

"Oparts of this chapter builds on work presented earlier in @vrelid 200%.200
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Generalizability — machine learning algorithm Does the choice of machine
learning algorithm affect the results? Are the results generalizablesacros
machine learning algorithms with different properties? We examine the
following distinctions, see section 5.2 for more detail:

1. eager versus lazy learning algorithms
2. supervised versus unsupervised learning

Class granularity Do the results say anything about the delimitation of the
animacy dimension and its division into classes? Can we test the hy-
potheses regarding gradience in a principled manner?

6.1 Previous work
6.1.1 Animacy

Lexical acquisition of animacy information constitutes a relatively unexplored
field of study in computational linguistics. It bears some resemblance to the
task of named entity recognition (NER) (Tjong Kim Sang 2002b) which usu-
ally makes reference to a ‘person’ class, (see, e.g., Chinchor et 29).19
However, whereas most NER systems make extensive use of orthmgiaph
morphological or contextual clues (titles, suffixes) and gazetteers, epiima
nouns is not usually signaled overtly in the same way. The work which has
been done on acquisition of animacy information falls into the third category
of lexical acquisition tasks mentioned above, namely that of ‘resource min-
ing’. The lexical resource employed is that of the English WordNet (Feltba
1998). WordNet can be seen to represent the animacy distinction byghavin
very general hypernyms (so-called ‘unique beginners’), suclperson’ and
‘artifact’, and the idea is that the hyponyms of these general concepstinh
their animacy. However, direct extraction from WordNet is not completaly tr

ial; the animacy of the unique beginners do not unequivocally distributeito the
hyponyms and WordNet, as is well-known, contains extensive polysemy, i.e
words may belong to several sensesagan and Evans (2001, 2007) present a
study where animacy information is inherited from hypernyms (starting with
unique beginners) in WordNet and where polysemy is distributed everdgsc
the various senses. A threshold for animacy is then determined empirically. An
extended approach in addition makes use of a few contextual clues in-the an
notation of a corpus for animady.Orasan and Evans (2007) show that the

710rasan and Evans (2007) employ machine learning in order to annotateithacy of a
given noun in a corpus. In addition to the dominant animacy of the nokentisom WordNet,
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acquired animacy information can be beneficial for anaphora resoltgoice
evaluate the classification externally.

It is clear from the above that the methods employed in previous work on
acquisition of animacy information are restricted to languages for which large
scale lexical resources expressing this distinction, such as Worddetyait-
able.

6.1.2 \erb frames and classes

Whereas acquisition of information regarding nouns in general hasesot b
given much attention in work on lexical acquisition, various syntactic and se-
mantic properties of verbs have been widely studfelah. particular, the induc-
tion of various types oferb framesandverb classesias been the subject of a
range of studies.

The subcategorization frame of a verb describes the types of arguments a
verb takes and is usually assumed to be a gradient property in computational
work, hence describes the differing propensities of verbs for @iffesyntactic
frames or sets of arguments. Lexical acquisition of subcategorizatiomiafo
tion (Manning 2003; Carroll and Rooth 1998) usually relies on a parsgulis
and differ with respect to the number of frames and the information (p&rts-o
speech, lexicalization) provided for the frames (Schulte im Walde 2007).

Acquisition of selectional restrictions (Resnik 1996; Erk 2007), see sec
tions 3.5 and 9.2.8, can be seen as an extension of subcategorization frame
induction, where the syntactic classes of arguments are specified fonsema
tic class’® This information is usually taken from a lexical resource, typically
WordNet, however, lexical similarity has also been employed in order to gen-
eralize frames to unknown instances (Erk 2007).

Finally, induction of verbal, semantic classes has been extensively stud-
ied from the perspective of lexical acquisition. The availability of a lexicbn o
verb classes (Levin 1993) has enabled a common platform for evalultion.

they make use of the “animacy of the verb” if the noun in question is suajetthe proportion
of animate/inanimate pronouns in the text. It is unclear, however, howotineef feature is
calculated — whether the information is taken from the WordNet resours@nire way or from
the gold standard corpus. The latter feature provides a measure okthesificy of animate
entities on a whole for the text in question.

725ee Schulte im Walde 2007 for a comprehensive overview of work guisition of verbal
frames and classes.

73Selectional restrictions as an extension of subcategorization is an opéfisation, due
to the fact that these provide information from different linguistic levelse Tatter is strictly
syntactic, whereas the former is semantic. It is therefore in principlsifesto separate the
two distinctions, i.e. the selectional restrictions need not necessarily gynédctic subcatego-
rization. More on this in section 9.2.8 below.
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an underlying assumption in the work on acquisition of verb classes that the
syntactic distribution of a verb, in particular with respect to so-cadléelna-
tions, is largely determined by its semantic cld$his assumption makes it
possible to acquire semantic classes largely based on syntactic, distributiona
features. Merlo and Stevenson (2001) study the acquisition of verb iclas
formation as a classification problem, focusing on three classes of optionally
intransitive verbs in English - unergative verbs, ergce unaccusative verbs,
e.g.,meltand object-drop verbs, e.@lay. They make use of a small set of lin-
guistically motivated features in a 3-way classification task and show a eonsid
erable improvement over a random baseline (69.8% accuracy with a leaselin
of 33.9%). Joanis and Stevenson (2003) extend this work to a largerdea
set with comparable performance. The verb classification in Levin 1988, h
ever, only provides one out of many possible ways of classifying vanos
it is also only available for English. Unsupervised approaches to acquisitio
of verb classes partially address this problem by clustering verbs witheut
necessity of a resource like Levin for English (Stevenson and Joad®) 2ad
for languages where such resources are not available, e.qg. GeSotauité im
Walde 2006Y.°

The close relation between syntax and semantics which is highlighted in
particular in the work on verb classes bears a strong resemblance toobur p
lem of animacy classification, as defined above, and we will use it as inspira
tion in the following.

6.2 Data preliminaries

In the following we formulate the task of acquiring animacy information as
a classification problem where the learning task consists of classifyingsnou
as being either animate or inanimate. The goal of learning is thus to find the
approximated target functiol,, which best performs this task. That is, given
a set of noun lemmas, we want to locate the function which gives as output the
greatest number of correctly assigned classification values. This isretdisc
valued function from noun instances to a class from a predefined skissks,
V : NounLemma- ¢ € {Anim Inan}.

In order to train a classifier to distinguish between animate and inanimate

74 syntactic alternation is a variation in terms of the syntactic realization of azgtswith
respect to a particular verb. Examples are the dative alternation, asuimpées (10)—(11) in
section 3.2.1 and spray/load alternations, spgay the wall with paint/s spray paint onto the
wall . See Levin 1993 for an extensive overview.

"SNote, however, that a gold standard is still assumed for evaluation gespalthough it is
not employed for training.
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nouns, we have to decide on the appropriate training experience forghis ta
In particular, we must select a set of representative instances aiutk deca
relevant representation of these instances. Section 6.2.1 discusséites c
of language and corpus resource for the present classification studi.2.2
will detail the selection of nouns for classification.

In section 3.2 above we discussed the role of animacy in argument differ-
entiation as a cross-linguistic tendency which exhibits clear frequenasteffe
in language. We also discussed linguistic dimensions closely related to an-
imacy and argument differentiation, such as agentivity, individuation and ac
cessibility, see section 3.6.2. In section 6.2.3 we formulate a set of theoretically
motivated features which exploit the close relation between animacy and dis-
tinctions in syntactic argumenthood, as well as related notions. It is important
to note that these features only provide practigairoximation®f more theo-
retical notions of argumenthood, agentivity and accessibility. Thesedtiealr
notions are approximated by emprical features which may be extracted from
an automatically annotated corpus.

6.2.1 Language and corpus resource

All experiments in this chapter are performed on Norwegian. In chapigee 7,
will investigate the application of the methods developed in this chapter to
another Scandinavian language, namely Swedish.

Since we wish to employ the morphosyntactic distribution of a noun as
an indicator of its animacy, we need a corpus with morphological and syn-
tactic annotation. Also, the corpus should be as large as possible, since we
rely on inductive inference from frequencies in language use fosifiestion.

For the extraction of morphosyntactic distributional information, we choose to
employ the Oslo Corpus, a corpus of Norwegian texts of approximately 18.5
million words. The corpus is morphosyntactically annotated and assigns an un
derspecified dependency-style analysis to each sentence, see Sectdior

more detail’® The containment of ambiguity which is a property of Constraint
Grammar can be seen to be an advantage in the approximation of features,
since it enables the exclusion of instances which were deemed ambiguous by
the grammar.

76All examples in the current chapter are taken from the Oslo Corpusssiotberwise stated.
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Animate Inanimate

barn ‘child’, direktar ‘director’, far | aksje ‘stock’, artikkel ‘article’,
‘father’, flyktning ‘refugee’, forfat- | bil ‘car’, bok ‘book’, brev ‘letter’,
ter ‘author’, gutt ‘boy’, jente‘girl’, | dag ‘day’, eiendom‘property’, fly
kvinne ‘woman’, leder ‘leader’, | ‘airplane’,hus‘house’,informasjon
lege ‘doctor’, leerer ‘teacher’,| ‘information’, natt ‘night’, opp-
mann ‘man’, medlem ‘member’, | gave ‘task’, opplysning‘(piece of)
mor ‘mother’, person ‘person’, | information’, penge ‘coin/money’,
president ‘president’, sjef ‘boss’, | pris ‘price’, produkt ‘product’,
soldat ‘soldier’, trener ‘coach’, | spgrsmatquestion’,svar ‘answer’,
venn‘friend’ ting ‘thing’, vare‘merchandise’

Table 6.1: Highly frequent & 1000) animate and inanimate nouns; Norwegian

6.2.2 Noun selection

As training data for the classifier, a set of 40 nouns were manually sele2@d
animate and 20 inanimate nouns, see table 6.1. The nouns were chosn base
on two criteria: i) they are all Norwegian translations of nouns taken from
the English WordNet, all of which are hyponyms of concepts distinguishing
animacy, and ii) they are all highly frequent in the corpUs.

The animate nouns that were chosen were all hyponyms opéinson
relation, which is itself a hyponym adnimate thing/ living thingA corpus
study of Norwegian simple transitives in a sample of the Oslo Corpus showed
that nouns expressing reference to animals, i.e. animate beings asideufrom
mans, are very infrequent in the corpus (Dvrelid 2004), and thess tyfpe
nouns will therefore not be included in the followifg There is no single
category in WordNet that expresses the property of inanimatenesg sath
imate nouns were taken from two main hypernyms which ensure a spread in
terms of the abstractness of the noun, namely the coneefifact, e.g. bil
‘car’, bok‘book’ andabstraction e.g.pris ‘price’, informasjon‘information’.

The choice of highly frequent nouns was made in order to ensure eisnffi
amount of data to test our various features on. The threshold for tloeses n

TThere is no Norwegian WordNet resource, but there is a small sentexition, SIMPLE,
available which contains semantic information for approximately 10,0@@sstructured ac-
cording to the notion ofjualia-roles (Pustejovsky 1991). Unfortunately however, the choice
of nouns in this lexicon is rather limited. For instance, there are entridsilftekk ‘car tyre’
andbilradio ‘car radio’, but no entry fobil ‘car’! Due to our initial frequency threshold, the
information available in the SIMPLE lexicon was deemed too specialized.

"8gvrelid (2004) found that only 0.6% (5/889) of the common nouns in #mepse refer to
animals.
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was set at> 1000 occurrences. In section 6.4 below, we examine the effect of
alternative threshold assignments on animacy classification.

6.2.3 Features of animacy

The nouns listed in table 6.1 above are represented by a set of featiots w
express properties of their morphosyntactic distribution. For each wprei-
ative frequencies of various morphosyntactic featutegre calculated from
the corpus:
freq( fi,w)
freq(w)

The features chosen to represent the nouns are presented betevthaidhe
features are all assumed to be noisy, as they are based on automatitiamnota
and simple regular expressions for extraction. We will test empirically in the
experimental section whether these features capture the relevant dissnctio
with respect to animacy despite the noise caused by input data and feature
approximation.

Subject and object

Subjects and objects tend to differ with respect to animacy and this tendency
has been observed as frequency effects in a range of languagdgawy, in
particular, discussed the effect of relative animacy in transitive carigins.

The proportion of subject and object occurrences for each nouretisftre
recorded. For transitive subjectsuBJ), we extract the number of instances
where the noun in question is unambiguously tagged as subject and followed
by a finite verb and an unambiguously tagged obfédthe frequency of direct
objects OBJ) for a given noun was approximated to the number of instances
where the noun in question was unambiguously tagged as object. We here as
sume that an unambiguously tagged object implies an unambiguously tagged
subject. However, by not explicitly demanding that the object is preceged b
a subject, we also capture objects with a “missing” subject, such as relative
clauses and infinitival clauses.

"9The tagger works in an eliminative fashion, so tokens may bear two @ tags when they
have not been fully disambiguated.
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Genitive

Genitive marking typically signals a semantic relation of possession, a relation
which has been shown to favour animate possessors (RosenbachR2alR

and Fraurud 1996). However, this requirement is certainly not arlutbsmmn-
straint on the construction; semantic relationships figuring inanimate entities
such as a part-whole relations, elilens hjul ‘the car’s wheel’ also occur
commonly®® The feature extraction for the genitive featuge() counts the
number of times each noun occurs with genitive case marking, i.e. the suffix
-S.

Passive

Agentivity is also related to animacy, see section 3.5. Animate entities are in-
herently sentient, capable of acting volitionally and causing an event to take
place - all properties of the prototypical agent (Dowty 1991). Theipass
construction, or rather the property of being expressed as the dengaat a

in a passive construction, is a possible approximator of agentivity. ifikens
constructions tend to passivize better (hence more frequently) if the démote
subject bears a prominent thematic role, preferably agent. Norwegsamba
ways of expressing the passive, a morphological passive (veytard a pe-
riphrastic passivebli + past participle). The counts for the passive feature
(PAS9 include both types of passives preceding blyghrase containing the
noun lemma in question.

Anaphoric reference

In section 3.6, we discussed the idea that animate entities tend to be more
individuatedand more cognitivelaccessibleAn entity which is highly indi-
viduated and accessible is also more likely to be referred to again later on in
discourse. Anaphoric reference is a phenomenon where the animaagbf
erentis clearly expressed. The personal pronouns distinguish titetealents
along the animacy dimension - animéatn/hun‘he/she’ vs. inanimatden/det

‘it- MASC/NEUT'. This is one reason why information regarding the animacy

80An alternative construction to the s-genitive in Norwegian is constructdddgyting the
possessive pronolgin between the possessor and the possessedpyaminen sin bitthe man'’s
car’. Thesin-genitive is to be preferred when the relation is one of possessior{Reakie and
Vannebo 1997), hence often involving an animate possessor. Howlat@ on this construction
was far too sparse and yielded zero occurrences for a large naftier nouns (both animate
and inanimate), and was hence abandoned.
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of a noun can be helpful in the task of coreference resolutiog@r and
Evans 2007). Coreference resolution is a complex problem, and centainly
one that we shall attempt to solve in the present context. However, we might
attempt to come up with a metric that approximates the coreference relation
in a manner adequate for our purposes. Hale and Charniak (1998)b#ea
method for extracting gender statistics for English nouns by making use of
coreference approximations. Their most simple method is the “last nouh seen
method, where an anaphoric link is established between the last noun of one
sentence and an initial pronoun in the next. This method is reported to dccoun
for approximately 43% of all anaphoric coreferences in a hand-tagigieset

of the Wall Street Journal corpus. They also make use of the Hobbsthigo
(Hobbs 1976), which relies on a phrase-structure parse of the seriteques-

tion as well as the preceding text, and exploits syntactic cues for conetere
This strategy alone is reported to achieve an accuracy of 65.3% on the same
WSJ subset.

In our attempt to approximate coreference relations between a common
noun and a subsequent personal pronoun, we make use of thedaatghr-
sonal pronoun usually refers to a discourse salient element whichlisriir
cent in the discourse. Now, if a sentence only contains one core arg(ireen
an intransitive subject) and it is followed by a sentence initiated by a pdrsona
pronoun, it seems reasonable to assume that that these are likely to be core
erent (Hale and Charniak 1998). (64) below shows an authentic exérople
the results for the noumann‘man’ taken from the Oslo Corpus:

(64) Mannen; ble pagrepet etter tre kvarters dramatisk biljadan; var
beruset og satt med den ladde haglen over kneerne.
The manwas apprehended after a three-quarter long car chasg. He
was intoxicated and sat with the loaded shot gun across his knees

For each of the nouns in table 6.1, we count the number of times it occurs as
a subject with no subsequent object and an immediately following sentence
initiated by (i) an animate personal pronowNAAN ) —han‘he’, hun‘she’ or

de ‘they’, and (ii) an inanimate personal pronousN@IN) — den ‘it- MASC’

or det'it- NEUT'. The 3rd person plural pronoute ‘they’ is not a clear indi-
cator of animacy since it may refer to both animate and inanimate referents,
as in English. Merlo and Stevenson (2001) show that, in English, this plural
pronoun exhibits a preference for animate reference and in a sele€tl@®® o
occurrences of this pronoun, they found that 76% of these had an terama
tecedent! We therefore make the same assumption for Norwegian. Although

81Merlo and Stevenson (2001) make use of personal pronouns astom@iof argument
structure for a verb. If the verb often occurs with an animate prondreirigect, they assume
that it assigns an agentive role to its subject.
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SUBJ OBJ GEN | PASS| ANAAN | ANAIN REFL
forfatter | 0.1734| 0.0809| 0.0639| 0.0020| 0.0109| 0.0034| 0.0075
artikkel | 0.0799| 0.1091| 0.0032| 0.0032| 0.0013| 0.0032| 0.0006

Figure 4: Example feature vectors.

this is a possible source for mistakes in the counts, we assume that thel genera
distribution of instances will still make the relevant distinction with regards to
animacy.

For the inanimate pronouns, the neuter faiet ‘it- NEUT' is problematic
as this is also the expletive subject form, hence this pronoun often initiates a
sentence, but has a clearly non-referential function. However,esis th no
obvious way of automatically distinguishing between the pronominal and ex-
pletive use, we count all occurrences of this pronoun when it initiateba-
ing sentence. Another possibility would have been to exclude all ocagsen
of det'it- NEUT' from the counts, with the consequence that this test would be
inapplicable for the set of neuter nouns in our training set (8 nouns).

Reflexive

Reflexive pronouns represent another form of anaphoric megerehich, con-
trary to the personal pronouns, locate their antecedent locally, i.e. within th
same clause. The third person reflexive pronsegthim/her/itself’ does not,
however, position its antecedent along the animacy dimension. In the reflex-
ive construction the subject and the reflexive object are, typicallgfecent

and it describes an action directed at oneself. Although the reflexoreopn

in Norwegian does not distinguish for animacy, the agentive semantics of the
construction might favour an animate subject.

The feature of reflexive coreferencegFL) is more straightforward to ap-
proximate, as this coreference takes place within the same clause. For each
noun, the number of occurrences as a subject followed by a verb artdh
person reflexive pronouseg'him-/her-/itself’ are counted.

6.2.3.1 Data overview

For classification, each noun is represented as a feature vector dfudistral
features and is labeled with itdass— animate or inanimate. Figure 4 shows
the individual feature vectors representing the animate hadatter ‘writer’
and the inanimate nouartikkel ‘article’.



86 Acquiring animacy — experimental exploration

Animate Inanimate

Mean SD Mean SD #

SUBJ 0.14 0.05 0.07 0.03 16813
OBJ 0.11 0.03 0.23 0.10 24128
GEN 0.04 0.02 0.02 0.03 7830
PASS 0.006 0.005 0.002 0.00R 577
ANAAN 0.009 0.006 0.003 0.002 989
3
8

ANAIN  0.003 0.003 0.006 0.008 944
REFL 0.005 0.0008 0.001 0.0008 558

Table 6.2: Mean relative frequencies and standard deviation for ekads ¢20 an-
imate, 20 inanimate nouns) and feature, as well as total pizitds for
each feature (#).

The mean relative frequencies with standard deviations for each class — a
imate and inanimate — and feature are presented in table 6.2. The total data
points for each feature following the data collection are also presented in the
last column of table 6.2. As we can see, quite a few of the features expoess
phosyntactic cues that are rather infrequent. This is in particular trueador
passive featurer@ss and the anaphoric featur@siAAN, ANAIN andREFL.
When examining the features in table 6.2, however, these features still ex-
press the relevant distinctions, and all differences between the medms of
two groups are significafé

Another point is that the values for the features that one would expect to
be quite frequent, e.gsuBJ and oBJ only range from about 3% to 14% of
all occurrences. The reason for this is that the regular expressesigned
to extract the counts require the subjects and objects in questionuoane-
biguously taggedThis means that the transitive subjects and objectsatteat
counted are only those that occur in a syntactic environment which clearly
disambiguates them functionafly.

82statistical significance was calculated with an unpair¢est. We compared the mean
of means between the group of animate and inanimate nouns, and fatrall tHifferences
were significant -suUBJ,0BJ,REFL:p<.0001; ANAAN :p<.0005; PASSp<.005; ANAIN :p<.01;
GEN:p<.05.

83|n practice this includes transitive complex VPs (due to the V2-propefyoofvegian), i.e.
VPs containing auxiliary or modal verbs, sentences where somethiegtbén the subject or
object occupies sentence initial position, or subjects or objects app@&asnfordinate clauses
of different types, see section 4.2
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6.2.3.2 Other features

In addition to the features presented in table 6.2, several other featares w
extracted, which did not exhibit a significant distinction. This was partly due
to errors in the automatic analysis. For instance, indirect objects in ditransitiv
constructions, turned out to yield a result that was contrary to the expecte
results. The mean result for the animate class was 0.007%, whereas the inan
imate class had the higher count of 0.008%. However, a quick look at some
of the extracted sentences shows that the tagger’s analysis of indijectso

is inaccurate. Other features that proved not to differ significantly o
classes include morphological definiteness and the ‘last noun seqti@ia
reference approximation (Hale and Charniak 1998).

6.3 Method viability

We start out by testing the viability of the method as such, i.e. whether unseen
nouns may be classified for animacy based on a small set of linguistically mo-
tivated distributional features. We also test the effect of the variousriesa
individually and in combination.

6.3.1 Experimental methodology

The experimental methodology chosen for the classification experiments is
similar to the one described in Merlo and Stevenson 2001 for verb classifi-
cation. We employ decision tree learning for construction of classifiees, se
section 5.2.1 and leave-one-out training and testing of the classifierawviele
one-out cross validation, each noun is used as test data exactly drereby

the n— 1 other instances are used for training the classifier. This is a good
option when the set of training data is small, as in the present context. In addi-
tion, all our classifiers employ th@oostingoption for constructing classifiers
(Quinlan 1993%* For calculation of the statistical significance of differences
in the performance of classifiers tested on the same data set, McNemar’s test
(Dietterich 1998) is employed. Note however, that due to the small data set,
the test provides a very strict criterion by which to determine differenee. W
therefore report results even though they are not statistically significant,
remark on significance explicitly wherever relevant. The baseline we employ
is a random baseline of 50% accuracy.

841n boosting, several classifiers are constructed during training guiiédpio each test in-
stance, whereby the classification is determined by majority voting.
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Feature Accuracy (%)

SUBJ 85.0
REFL 82.5
OBJ 72.5
GEN 72.5
ANAAN 67.5
PASS 62.5
ANAIN 50.0

Table 6.3: Accuracy for classifiers trained with individual features.

Used Not Used Accuracy (%)
1. SUBJ OBJ GEN PASS ANAAN ANAIN REFL 87.5
2.0BJ GEN PASS ANAAN ANAIN REFL SUBJ 85.0
3.SUBJ GEN PASS ANAAN ANAIN REFL OBJ 87.5
4.SUBJ OBJ PASS ANAAN ANAIN REFL GEN 85.0
5.SUBJ OBJ GEN ANAAN ANAIN REFL PASS 82.5
6. SUBJ OBJ GEN PASS ANAIN REFL ANAAN 82.5
7.SUBJ OBJ GEN PASS ANAAN REFL ANAIN 87.5
8.SUBJ OBJ GEN PASS ANAAN ANAIN REFL 75.0

Table 6.4: Accuracy for classifiers trained with all features and ‘alhuos one’.

6.3.2 Experiment 1

Table 6.3 shows the performance of each individual feature in the ctadkifi

of animacy. As we can see, the performance of the features differ gbite a
ranging from mere baseline performaneaiAiN) to a 70% error reduction
compared to the baseline§sJ). The first line of table 6.4 shows the perfor-
mance using all the seven features collectively where we achieve araegcu
of 87.5%, an error reduction of 75%. Tls&BJ REFL, OBJandGEN features
employed individually are the best performing individual features anil the
classification performance do not differ significantly from the perforceanf
the combined classifier, whereas the rest of the individual featurgs<d67).

The subsequent lines (2-8) of table 6.4 show the accuracy result&$sr ¢
sification using all features except one at a time. This provides an indication
of the contribution of each feature to the classification task. In generalethe
moval of a feature causes a 0%-12.5% deterioration of results, hqvaaher
the difference in performance caused by the removal ofRtheL feature is
significant (p<.05). Since this feature is one of the best performing features
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individually, it is not surprising that its removal causes a notable differén
performance. The removal of thevAIN feature, on the other hand, does not
have any effect on accuracy whatsoever. This feature was thegigrform-
ing feature with a baseline, or mere chance, performance.

6.3.2.1 Discussion

The above experiments have shown that the classification of animacynfier co
mon nouns is achievable using morphosyntactic distributional data from a cor
pus. The results of the experiments are encouraging, and due to theafztbe
features are linguistically motivated, hopefully also generalisable to a larger
set of nouns. However, several questions remain unanswered ifaijdlese
initial experiments.

We have chosen to classify along a binary dimension (animate vs. inani-
mate) with a small set of nouns. Two related objections may be put forward
at this point. Firstly, it might be argued that a binary dimension such as this
is artificial and that there should be a finer subdivision of nouns. Zeenal.
(2004) describe an encoding scheme for the manual encoding of animacy
formation in part of the English Switchboard corpus. They make a thrge-wa
distinction between human, other animates, and inanimates, and also provide
further subdivisions of these. The ‘other animates’ category desarib¢her
heterogeneous group of entities: organizations, animals, intelligent machine
and vehicles. What these have in common is that they may all be construed
linguistically as animate beings, even though they, in the real world, are not.
Interestingly, the two misclassified inanimate nouns in our experiments were
bil ‘car’ andfly ‘airplane’, both vehicle$§® They exhibited a more agentive pat-
tern which showed up in the transitive subject feature, the passivedeatd
the reflexive feature, in particular. However, they did not pattern caelyle
with the animate nouns, they had a high object count and behaved like the
inanimate nouns when it came to anaphoric pronouns. Secondly and telated
the above, the choice of nouns in the experiment might be considered too lim-
ited. Had we chosen to include, for instance, nouns that have a metonyamic us
e.g., organizations, the classification into only two classes might have been les
successful. However, we chose to start out with a binary classificatiamlar
to test the viability of the method and its suitability for the classification task.

The features represent linguistic dimensions which have been claimed to
correlate with animacy, such as syntactic functions and thematic roles. One

85Inanimate subjects have been claimed to be ungrammatical in Japaoes=er sentence
production experiments have employed examplesAikaxi picked up a travelemwhich were
deemed acceptable (Branigan, Pickering and Tanaka 2008).
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might ask whether the chosen features represent sufficient infornatiase
classification on. One of the misclassified animate nounsweas ‘friend’,

a clearly animate noun. However, according to our seven chosendsatiis
noun largely patterns with the inanimate nouns. When considering it, this prob-
ably also makes sense, as we are basing our classification of a reapnayid

erty only on our linguistic depiction of it. A friend is probably more like a
physical object in the sense that it is someone one likes/hates/loves or other
wise reactgo, rather than being an agent that acts upon its surroundings. This
is reflected in a low proportion of subject occurrences (.076), as wedfex-

ive reference (.0012) and a high proportion of direct object oetwwes (0.19),

see table 6.2.

In conclusion then, we have seen that the method yields promising results
for classification of animacy when applied to Norwegian common nouns us-
ing a set of seven linguistically motivated features of animacy. The features
which capture syntactic distributional properties of the nouns where apimac
has been shown to cause frequency effects, proved important iificktamn.

6.4 Robustness

The classification experiments reported above impose a frequency @onstra
(absolute frequencies1000) on the nouns used for training and testing in or-
der to study the interaction of the different features without the effectparse
data. In the light of the results from these experiments, however, it might be
interesting to further test the performance of our features in classificasion
the frequency constraint is gradually relaxed. To this end, three setnof

mon nouns each counting 40 nouns (20 animate and 20 inanimate nouns) were
randomly selected from groups of nouns with approximately the same fre-
quency in the corpus. The first set included nouns with an absolutediney

of 100+ 20 (~100), the second of 585 (~50) and the third of 18-2 (~10).
Feature extraction followed the same procedure as in experiment 1, eelativ
frequencies for all seven features were computed and assembledahicefe
vectors, one for each noun.

6.4.1 Experiment 2: Effect of sparse data on classification

In order to establish how much of the generalizing power of the classifier is
lost when the frequency threshold for the extraction of nouns is lowered

experiment was conducted which tested the performance of the earlier clas
sifier, i.e. the classifier trained on the more frequent nouns, as applied to th
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Freq All SUBJ OBJ GEN PASS ANAAN ANAIN REFL

>1000 87.5 85.0 725 725 625 67.5 50.0 825
~100 70.0 75.0 80.0 725 65.0 52.5 50.0 60.0
~50 575 750 625 775 625 57.5 50.0 55.0
~10 525 525 65.0 50.0 575 50.0 50.0 50.0

Table 6.5: Accuracy obtained when applying the high-frequency cfessi
trained with all and individual features to the lower-freqay nouns
(~100,~50,~10).

three groups of less frequent nouns. As we can see from the fisshoan ta-

ble 6.5, we observe a clear deterioration of results, from our earlieracg of
87.5% to new accuracies ranging from 70% to 52.5%, barely above tkee bas
line. Not surprisingly, the results decline steadily as the absolute freguénc
the classified noun is lowered.

Accuracy results provide an indication that the classification is problem-
atic. However, it does not indicate what the damage is to each class as such
A confusion matrix is in this respect more informative. Confusion matrices
for the classification of the three groups of nour4,00, ~50 and~10, are
provided in table 6.6. These clearly indicate that it is the animate class which
suffers when data becomes more sparse. The percentage of miscaasifie
mate nouns increases drastically from 50%-&00 to 80% at-50 and finally
95% at~10. The classification of the inanimate class remains pretty stable
throughout. The fact that a majority of our featuresgJ, GEN, PASS ANAAN
andRrREFL) target animacy, in the sense that a higher proportion of animate than
inanimate nouns exhibit the feature, gives a possible explanation for this. A
data gets more limited, this distinction becomes harder to make, and the an-
imate feature profiles come to increasingly resemble the inanimate. Because
the inanimate nouns are expected to have low proportions (compared to the
animate) for all these features, the data sparseness is not as damaging.

In order to examine the effect of the lowering of the frequency threstrold
each individual feature , we also ran classifiers trained on the highdray
nouns with only individual features on the three groups of new noumssd
results are depicted in columns 3-9 in table 6.5. As the frequency threshold is
lowered, the performance of the classifiers employing all features aisé tho
trained only on individual features become more similar. Forttt®0 nouns,
only the two anaphoric featuresN\aAN and the reflexive featurReFL, have
a performance that differs significantly<p05) from the classifier employing
all features. For the-50 and~10 nouns, there are no significant differences
between the classifiers employing individual features only and the classifie
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~100 nouns ~50 nouns
(@ (b) <« classified as (@ (b) <« classified as
10 10 (a)class animate 4 16 (a)class animate
2 18 (b)class inanimate 1 19 (b)classinanimate
~10 nouns

(@) (b) <« classified as
1 19 (a)classanimate
20 (b) class inanimate

Table 6.6: Confusion matrices for classification of lower frequencyim® with the
high-frequency classifier.

trained on the feature set as a whole. This indicates that the combined classi-
fiers no longer exhibit properties that are not predictable from the iohaky
features alone and they do not generalize over the data based on theaomb
tions of features.

In terms of accuracy, a few of the individual features even outparfbe
collective result. On average, the three most frequent featuresuthg 0BJ
andGEN features, cause a 9.5% and 24.6% reduction of the error rate for the
~100 and~50 nouns, respectively. For the lowest frequency nowij we
see that theoBJ feature alone reduces the errors by almost 24%, from 52.5%
to 65 % accuracy. In fact, thesJ feature seems to be the most stable feature
of all the features. When examining the means of the results extracted for the
different features, theBsJ feature is the feature which maintains the largest
difference between the two classes as the frequency threshold is tbwire
second most stable feature in this respect isstheJfeature. Figure 5 clearly
illustrates the effect of sparse data on classification accuracy. Thg gifo
experiments reported above shows that the lowering of the frequenehtide
for the classified nouns causes a clear deterioration of results in §esedta
most gravely when all the features are employed together.

6.4.2 Experiment 3: Back-off features

The three most frequent features, thesJ 0BJ and GEN features, were the
most stable in the two experiments reported above and had a performance
which did not differ significantly from the combined classifiers throughout.

In light of this we ran some experiments where all combinations of these more
frequent features were employed. The results for each of the thoepgof
nouns is presented in table 6.7. The exclusion of the less frequent fehage
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Figure 5: Accuracy as a function of absolute noun frequencies forstfilass em-
ploying all features, as well as the individuglBJ, 0BJ andGEN classi-
fiers.

Freq SUBXOBJ&GEN SUBJ&OBJ SUB&GEN OBJXGEN

~100 87.5 87.5 77.5 85.0
~50 82.5 90.0 70.0 77.5
~10 57.5 50.0 50.0 47.5

Table 6.7: Accuracy obtained when applying classifiers trained witmbmations
of the most frequent features to the lower-frequency nouns.

a clear positive effect on the accuracy results. For+i€0 and~50 nouns,
the performance has improved compared to the classifier trained with the full
set of features, as well as the classifiers trained with individual feattitee
classification performance for these nouns is now identical or only slightly
worse than the performance for the high-frequency nouns in experiimEor
the ~10 group of nouns, the performance is, at best, the same as for all the
features and at worse fluctuating around baseline.

In general, the best performing feature combinationssam& 0BJ& GEN
and suBJ& 0BJ. These two differ significantly (4.05) from the results ob-
tained by employing all the features collectively for both 00 and the
~50 nouns, hence indicate a clear improvement. The feature combinations
both contain the two most stable features — one feature which targets the ani-
mate classguBJ and another which target the inanimate classj — a prop-
erty which facilitates distinction even as the general differences between th
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Figure 6: Accuracy as a function of absolute noun frequencies forstiass em-
ploying all features, as well as the backed effiBi& 0BJ& GEN and
SUBJ& OBJclassifiers.

two decrease. Figure 6 illustrates the clear improvement of feature Ififack-o
compared to the full set of features.

It seems, then, that backing off to the most frequent features mighticons
tute a partial remedy for the problems induced by data sparseness in the clas
sification. The feature combinatiors2)BJ& OBJ& GEN and SUBJ& OBJ both
significantly improve the classification performance and enable us to maintain
the same accuracy for thel00 and~50 nouns as for the higher frequency
nouns, reported in experiment 1.

6.4.3 Experiment 4: Back-off classifiers

Another option, besides a back-off to more frequent features in clzegif, is

to back off to another classifier, i.e. a classifier trained on nouns with a similar
frequency. An approach of this kind attempts to exploit any group similarities
that these nouns may have in contrast to the mores frequent ones.

In this set of experiments, classifiers were trained and tested using leave-
one-out cross-validation on the three groups of lower frequencysand em-
ploying individual, as well as various other, feature combinations. Tédtse
for all features as well as individual features are summarized in table 6.8.

As we can see, the result for the classifier employing all the features has
improved somewhat compared to the corresponding classifiers in expe8men
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Freq All SUBJ OBJ GEN PASS ANAAN ANAIN REFL

>1000 87.5 85.0 725 725 625 67.5 50.0 825
~100 85.0 525 875 650 70.0 50.0 57,5 50.0
~50 775 775 75.0 75.0 50.0 50.0 50.0 50.0
~10 525 50.0 625 50.0 50.0 50.0 50.0 50.0

Table 6.8: Accuracy obtained when applying lower-frequency classifigained
with all and individual features to new lower-frequency nsuPerfor-
mance with the high-frequency classifier £000) is provided for com-
parison.

Freq SUBJ&XOBJ&GEN SUBXOBJ SUB&GEN OBXGEN

~100 85.0 85.0 67.5 82.5
~50 75.0 80.0 75.0 70.0
~10 62.5 62.5 50.0 62.5

Table 6.9: Accuracy obtained when applying lower-frequency classfigained
with combinations of the most frequent features to new lefreguency
nouns.

(as reported above in table 6.5) for all our three groups of nounsifndicates

that there is a certain group similarity for nouns of similar frequency that is
captured in the combination of the seven features. However, backing off

a classifier trained on nouns that are more similar frequency-wise daes no
cause an improvement in classification accuracy. Apart fronsts feature

for the ~100 nouns, none of the other classifiers trained on individual or all
features for the three different groups differ significantly:(p5) from their
counterparts in experiment 3.

As before, combinations of the most frequent features were employed in
the new classifiers trained and tested on each of the three frequeteg-sor
groups of nouns. In the terminology employed above, this amounts to a back-
ing off both classifier- and feature-wise. The accuracy measuremebttor
these experiments are summarized in table 6.9. For these classifiers, teé back
off feature combinations do not differ significantly from their countetpar
experiment 3, where the classifiers were trained on the more frequens no
with feature back-off.
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6.4.4 Summary

Experiments 1-4 have shown that the classification of animacy for Norwegia
common nouns is achievable using distributional data from a morphosyntacti-
cally annotated corpus. The chosen morphosyntactic features of aniraaey
proven to distinguish well between the two classes. As we have seen,rthe tra
sitive subject, direct object and morphological genitive provide stalleifes

for animacy even when the data is sparse(r). Four groups of expédsifnave
been reported which indicate that a reasonable remedy for sparse data in
imacy classification consists of backing off to a smaller feature set in classi-
fication. These experiments indicate that a classifier trained on a small set of
highly frequent nouns (experiment 1) backed off to the most freqeattifes
(experiment 3) sufficiently capture generalizations which pertain to neiths
absolute frequencies down to approximately fifty occurrences andesnaib
unchanged performance approaching 90% accuracy.

6.5 Machine learning algorithm

Decision-tree learning represents esgermachine learning algorithm; gen-
eralization over the training data is constructed in the form of a decision tree
prior to the observation of unseen test instances. In the following we-inves
tigate whether the animacy classification task generalizeslaayamachine
learning algorithm: Memory-Based Learning. See section 5.2 for more on ma-
chine learning and the eager-lazy distinction.

Memory-based learning, a class of instance-based learning algoritams, h
been applied successfully to a range of NLP tasks, such as named-ecidy r
nition (Tjong Kim Sang 2002a), parsing (Kubler 2004) and semantic role la-
beling (Morante and Busser 2007). In the following we experiment with the
application of memory-based learning (MBL) to the animacy data described
above. We compare the performance of the MBL classifiers to the comdsp
ing decision-tree classifiers and experiment with feature weighting fosielas
fication of lower frequency nouns.

6.5.1 Experimental methodology

All experiments make use of the TIMBL software package for Memory-Base
Learning (Daelemans et al. 2004), see section 5.2.2 for more detail. &epef
we employ leave-one-out training and testing, as well as McNemar's test fo
statistical significance.
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6.5.2 Experiment 5: High frequency nouns

The first set of experiments using TiMBL was conducted on the set oigtD h
frequency nouns presented in table 6.1 which have an absolute foggoehe
corpus of a thousand occurrences or more. We also experiment withechif
parameter settings available in TiIMBL, as well as combinations of these, in
order to locate the optimal setting for classification.

Classification in Memory-Based Learning is performed by comparison of
new instances to the set of training instances. The determination of reéavant
amples, thé&-nearest neighbors, is therefore an important component of learn-
ing. In this respect, we may experiment with different sized neighborhood
We may also vary the influence of the neighbors on classification, which is
either performed by majority voting or a weighted voting, where closer neigh-
bors are given more weight in determining the class of a new instance. With
inverse linear scaling, the weights of neighbor instances in classificaton ar
scaled linearly to reflect distance in vector sp#t experiments 1-4 we ex-
amined the influence of the various features in classification. TIMBL stgpor
feature weightingwhere features are given differing weights during classifi-
cation, or rather, in determining thenearest neighbors for a given instance.
During parameter optimization we experiment with information-based feature
weighting schemes Information Gain and Gain Ratio. These approximate the
information contained in a feature during training and weight accordingly at
classification.

We perform a set of experiments where we test all possible variatioms ove
the following parameters:

Feature weighting No feature weighting (NO), Information Gain (InfoGain),
Gain Ratio

Nearest neighborsk = {1,5,7,17}
Class voting Majority, Inverse Linear

The various parameter settings do not have a great effect on the rasdltin

fact, the best accuracy of 95% is achieved using no feature weigkting,and

the default, majority class voting. This indicates that all the features contribute
positively to classification of the high frequency nouns. This corrdiesréne
findings in the decision-tree experiments for this group of nouns, where the
classifier employing the total set of features was the best performingindar
the k parameter increases the set of nearest neighbors, but does setacau

86The simpler, inverse linear scaling outperforms other class voting vaifianerse distance
weight and exponential decreasing weights) in a majority of cases (Daeteet al. 2004: 25).
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Nouns NO InfoGain GainRatio ChiSquare SharedVar

~100 80.0 80.0 80.0 80.0 80.0
~50 77.5 75.0 72.5 77.5 77.5
~10 50.0 50.0 50.0 50.0 50.0

Table 6.10: Accuracy for classifiers with all features and only high fregcy nouns
and tested on lower frequency nouns, employing differertssaf fea-
ture weighting - no weighting (NO), Information Gain, Gaiati®, Chi
Square and Shared Variance.

improvement of results. This is explained by the fact that the training and test-
ing examples are so few (only 40), so enlarging the neighborhood ongsser

to introduce errors. None of the results for the different experimerfes diig-
nificantly from the result obtained using a decision-tree classifier on thigogr

of nouns.

6.5.3 Experiment 6: Lower frequency nouns

In section 6.4 we observed that the performance of the decision-tre#fielas
deteriorated notably when moving from high frequency to lower frequenc
nouns, ranging from 70.0% to around baseline accuracy of 52.5%dmeah

of lowest frequency nouns+(10). Furthermore we found that by employing
only a subset of the initial features, we were able to maintain a performance
similar to that of the high frequency nouns also for 00 and~50 nouns.

This set of experiments examine the performance of classifiers trainegl usin
memory-based learning on the same data sets. We will in particular look at
possibilities for replacing the feature back-off by various schemesttufe
weighting.

6.5.3.1 No feature weighting

The first column in table 6.10 shows the results for the three groups obnoun
when employing the best feature setting from the first group of experirfremts
feature weighting, k=1, majority voting). As expected, these results armerlow
than the performance obtained when classifying the high frequency nouns
(95%). The accuracy for the100 nouns (80%) is better, however, not signifi-
cantly better, than the corresponding result employing a decision-tresificlas
(70%). The result for the-50 nouns (77.5%), however, is significantly better
than the corresponding decision-tree result (57.5%), and differsstiglytly
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from the result for the~100 nouns. This is an interesting result because it
indicates that MBL deals better with sparse data in this case.

A problem which was identified above is that it is the animate class in par-
ticular that suffers as data gets sparser. A majority of the feataresi(GEN,
PASS ANAAN andREFL) target animacy in the sense that a higher proportion
of animate than inanimate nouns exhibit the feature. As data gets more lim-
ited, the animate feature profiles become increasingly similar to the inanimate
profiles, hence are frequently misclassified. If we examine the MBL results
the ~50 nouns we find that the percentage of misclassified animate nouns has
dropped dramatically compared to the decision-tree result, from 80% to 35%.
A closer look at the most similar data point, i.e. the nearest neighbor, for eac
of the animate instances that were misclassified by the decision-tree classifier
but correctly classified by MBL, reveals that two instances are recua®
singleton nearest neighbor in a clear majority of these cases (78%}k ihes
instances are not, however, a nearest neighbor to any of the higlefreg
nouns from Experiment 1, hence are in that respeadiers

The above observations are very much in line with those made in Daele-
mans, van den Bosch and Zavrel 1999, who argue against the edit@ygodw
exceptions. In their terminology, the two examples above would have a class
prediction strength of zero for the high frequency nouns, making thegn ver
bad class predictors and candidates for edffgowever, these are exactly
the examples responsible for the significant improvement of results fonthe a
mate~50 nouns. This highlights an important difference between decision tree
learning and memory-based learning which resides in the fact that therforme
employs an eager machine learning algorithm, whereas the latter a lazy one. It
is inherent in decision-trees that they represent some sort of geatialinver
the data. The C5.0 algorithm (Quinlan 1993) abstracts away from exception
through pruning of the tree and always prefers smaller trees to largs: on
It is then highly likely that the properties of the two exceptions were pruned
away in the decision-tree approach, leaving more of~#5@ nouns for mis-
classification. MBL, on the other hand, conserves all examples anchdbas
this sense generalize over the data. This property proved to be bdrefiba
classification of the lower frequency nouns and points to a possible adeanta
of lazy learning.

87The class prediction strength of an instance is the ratio of the number ofttim@sstance
is a nearest neighbor of another instance with the same class and therrmafitimes that the
instance is the nearest neighbor of another instance regardless t#shéRaelemans, van den
Bosch and Zavrel 1999: 12).
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SUBJ| OBJ | GEN | ANAAN | ANAIN | PASS | REFL
0.32] 0.47| 0.15 0.02 0.02| 0.01| 0.01

Table 6.11: Feature weights representing relative frequency in thi@itrg set of
high frequency nouns.

6.5.3.2 TIMBL's feature weighting

TiMBL offers a range of different feature weighting schemes and theine-

ing columns in table 6.10 show the results from employing different feature
weighting settings to the three different groups of nouns. As mentioneth-the
foGain and GainRatio settings are entropy-based measures (see settipn 5
whereas ChiSquare and SharedVar(iance) employtHest of statistical sig-
nificance to compute differences in the distributions of features in the training
data®® These do not have any significant effect, and in a majority of cases ac-
tually have no effect at all. This is not so surprising, as the feature w&eigh
calculated based on the training data, the high frequency nouns in this case
The measures are based on the informativity of the feature in this data set,
and quite correctly points out tireFL feature as one of the most informative
features. However, the exclusion of features in the earlier decisierekger-
iments was not done on the basis of informativity, but rather on the basis of
frequency, under the assumption that features more frequent in thaldata
provide more stable class predictors. In fact, HerL feature is one of the
rarest features in the feature set and does not hold up well agaamsesgata.

6.5.3.3 Frequency-based feature weighting

Based on the above considerations, we formulate an alternative, fi®gue
based feature weighting scheme. Here, we employ the conditional relagtive f
quency of a featuré — the number of data points covered by a feature relative
to all data points in the training data — as weights:

yifreq(f,wi)
yiyjfreq(fi,wj)

The weights for each of the features are presented in table 6.11 below. As
in the decision-tree experiments, theJ, susJandGEN features are the top

freqweightf) =

88\\ith numeric features, as in the present study, the feature values aretidisd prior to
application of the ChiSquare and SharedVar weighting schemes. Shawedends ChiSquare
by correcting for degrees of freedom (Daelemans et al. 2004: 22).
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Nouns FreqWeights SUBX& OBJ& GEN SUBX OBJ

~100 90.0 95.0 90.0
~50 77.5 75.0 87.5
~10 67.5 67.5 62.5

Table 6.12: Accuracy obtained when applying classifiers with frequebaged fea-
ture weighting or combinations of the most frequent featuoelower
frequency nouns.

three most frequent, hence with the highest weights. The results from thes
experiments are shown in the first column of table 6.12. The feature weighting
results in an improvement of the accuracy for thi£00 and~10 nouns, how-
ever, this does not constitute a significant improvement compared to thisresu
with no feature weighting (as reported in table 6.10).

Finally, experiments ignoring all features except the top thsem(, OBJ,
GEN) and top two §uBJ, 0BJ) most frequent features were performed. These
results are reported in the remaining columns in table 6.12. Only the result for
the ~100 nouns (95%) employing the three most frequent features improve
significantly on the result obtained with no feature weighting. Howeverenon
of these results differ significantly from the ones obtained in the correspg
decision-tree experiments.

6.5.4 Summary

The aim of this section was dual. First, we applied Memory-Based Learning
to the classification of animacy for Norwegian common nouns. Second, these
results were compared with corresponding results achieved when engployin
decision-trees to the same task in earlier experiments. For the set of highly
frequent nouns, we achieved a classification accuracy of 95%. iffieeedt
parameter settings in TIMBL did not affect the results notably and the best ac
curacy was achieved employing the most “basic” settings - no feature twveigh
ing, k = 1, and majority class voting. When this classifier was applied to the
three groups of lower frequency nouns, the results deteriorated duanhéw
80% for the~100 nouns and 77.5% for the50 nouns and quite drastically, a
mere baseline performance, for tkd0 nouns. Based on the previous results
from the decision-tree classification, the results for the lower frequenigga
were to be expected.

In general, the performance of the Memory-Based learner did not diffe
nificantly from that of the decision-tree classifiers, hence it is difficultrmd
firm conclusions with respect to superiority of one machine learning algorith
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over another. As mentioned already, the lack of significance in diffecemay

be partially due to the size of the data set, a question to which we shall return
in chapter 7. We may conclude, however, that the results generalizesacro
machine-learning algorithms.

6.6 Class granularity: classifying organizations

The earlier experiments have shown a binary classification of animacy to be
worthwhile, with best accuracies approaching 95%. Zaenen et ak)200-

pose that nouns denotirggganizationsinhabit an intermediate position with
respect to the two other main categories in an animacy hieraatliytateand
inanimate®® This section describes the automatic classification of organiza-
tion nouns along the animacy dimension already established in the previous
sections. In doing so, we assess distributional evidence for such actigstin

and examine how a more fine-grained notion of animacy affects our earlier
results in classification. Under the assumption that the set of features dutline
above serve to capture important aspects of the property of animacy, yia ma
turn examine their generalization to a new set of nouns, namely nouns which
denote organizations.

6.6.1 Data

The set of organization nouns employed in this study was collected while an-
notating sentences for a corpus study of animacy in Norwegian (Jvredi) 20

The nouns consist primarily afollectivenouns or nouns that have a regular
metonymiaisage where they are employed to refer to organizations, see sec-
tion 3.2.4. Following Garretson et al. 2004, we annotate as organizatians no
which denote collectivities of humans which display group identity. The im-
plicational hierarchy in (65) illustrates the distinction between the human class
and the class of organizations.

(65) Implicational hierarchy distinguishing humans and organizations
(Garretson et al. 2004):

chartered/official > temporally stable >
collective action, voice or purpose > collective

The hierarchy in (65) states that anything that is chartered or officidbts a
temporally stable, has a collective voice etc., but not vice versa. Theffcut-o

89See section 3.2 for more on gradience in the animacy dimension.
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Animate Inanimate ,  Organizations

Mean SD Mean SD  Mean SD #

SUBJ 0.14 0.05 0.07 0.03 0.20 0.1031537
OBJ 0.11 0.03 0.23 0.10 0.06 0.0328046
GEN 0.04 0.02 0.02 0.03 0.12 0.0616419
PASS 0.006 0.005 0.002 0.002 0.012 0.0151203
ANAAN 0.009 0.006 0.003 0.002 0.0009 0.0011047
ANAIN  0.003 0.003 0.006 0.003 0.005 0.0031253
REFL 0.005 0.0008 0.001 0.0008 0.004 0.0017 840

Table 6.13: Mean relative frequencies and standard deviations for etds (20
animate, 20 inanimate, 20 organization nouns) and featsrevell as
total data points for each feature (#).

point between human and organization is here set at lieingorally stable
Both organizations and groups of humans (e.g. a crowd or a mob) cari-be co
lective and have a collective action, voice or purpose, however oggniza-
tions are in addition temporally stable and possibly also chartered or official.

In order to control for frequency effects, only the organization rsotinat
occurred more than 800 times in the corpus were included. This is close to
the restriction imposed on the animate and inanimate nouns, hence make the
groups directly comparable. As before, we ensure a uniform distribirtitie
training data and employ 20 organization nouns in the study. These nauns ar
presented in (66):

(66) administrasjorfadministration’,bank‘bank’, bedrift ‘company’,
bystyre'city council’, departementministry’, forening‘association’,
fylkeskommun&ounty’, komité‘committee’,kommisjon
‘commission’,kommunémunicipality’, kommunestyregmunicipality
board’,lag ‘team’, myndighetauthority’, organisasjoriorganization’,
parti ‘party’, regjering‘government’ byrett‘city court’, stat‘state’,
styre‘board’, utvalg‘committee’

Feature extraction for these nouns is performed in the same manner as for th
animate and inanimate nouns. The mean relative frequencies obtainedHor ea
of these features is represented in the rightmost columns of table 6.13 wher
we also provide total data points for the data set consisting of all threeeslass
The total data points covered by each feature for the organization moiys
are as followssuBJ 14724,0BJ 3918,GEN: 8589,PASS 626, ANAAN: 58,
ANAIN : 309,REFL: 282.

It is worth noting that the relative frequencies of the various features dif
fer from the animate and inanimate classes in several ways. We see that the
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#Org, i
Feature 70%"“

# Orgy)
ALL 1.00
SUBJ 0.95
OBJ 1.00
GEN 1.00
PASS 0.85
ANAAN 0.00
ANAIN 0.45
REFL 0.75

Table 6.14: Proportions of organization nouns classified as animatenvelessify-
ing along the binary animacy dimension, employing all ardlvidual
features.

proportion of subjects and genitives is notably high for these noundfisign
cantly higher, in fact, than the frequencies observed for the animatesA®un
We also find that there is quite a bit of variation, as represented by theastaind
deviation. With respect to anaphoric reference, the organization roouager-

age differ most markedly from the animate class, and are in this respect more
similar to the inanimate nouns.

6.6.2 Experiment 7: Granularity

We now proceed to investigate further properties of the organizationsrimun
examining a three-way classification task, based on the same featureaet as
lier. The experimental methodology is identical to the one employed in section
6.5.2 above, employing an MBL learner with leave-one-out cross valid&tion

6.6.2.1 Animate or inanimate?

The first experiment involved testing the classifier trained only on the binary
classified nouns on the new set of organization nouns. The main poinsof th

experiment was to study how the classifier deals with these new nounsgwheth
they are classified as being animate or inanimate in any systematic way.

9OAs in section 6.2.3, statistical significance was calculated with an unptaiesd.

91For all experiments with more than one feature we employed the mostdwtims k =
1 and no feature weighting), following the parameter optimization in sectibi2.6For the
experiments where we test only one feature at a time, we increased riteenof nearest
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Table 6.14 shows the proportion of organization nouns classified as an-
imate by the old binary classifier. The results indicate that the organization
nouns exhibit overall distributional properties which are more similar to the
animate nouns than to the inanimate nouns. All of the organization nouns were
classified as animate when all seven features were employed. By varging th
features used during classification we obtain a clearer picture of wheeanth
imate characteristics of the organization nouns surface. Among the individu
features th@BJandGEN features classify all the organization nouns (100%) as
being animate when employed individually. The subject (95.0%) and assiv
(85.0%) features are also strong indicators of animateness for thezatjan
nouns. Another case worth noticing is the featareAN, which classifies
all the organization nouns as inanimate (hence 0.0% as animate). All of these
results corroborate the proportional relationships observed in theveefed
quencies for each feature. Just like the animate nouns, organizaticnfeha
object occurrences and a higher proportion of genitive forms, caedgarthe
inanimate group of nouns. The results should not, however, be comfmared
the performance of the features as predictors of the classes animateand in
imate. Rather, the performance of the features in this context is neither good
nor poor, but simply indicators of the degree of animacy these nounsiixhib
the various morphosyntactic constructions covered by the differeturésa

6.6.2.2 Three-way classification

The earlier classification experiment showed that the organization na@ahs h
more in common with animate than inanimate nouns when it came to the mor-
phosyntactic distributional properties measured by our seven feaidheseas

the earlier experiment tested which other class of nouns the organizatias no
are more alike, this experiment tests whether they are different enough to e
able a three-way classification. We investigate whether the organizatios nou
might be better captured by an intermediate category 'organization’. Thikiwo
indicate that these nouns constitute a natural group, which share amepef
erties disjoint from the animate and inanimate.

In order to test the validity of a new category, a new data set was con-
structed by concatenating the data of high-frequency animate and inanimate
nouns with the data set consisting of organization nouns. It thus contains a
uniform distribution of classes, i.e. an equal number of cases fromaddhk
three categories - animate, organization and inanimate. This new data set con
sists of distributional data, as summarized in table 6.13, for 60 nouns, 120 fro

neighbors to threek(= 3) in order to achieve somewhat more informed similarities and control
for the influence of outliers in the classification space.
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Feature Accuracy (%)

SUBJ 75.0

OBJ 68.3

GEN 1.7

PASS 43.3

ANAAN 50.0

ANAIN 26.7

REFL 36.7

Table 6.15: Accuracy for classifiers with individual features in 3-wayiraacy clas-
sification.

Used Not Used Accuracy (%)
1.SUBJ OBJ GEN PASS ANAAN ANAIN REFL 88.3
2.0BJ GEN PASS ANAAN ANAIN REFL SUBJ 86.7
3.SUBJ GEN PASS ANAAN ANAIN REFL OBJ 81.7
4.SUBJ OBJ PASS ANAAN ANAIN REFL GEN 85.0
5.SUBJ OBJ GEN ANAAN ANAIN REFL PASS 90.0
6.SUBJ OBJ GEN PASS ANAIN REFL ANAAN 81.7
7.SUBJ OBJ GEN PASS ANAAN REFL ANAIN 78.3
8.SUBJ OBJ GEN PASS ANAAN ANAIN REFL 80.0

Table 6.16: Accuracy for classifiers with all features and ‘all minus oime3-way
animacy classification.

each class. A classifier was constructed and evaluated by means ebleave
out cross validation. Since this is a three-way classification task, we assume
random baseline of 33.3%. The results are summarized in tables 6.15-6.16.
The classifier constructed by means of all the seven features receacxa-

racy of 88.3%, which constitutes a clear improvement in comparison with the
33.3% baseline. When it comes to the individual performance of the differe
features, shown in table 6.15), we see that the best performing featerdse
subject (75.0%), genitive (71.7%) and object (68.3%) features. Axiedin-

lier experiments, these features stand out with respect to the others las stab
class predictors.

The results indicate that organization nouns are distributionally different
when it comes to their realization as subject, object and/or genitive modifier.
We earlier remarked on the fact that the organization nouns were most alike
the animate nouns with respect to these features in particular. How then is it
possible that these also help distinguish them from the animate class? The cor-
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pus data show that the organization nouns have higher proportionbjettu

and genitives, and lower proportions of objects than the animate nouth&rRa
than indicating an intermediate animacy status, this in a sense makes them
more animate than the animate nouns themselves. The next section examines
the distribution of organization nouns over these three features in a bit more
detail.

6.6.3 The distribution of organizations

As mentioned earlier, organizations have a distribution which sets them apart
from the strictly animate or inanimate nouns. The fact that these have been
argued to occupy a middle ground with respect to animacy indicates that they
have properties in common with both animate and inanimate nouns, see section
2.4 on gradience. As we shall see, this dual status is clearly reflectedrin the
linguistic behaviour with regard to the chosen set of features.

6.6.3.1 Possessive relations

Let us start by examining closer the linguistic behaviour captured in the gen-
itive feature and how the three classes differ. The organization noawe h
a significantly higher proportion of genitive case marking than the animate
class GEN:p<.0001). It has been claimed that animate and inanimate nouns
differ in the types of possessive relations expressed by the genitistrao-
tion (Rosenbach 2003). Animate nouns prototypically express owneesgip
guttens bil'boy’s car’, body parts, e.gguttens arnithe boy’s arm’ and kin-
ship terms, e.gguttens farthe boy’s father’. Less prototypical relations for
animate nouns are stateguftens tilstandthe boy’s condition’) and abstract
possessionguttens livithe boy’s life’). Inanimate nouns have a more lim-
ited ranges of possessive relations available of which the part-whoterela
(husets takthe house’s roof’) is the most prototypical. A hypothesis which
would support the intermediate status of organizations, is that they hal:e ava
able the full range of possessive relations for both animate and inanimate ex
pressions, and as a consequence are more frequent in the g&hitive.

In order get a more detailed picture of the genitive relations the organization
nouns occur in, we performed a corpus study of 50 genitive ocotgsefor
three nouns from each of the three classes, alltogether 450 genitivecesta

92The purpose of Rosenbach’s study is to investigate the genitive alteriraforglish. She
excludes from her corpus study all kinds of collective nouns, thecedsting a strictly binary
animacy opposition.
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Tag Description Genitive relation
ProtoAnim Prototypical for ani- body parts , kinship terms and
mate permanent/legal ownership
Protolnan Prototypical for inani- part-whole
mate

Non-Proto Non-prototypical for states, abstract possession, non-
animate and inanimate part whole

Nom Nominalizations subject of nominalized verb

Table 6.17: Overview of annotation classes in the corpus study of gendrganiza-
tion nouns.

The nouns are listed below:

(67) gutt’boy’, kvinne’'woman’, presidentpresident’

(68) bank’bank’, bedrift’company’, kommisjoricommission’
(69) bil 'car’, fly 'plane’, hus’house’

The nouns and sampled corpus for the animate and organization clagses we
chosen randomly. However, since many of the inanimate nouns are raee in th
genitive, we chose nouns which denote internally structured entities, Wwhich
principle can express the part-whole relation claimed to be the prototypical
relation for this class (Rosenbach 2083).

We annotated the resulting corpus of genitive constructions according to
the distinctions made in Rosenbach 2003, but collapsed the non-protdtypica
categories for the animate and inanimate classes, covering states, gimstract
session and non-part-whole relatiocfia\Ve also distinguished nominalizations
as a separate cla$3The classes we annotated the genitives for are presented
in table 6.17.

Nominalizations are closely linked to the argument structure of a verb
(Grimshaw 1990), a dimension where animacy is clearly an important factor,
see sections 3.5 and 3.62We annotated as nominalizations all constructions

93Not all of the inanimate nouns had as many as 50 genitive occurremhis) is why the
results are given as relative frequencies rather than absolute ones.

94Non-prototypical genitive relations for inanimate nouns are all relatiohistware non
part-whole, e.ghusets skjebn¢he house’s destiny’.

95Rosenbach (2003) excludes genitive constructions where the headrisialization from
her study, however, we chose to examine these as well.

96Grimshaw (1990) distinguishes between two types of nominalizations 4 resuinal-
izations and complex event nominalizations, where only the latter actuallarmasgument
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ProtoAnim Protolnan Non-Proto Nom
Noun class Mean SD Mean SD Mean SD Mean SD
Animate 427 5.7 nfa n/fa 387 93 173 5.0
Organization 10.7 4.1 213 3.7 220 75 447 10.0
Inanimate nf/a n/a 606 164 38.7 17.2 0.0 0.0

Table 6.18: Mean percentages and standard deviations for the noureslasslif-
ferent genitive relations from the corpus study of 450 gemitonstruc-
tions.

where the head noun was clearly derived from a verb and where ttidvge
expressed the subject of such a verb. These may or may not expyeaddi-
tional arguments overtly, see (70) and (71) respectively:

(70) ...bystyrets vedtak om & slippe C02-avgiftene
...cCity-councilGeEN decision about to pass CO2-taxesBEF

‘The city council’'s decision to pass the C02 taxes’

(71) ...anvendti forhold til bystyrets prioriteringer
...used in relation to city-council-DEF.GEN priorities

‘...used in relation to the city-council’s priorities’

Nominalizations may also take the form of compounds, where the non-head
expresses the object of the nominalized V&rb:

(72) ...bystyrets boikottvedtak
... City-council’s boycott-decision

‘the city-council’s decision to boycott’

The results from the small corpus study are presented in table 6.18 where w
present the aggregated means of the three nouns from each classtfirod
450 genitives. We find that the animate and inanimate nouns follow the patterns
predicted in Rosenbach 2003, with a greater percentage of prototgasal

structure. The genitive in the former case is simply a modifer whereagilatter case, it is a
suppressed subject and the other arguments (if any) are obligatany Mdminalizations are
ambiguous between the two readings, and Grimshaw posits seveal tedieWicidate the dif-
ference. For instance, adverbials which relate to event structute asgonstantandfrequent
force an event reading, and hence require the internal argumergsstpbessed:

(i) The constant assignment *(of unsolvable problems) is to be avoided

97We did not attempt any systematic disambiguation with respect to resulverst Bomi-
nalizations (Grimshaw 1990). This distinction seems difficult to apply intmaand it is not
clear that the tests proposed hold also for Norwegian.
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usages than non-prototypical. However, for the animate class this differe

is not significant and we see a large proportion of more abstract [Bdgses
relations, e.ggutters liv’boys’ life’, kvinners statudvomen’s status’presi-
dentens moralthe president’s morale’. It is also apparent that the organization
nouns in the study do in fact occur with all the possible possessive redation
i.e. the relations typically associated with both animate and inanimate nouns:

e Possession:
(73) ...bankens sedler og mynté&he bank’s bills and coins’
e Abstract/state:
(74) .. .bedriftens lannsomhé&he company’s equity’
e Nominalization:
(75) ...bankens vedtakhe bank’s decision ...’
e Part-whole:
(76) ...kommisjonens ledéthe commission’s leader’

It is interesting to note that it is not the prototypical animate relations which
dominate the organization usage, but rather the nominalizations. This obser-
vation fits nicely in with the fact that organizations function so frequently as
transitive, main clause subjects. However, it is also clear that the protatypic
inanimate part-whole relation accounts for a fair portion (21.3%) of the geni-
tive usages of organizations.

Our initial hypothesis is thus supported; we find that organizations may oc-
cur with the posseessive relations associated with both animate and inanimate
nouns, hence have a higher frequency of genitives. This confirnrsirker-
mediate status.

6.6.3.2 Subjecthood

Organizations occur significantly more often as transitive subjects than ani-
mate nouns, and subjecthood turned out to be a successful predictor in o
three-way classification. This is not that surprising, as organizatianpexr
definition decision-making entities, hence would be expected to exhibit a high
level of agentivity. If we examine the lexical verbs which occur most oiiten
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our material with organization subjects we find the following list, sorted by
frequency®®

(77) ha‘have’, gi ‘give’, veere'be’, fastsettédetermine’,foresla‘suggest’,
menemean/think’,fa ‘get’, legge‘lay’, gjare‘do’, ta ‘take’, vurdere
‘assess’se'see’, finne‘find’, styre‘govern’, bestemmédecide’,foreta
‘perform’, understrekeunderline’, kreve‘demand’,anta‘assume’,
bruke‘use’, bli ‘become’,anbefalerecommend’ si ‘say’, betale‘pay’,
kunne'’know’, gnskewish’, stille ‘ask’, utarbeide'develop’, sette'set’

The majority of the verbs in (77) are clearly agentive verbs which denetgs
of decision-making and opinionating. Furthermore, we find that the karb
‘have’ is the most frequent verb for the organization nouns. In a sufdy
Swedish, Dahl and Fraurud (1996) find that inanimate transitive suaject
to a large extent subjects of the vdréd‘have’. Some examples from our study
of organization nouns are provided below:

(78) Banken har innskuddi Rogaland
bankDEF has deposits in Rogaland
‘The bank has deposits in Rogaland’

(79) Administrasjonen har ansvaret for ...
adminstratioreeF has responsibilityper for ...
‘The administration are responsible for ...’

(80) Bedriften har for svake eiere
companybperF has too weak owners
‘The company has too weak owners’

(81) Foreningen har 100 medlemmer
associatior’erF has 100 members
‘The association has 100 members’

We see that the construction is clearly compatible with inanimate nouns, as
it expresses a part-whole relationship as in (80)—(81), as well agsxigs
ownership as in (78) and abstract state in $P9).

The distribution of organizations as subjects is compatible with the find-
ings of the corpus investigation for the genitive construction. Organization
are frequent in this construction as they may occur in both animate and inan-
imate guise. They may occur with clearly agentive verbs, as well as with the
possessive verba ‘have’ to mark a part-whole reading.

98These ardexical headverbs only, i.e. verbs that occur either as the single finite verb in a
clause or as non-finite participle along with a finite auxiliary.

99In the example in (79ha ‘have’ is actually more like a light verb which together with its
complement forms the complex predicate ‘be-responsible’.
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6.6.3.3 Objecthood

Organization nouns occur infrequently on average as direct objectactin
significantly less often than regular animate nouns.Q®01). In order to get

a better idea of the differences in direct object realization between the thre
classes, we performed a corpus study. From each of the three clhsses
randomly chosen nouns were selected and we extracted 80 randomlexamp
of object occurrences for each of thé8& The three nouns are presented in
(82)—(84):

(82) jente’girl’, lege’'doctor’, presidentpresident’

(83) departementministry’, kommisjoricommission’,regjering
‘government’

(84) hus’house’,opplysning(piece of) information’,peng€coin’

The corpus studies examining the distribution of organizations in genitive and
subject constructions examined more fine-grained semantic relationships ex
pressed by these syntactic constructions and we examined differerftes in
guency distributions between the three classes. Objects are typically patients
or themes, generally expressing an affected participant in the everteddry

the verb (Dowty 1991). When annotating the data set, we distinguish between
regular direct objects and objects which have a dual status in that thaisare
logical subjects of a following active subordinate clause. We earliemzssu

that the organizations occupied an intermediate position on the animacy hier-
archy which gave them a flexibility with respect to the genitive construction.
When functioning as objects, this duality or intermediacy may be reflected in
the types of structures where an argument at one and the same time stands in a
thematic relationship with two different verbs, i.e. functioning as subject and
object at the same time. In the annotation we adopted the following definitions
and annotated for two classes:

Regular object the noun is a direct object of a transitive verb and is not a
subject of a following subordinate clause

Dual object the noun is a direct object but is also the logical subject of an
ensuing subordinate clause

100w/e chose to extract 80 examples as there turned out to be quite a biteimdie tagger’s
analysis of objects and we wanted to ensure a reasonable amount.dSidgée errors in the
automatic analysis were manually filtered out from the annotation, leavilygleareal direct
objects for analysis. This amounted to a total of 406 object instances.
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Note that we are not requiring the dual objects to be logical objects of the ve
only structural ones. This allows us to include so-called ECM or raising-to-
object constructions, where the object is not a thematically entailed argument
of the matrix verb, as well as cleft constructions where the structuratbisje

the logical subject of both the matrix and subordinate clause. Examples of the
types of constructions included in this annotation category are given ) (85
(89) below. (86) and (85) provide examples of an ECM and contradttoo-

tion respectively, and in (87) we have an example of a cleft constructithrew
copula verb, an expletive subject and an object which is the subjditipant

of the obligatory relative clause. In (88) the object argument is modifiea by
subject-relative clause, whereas it in (89) forms a small clause cotistriie!

]

(85) De anklagde kommisjonen  for a utnytte sin posisjon
they accused commissionpEF for to abuse their/its position

‘They accused the commission of taking advantage of their/its position’

(86) De fikk kommisjonen til & utnytte sin posisjon
they got commissionpEF to to abuse their/its position
‘They made the commission take advantage of their/its position

(87) Det er kommisjonen  som utnytter sin posisjon
it is commissionpEF that abuses their/its position

‘It is the commission that takes advantage of their/its position’

(88) De tilhgrte kommisjonen  som utnyttet sin posisjon
they belong commissionpeF that exploited their/its position
‘They belong to the commission that took advantage of their/its
position’

(89) De ansa kommisjonen  som suspekt
they considered commissionBEF as  suspicious

‘They considered the commission to be suspicious’

Table 6.19 shows the mean frequencies, along with standard deviations, of
regular direct objects and objects which are logical subjects of followibg s
ordinate clauses in the data collected for the nouns from each classr-The o
ganization nouns are clearly more frequent in the dual object positide. Th
relates to the fact that they occur so frequently as subjects, and masasfte
agents, as we saw in the above section. The subordinate verbs in tiod el
constructions are overwhelmingly agentive:

101The examples in (85)—(89) are constructed.
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Regular object Dual object

Noun class Mean SD Mean SD
Animate 79.4 6.4 206 6.4
Organization  53.3 6.7 46.7 6.7
Inanimate 98.3 1.5 1.7 15

Table 6.19: Mean percentages and standard deviations for the noureslasdiffer-
ent object relations from the corpus study of 406 objects.

(90) Det er dette departementet som skal ta  avgjarelsen
it is this departmenBeF that shall take decisionber

‘It is this department that will make the decision’

(91) Kina hadde tidligere bedt den danske regjeringen om
China had earlier askedthe Danish governmentEF

a avlyse besgket

to cancel visit-DEF

‘China had earlier asked the Danish government to cancel the visit’

In comparison, the animate nouns clearly more frequently occur as regular
transitive objects, with almost 80% of the animate object occurrences in the
corpus data. The inanimate nouns hardly have any dual object cdimteic

at all (3 instances, 1.7%) and the ones we find consist of a predicatige-s
dinate clause, as in (92), or are examples of metaphorical extensionglhro
anthropomorphization, as in (93):

(92) De har plikt til & gi alle opplysninger som er
they have duty to give all information that is
ngdvendig
necessary
‘They are obliged to provide all information necessary’

(93) Men det finneset og annet hus som eier sin eier
but there exists one and another house that owns its owner

‘But there are houses that own their owners’

In section 3.6.2 above we discussed the notiomdividuation which is of-

ten mentioned as one which either intersects with animacy (Dahl and Fraurud
1996; Yamamoto 1999) or which subsumes animacy along with other prop-
erties such as definiteness and referentiality. The level of inidviduatiatese

to the degree to which we view an entity in the discourse as being a “clearly
delimited and identifiable indiviual” (Dahl and Fraurud 1996). Animates will
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tend to be high in individuation, hence making them well-suited as objects
(Hopper and Thompson 1988% Organizations are referentially mass-like
and abstract. They do not point out a clearly delimited individual, howeneer
often in definite form, e.gregjeringen, byretten, kommisjoné&he govern-
ment, city-court, commission’, because there is only one of them with respect
to particular time and place.

One point, which we have mentioned only in passing, but which relates to
the dimension of individuation, is pronominal reference. Animate nouns hav
a strong tendency for reference by a personal pronoun, whtisas lower
for inanimates (Dahl and Fraurud 1996). Our data on the pronomintalrésa
(ANAAN, ANAIN) have measured the pronominal reference by personal pro-
nouns, i.e., the pronouns which clearly show the animacy of their refekant.
interesting property of the organizations is that they, like the inanimate nouns,
are very infrequently referred to by means of an animate personabyon
That s, even though the type of sequence in (94) is perfectly grammatisal, it
hardly encountered?®

(94) Komiteen ankom i formiddag. Dg Vville
committeeber arrived this morning. They wanted ...

‘The committee arrived yesterday. They wanted ...’

In this respect, the organization nouns differ distinctly from the animateshoun
(p<0.0005) and behave more like the inanimate nouns. This indicates that they
are not individuated enough to merit pronominal reference.

6.6.4 Conclusion

The results from a set of classification experiments indicated that orgjaniza
behave linguistically in a manner which clearly sets them apart from regular
animate or inanimate common nouns, a behaviour which can be exploited in
automatic classification. With reference to the morphosyntact&s, osjand

GEN features, we investigated the nature of this difference in terms of more
fine-grained syntactic and semantic distinctions. In particular we found empir
ical evidence for the intermediacy of organizations, where these noups ma
take on both animate and inanimate readings. There is also a clear agentive
pattern which emerges in the distribution of these nouns; they occur frdgue

102\ote that the predictions of Hopper and Thompson (1980) with respéirettt objects are
contrary to those predicted by prominence-conserving theories ofrengt realization, such
as Aissen 2003. On this view, animate entities are marked objects preciselyde they are
prominent.

103The example in 94 is constructed.
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as transitive subjects, have a large proportion of nominalizations in thevgeniti
and even as objects, often dually hold an agentive role in a following subor
dinate clause. It is in the very semantic nature of organizations that they are
action-taking and decision-making entities, so it should not be surprisihg tha
this shows up in their linguistic behaviour. What makes them interesting from
the point of view of animacy, is that they exhibit a duality compatible with both
extremes of the animacy dimension — highly individuated and agentive or less
individuated, mass-like and internally structured.

6.7 Unsupervised learning as class exploration

We have seen in the above sections that the chosen set of linguistically moti-
vated distributional features approximate the property of animacy well. 8ectio
6.6 investigated how the addition of organization nouns to the data set influ-
enced the classification results and also investigated the proposal that thes
nouns constitute an intermediate animacy category empirically, both through
machine learning and corpus studies. In the following we will apply the unsu-
pervised machine learning technique of clustering, see section 5.2.3. We em-
ploy clustering primarily as a technique fdata exploration(Boleda, Badia

and Batlle 2004; Boleda 2007) and thereby provide an additional peiape

on the task of animacy classification. The main goal is to examine the cate-
gories which, under a distributional view of the nouns and based onesur s
lected features, emerge when we do not classify according to a predisti

of classes. We also assess whether the unsupervised categorgspand in

any systematic manner with the categories employed in our earlier, supervised
experiments.

6.7.1 Experiment 8: Clustering

Experiment 8 investigates how the individual nouns cluster based on their d
tributional properties and examine the two levels of granularity discussed ea
lier. The advantage of employing an unsupervised technique is that there is
no bias towards a predefined set of classes, but rather a direc docthe
properties of the nouns.

6.7.1.1 Experimental methodology

We employed the same data sets as in Experiment 1 and 7, i.e. the set of high-
frequency nouns with binary — animate, inanimate — classification, as well as
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the data set with three-way — animate, inanimate and organization — classifi-
cation. For clustering we employed the Cluto software with default settings,
see section 5.2 84 Clustering ispartitive, whereby a clustering solution is
obtained by patrtitioning the data set into an increasingly larger set of clus-
ters until the desiredk number of clusters is obtained. At each partitioning
of the vector space, eriterion functionis optimized. We employ an internal
criterion function which maximizes the inter-cluster similarity of each clus-
ter, where similarity is computed with the cosine functi8hThe parameter
which is varied in the experiments is tkgparameter which specifies the de-
sired number of clusters.

6.7.1.2 Overview and evaluation of cluster solutions

When a clustering solution has been obtained for a data set, it must alse-be pr
sented in a manner which provides an overview of the content of eaderclus
There are several different cluster properties which in various weys&de a
summary of a cluster solution. We focus on the follow#§:

Internal quality: Thetightnessof a cluster can be obtained by looking at the
average internal similarities of the nouns contained in the cluster and
overlapby looking at the average similarity of the elements in the cluster
with the rest of the elements in the data set. These are internal quality
measures, as they do not make use of class information which is external
to the clustering solution.

Features: A cluster may also be summarized by the features which were
most important in obtaining the particular cluster solution:dkscrip-
tors are the features which contribute the most to the similarities of the
instances in the cluster and tdescriminatorsare features which con-
tribute the most in distinguishing the cluster elements from the total set
of instances.

The above measures do not take into account any predefined classifizia
the instances. However, since our data set does contain classifiedcc@sstan
we may also take these into account when evaluating the cluster solution. We

104The default settings in Cluto are: clustering by repeated bysections fitbjhe criterion
function 12.

10570 be precise, the criterion function maximizes the similarity between eaafibereof a
cluster and theentroidvector of the cluster, which is obtained by averaging over the vectors in
the cluster.

106The tightness and overlap of a cluster solution corresponds to the ISiESindmeasures
of Karypis (2002).
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Size Tightness OverlapAnim Inan
1 1 1.0 0.5 0 1
2 21 0.97 0.77 2 19
3 18 0.97 0.77 18 0

Table 6.20: Cluster solution with best internal quality for the higeduency
animate-inanimate data; ordered by decreasing tightremsslap.

thus examine information that was not employed during clustering, hence is
externalto the clustering as such. Tiparity of a clustering solution measures

the degree to which a proposed cluster contains instances of the same class
and gives the proportion of cluster elements which are of the majority class.
For a given cluste® of sizen,, we have that (Zhao and Karypis 2003):

Purity(S) = nlmiax(n{)

wheren! is the number of instances assigned toithelass, assigned to tinth
cluster. The purity of the entire cluster solution is computed as the weighted
sum of the purities of the individual clusters.

6.7.1.3 Anim-Inan data

A clustering experiment was performed on the data set consisting onlytef hig
frequency animate and inanimate nouns, where the number of clusters was
varied:k = {2,3,4,5,6}. A 3-way clustering solution obtained the best inter-
nal quality, i.e. in terms of average tightness and overlap of the clustdrie Ta
6.20 shows the clustering solution, where each row represents a clister.
purity of the solution is 0.95, which is high. We find that the cluster solution
with the best internal quality has two clusters which roughly correspond to
our classes of animate (cluster 3) and inanimate (cluster 2), and an additiona
cluster which consists of only one element, namely the raagiday’ (clus-

ter 1). We find that the genitive feature was the descriptive and discrimgnatin
feature for this cluster. Temporal expressions are often mentioned kamor
genitive constructions (Rosenbach 2002), because they behave oithiér
inanimate nouns in this respect. The nalag ‘day’ has an unusual high pro-
portion of genitive occurrences (0.15) compared with the average ineima
noun (0.02)t% Cluster 2 consists primarily of inanimate nouns, as well as the

107The noundag‘day’ has a high proportion of genitive instances also compared to enoth
temporal noun in the data set, nameight ‘natt’. In the data for these two we find the expected
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Size Tightness OverlapAnim Inan
1 62 0.92 0.62 56 6
2 58 0.91 0.62 4 54

Table 6.21: 2-way cluster solution for the high-frequeneyl00 and~50 animate-
inanimate data; ordered by decreasing tightres®rlap.

two animate nounbarn ‘child’ and venn'friend’. We noted already that the
useful features of subject and objecthood do not give sufficiebilaisional
evidence for nouns of this type. Children and friends are typically entitas th
we possess, and are not that frequently agentive. We find that focltiss
ter, the highest ranked descriptive features are the object, subgegeaitive
features.

In order to evaluate the effect of sparse data on the clustering, an identi-
cal experiment was performed on the entire data set of animate and inanimate
nouns, i.e. the concatenation of the data on high-frequency nounsafisbs
frequencies~100 and~50. The cluster solution is presented in table 6.21 and
we find that the results largely corroborate the ones obtained in the super-
vised classification experiments — feature back-off enables a good tmtinc
between the two classes. A two-way clustering yields a total purity of 91.7,
where thesuBJandoBJfeatures are the primary features employed.

6.7.1.4 Anim-Org-lnan data

A similar clustering experiment witkh = {2,3,4,5,6} was performed on the
data set containing nouns from the three classes of animate, organizadion a
inanimate. Whereas the optimal clustering solution according to the internal
quality metrics for the binary classification also obtained the highest external
quality, i.e. purity, this is not the case for the ternary (Anim-Org-Inan).data
The clustering solution wittk = 2 in fact achieves the best internal quality,
but the lowest purity. Table 6.22 shows the clustering solution, wherereach
once again represents a cluster. The purity of the solution is 0.65.

The cluster solution once again supports the main distinction between an-
imate and inanimate nouns, but also gives an indication of gradience. Cluster

construction where the genitive expresses the temporal situation of dldenlbein, e.gdagens
mgte‘the day’s meeting’ hattens matchthe night's match’. Howeverdag ‘day’ also occurs

in a more general, fixed expression meaning something like ‘the ciataetof’, as irdagens
samfunn/skole/generasj@he current state of society/schools/generation’. This usage is dom-
inant in the data for this noun and contributes to explain the difference irbdistn between
these two, otherwise semantically similar nouns.
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Size Tightness OverlapAnim Org Inan
1 23 0.94 0.66 4 0 19
2 37 0.91 066 16 20 1

Table 6.22: 2-way cluster solution with best internal quality for theirarorg-inan
data; ordered by decreasing tightnesserlap.

Size Tightness OverlapAnim Org Inan
1 23 0.94 0.66 4 0 19
2 18 0.93 0.69 0 17 1
3 19 0.97 0.82 16 3 0

Table 6.23: 3-way cluster solution for the anim-org-inan data; orddrgdecreasing
tightness-overlap.

1 contains all the inanimate nouns excluding the aforementioagdday’.

In addition, four animate nouns are clustered with the inanimate nouns. The
feature descriptors for this cluster lists theJ feature as being of particular
importance, and, indeed, the cluster contains the aforementiaradchild’
andvenn‘friend’.

We find that all the organization nouns and a majority of the animate nouns
have been assigned to one cluster (cluster 2). The most important fefatures
the creation of the clusters were primarily the subject and object feattiies.
clear that the linguistic behaviour of the organization nouns captured ia thes
features is more distinct from the inanimate nouns than the animate nouns
themselves. Itis not surprising then, that the organization nouns forbasie
for a cluster along with a majority of the animate nouns.

The cluster solution fok = 3 is presented in table 6.23. This solution has
a sligthtly lower internal quality, but better purity (0.87). We find that cluster
1 is identical to cluster 1 in thie= 2 experiment presented in table 6.22. The
two additional clusters have been created by splitting the initial cluster 2 into
two separate clusters (clusters 2 and 3 in table 6.22). We find that thesclasse
of organization and animate correspond fairly well with this partitioning of the
instances; cluster 2 consists primarily of organization nouns, wheresterclu
3 consists in majority of animate nouns. Even so, the internal quality measure
of overlap indicates that these two clusters are very similar, hence theahtern
quality of the cluster solution deteriorates.

We stated initially that the main goal of this section was to employ unsuper-
vised machine learning for data exploration. The results have clearly tadica
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the existence of a distinction between animate and inanimate nouns in the data
itself. This shows that the two classes are natural and not simply superim-
posed on the data. Just like the supervised experiments and the corias,stu
however, the clustering experiments emphasize the gradience of the animacy
dimension. The granularity of the animacy dimension has been addressed by
looking at a set of organization nouns. The clustering experiments picki up

the same trend as shown in the preceding sections; the organization meuns a
more similar to the animate nouns than the inanimate nouns but constitute a
group in the sense that they have a common set of distributional propAdies.

the corpus studies in 6.6.3 showed, however, our features are mpnphctic
approximators of more fine-grained syntactic and semantic distinctionsewher
the organization nouns further confirm their intermediate status.

6.8 Summary of main results

At the beginning of this chapter we formulated a set of research question to
be addressed. The genevibility of a method for animacy classification has
been addressed throughout the work described above. We havéhsean-
imacy may be acquired through a set of morphosyntactic features capturing
the morphosyntactic distribution of nouns and emphasizing the clear corre-
lation between syntax and semantics with regard to animacy. We formulated
a set offeatureswhich approximate linguistic correlations between animacy
and distinctions in argumenthood, agentivity and individuation. We also tested
the importance of the various features in classification and obtained results
that show the importance of animacy in argument differentiation. We found
that thesuBJ and oBJ features were central predictors of animacy through-
out the above sections. With respect to the generalizability of the method, we
examined theobustnes®f classification in the face of sparse data. It is not
surprising that sparse data affects a method which relies on distributemral
tures negatively, and this was established for our method as well. Howeyer
found that the classification accuracy obtained for high frequencgsitwith
absolute frequencies1000) can be maintained for nouns with considerably
lower frequencies~50) by backing off to a smaller set of features at classi-
fication. We also examined the generalizability of the method acnashine
learning algorithm The switch from decision-trees to memory-based learning
gave slight improvements and highlighted general differences betwgen ea
and lazy learners. We also looked at unsupervised learning and tbanthe
same class distinctions were made without a set of supervised training exam-
ples. Finally the issue of gradience in the animacy dimension was approached
through experiments witbtlass granularityand a more fine-grained, three-way
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classification was tested empirically. The results underline the main opposition
between animate and inanimate, however also show that finer distinctions may
be approached empirically through data-driven animacy classification.

The experiments described above were geared primarily towards the use
of machine learning to evaluate the theoretical proposals regarding animacy
and argumenthood in particular. In order to make a detailed study feasible, a
small set of manually selected nouns were employed. A uniform distribution
of classes was maintained in the data in order to ensure sufficient data for
classification. However, both of these assumptions present clear idiesi&za
A natural next step would be to test the method developed in the currgatecha
further, by applying it to a larger set of nouns and evaluate the exterttithw
it is scalable. This is the topic of chapter 7.



ACQUIRING ANIMACY —
SCALING UP

The experiments reported in chapter 6 allowed us to explore several tepics
lated to animacy classification, such as feature selection, data sparaadess
class granularity with a manually selected set of nouns. This chapteitsepor
on experiments dealing with the scaling up of animacy acquisition and in do-
ing so assessing the generalizability of the methods described in the previous
chapter. In order to apply the supervised learning methods tested in the pre
ous chapter, we need a set of nouns annotated for animacy. In sedtjane7
will examine and assess annotation schemes for animacy and discussdghe ann
tation for person reference found in a Swedish treebank. Section &s2ris
the resulting data set and discusses data representation in terms ofdeature
section 7.3, we will describe a set of classification experiments on the rgsultin
data set.

We address the following questions:

Animacy annotation Which criteria may be employed for annotation of an-
imacy? Which properties should animacy annotation have in order to
support lexical acquisition?

Transfer of method Will the general classification method and features trans-
fer to another data set and to a different, although closely related, lan-
guage?

Robustness revisitedTo what extent is classification robust to data sparse-
ness?

Class distribution How will a non-uniform distribution affect the results?

Feature importance Which features are important in the scaling up of ani-
macy classification?

Machine learning algorithm revisited Do we observe any significant differ-
ences between eager and lazy machine learning algorithms in animacy
classification?
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Class granularity Can we find evidence for gradience of animacy in human
annotation for this property? Can we find evidence for gradience of ani-
macy in the experimental results?

7.1 Obtaining animacy data

This section examines methods for obtaining data on animacy. We will start out
by discussing criteria for animacy annotation with basis in previous annotation
schemes and move on to present the manually annotated data in the Swedish
treebank Talbanken058

7.1.1 Animacy annotation

Annotation for animacy is hot a common component of corpora or treebanks
However, following from the theoretical interest in the property of animacy
as discussed in chapter 3, there have been some initiatives directed atyanima
annotation of corpus data. In the following, we present an annotati@nseh
developed for English and a small annotation study aimed at testing the scheme
for Swedish.

7.1.1.1 Annotation schemes

Corpus studies of animacy (Yamamoto 1999; Dahl and Fraurud 1996) hav
made use of annotated data, however they differ in the extent to which the
annotation has been explicitly formulated asaamotation schemerhe an-
notation study presented in Zaenen et al. 2004 makes use of a codinglmanua
designed for a project studying genitive modification (Garretson et 84)20

and presents an annotation scheme for animacy;, illustrated by figtfa fe

main class distinction for animacy is three-way, with subclasses under two of
the main classes:

e Human @um)

e Other animate: OrganizationsRG), Non-Human Animates or Animals
(ANIM)

108A]] examples in this section are taken from the TalbankenO5 treebank.

109The fact that the study focuses on genitival modification has clearlyeindied the cat-
egories distinguished, as these are all distinctions which have been clantlence the
choice of genitive construction. For instance, as mentioned earlier flose&7.1, temporal
nouns are frequent in genitive constructions, unlike the other inaninoatesn
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{ ORG] [ANH\A}

[CONG [ NCONC TIME PLA

Figure 7: Animacy classification scheme.

¢ Inanimate: Concretec©ONC), Non-ConcreteNCONC), Time (TIME),
Place PLACE)

The ‘Other animate’ class further distinguishes Organizations and Animals.
Within the group of inanimates, a distinction is made between concrete and
non-concrete inanimate. The concrete class is employed when the markable
refers to “‘prototypical’ concrete objects or substances. Excludedhangs

like air, voice, wind and other intangibles. Body parts are concrete’n@ae

et al. 2004: 4). The non-concrete class is the default class, and isysrd it
markables that refer to entities that are not prototypically concrete butyclea
inanimate. This includes events, abstract concepts or generalizaticcesaRth

time expressions are also distinguished within the main category of inanimate.

7.1.1.2 Annotation study

A small annotation study for Swedish was performed on the Talbanken05 ma-
terial in order to test the scheme proposed in Garretson et al. 2004 tad ge
overview of the distribution of the different classes. In order to do €oamno-
tated a semi-random sample from the prose section of Talbanken05 cansistin
of 108 sentences, and 383 markadi€sThe markables in the study include

all common nouns in the sample, with a few exceptibiis.

The resulting distribution of annotated markables over the classes is pre-
sented in table 7.1. The ‘non-concrete’ category is in clear majority (61.4%),
followed by the ‘Human'’ class (16.2%). Due to this, the main category ‘Inani-
mate’ is also in clear majority, accounting for 78.6% of the markables. We find

11010 be precise, every 60th sentence was extracted from the prosenseiciialbanken05
and annotated.

111All common nouns were annotated with the following exceptions: first cmtfuin abbre-
viated compound coordination constructions of the type ‘N- och NN’, fagilje - och stats-
budgeterifamily- and state budget’, parts of functional multiword units, @ggrund av ‘for
reasons of’ and quantifying nouns, eegiradpet forméner‘a row (of) benefits’
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Class # %)| Sub-class # %
HUM 62 16.2| HUM 62 16.2
Other animate 20 5.2 ORG 13 34
ANIM 7 1.8

CONC 40 104

. . NCONC 235 614
Inanimate 301 78. 3TIME 13 34
PLACE 13 34

Tot 383 100.0 383 100.0

Table 7.1: The distribution of markables over the different classes sub-classes
in the annotation study.

that the intermediate category ‘other animate’ is quite infrequent, accounting
for only 5.2% of the nouns in the sample, with animals at 1.8% and organiza-
tions at 3.4%.

7.1.1.3 Reference as annotation criterion

In the pilot annotation study we followed the annotation scheme described in
Garretson et al. (2004): to annotate the markables according to the arofnacy
their referentin the particular context. However, using reference as a criterion
can be problematic. First of all, by doing so one implicitly assumes that all
markables refer and hence have a determinable referent. Secontiijriny a
context-dependent view of animacy, there is a danger that the resultiog an
tation does not deal with animacy at all, but rather a context-dependgon no
of individuation or accessibility. We will examine these issues in turn below.
Garretson et al. (2004) state that “when coding for animacy [...] we ar
not considering the nominal per se (e.g., the word ‘church’), but rétie
entity that is the referent of that nominal (e.g. some particular thing in the real
world)”. This indicates that for all possible markables, a referent Ishba
determinable. In the annotation of the Swedish sample, however, it became
clear that this assumption is problematic. In (95) below, we find an example of
person-denoting nouns with generic readings.

(95) Hyressattningengrundas pa avtal mellan hyresvard och
rent-settingpeF built on agreementbetween landlord and
hyresgast
tenant

‘The rent is based on an agreement between landlord and tenant’
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The referent of a generic reading differs from a specific one in baifigf-

erence to kinds’ (Carlson 1980). In a very narrow interpretation fefreace,

one may want to exclude generic readings completely. However, it is not the

case for these that the animacy of the markables may not be determined.
Another problematic area with regard to reference deals with noun ghrase

which incur a predicational reading, e.g. (96)—(97) below:

(96) Det ar en uppover oronen foralskad flicka
it is a up-over ears in-love girl
‘That is an utterly infatuated girl’

(97) Han ar representant for Svenska Kyrkan
he is representativefor Swedish Churchber

‘He is a representative for the Swedish Church’

Both of the examples in (96)—(97) are descriptive predicatives, wkeoleso
classify or characterize the predicated argument further. These aypesd-
icatives may be employed clearly referentially in Swedish with an indefinite
article and often with a deictic argument (Teleman, Hellberg and Andersson
1999), as in (96). Itis clear that the lack of indefinite article “derefeesithe
predicative:

(98) Det dar ar *flicka/*representant.
that there is girl/representative

For these classificational predicatives, the referent is rather aigeoley; as in
(97) above. One might claim that rather than being referential, thesessxar
predication which concerns the subject and hence are propositioratiiren

The above discussion of generics and predicatives illustrates thatgelyin
on reference as a criterion for annotation can be problematic. This hrinigs
our second problem with the annotation principle of reference. If osenass
that a reference may be determined for all markables, there is risk thadthe n
tion of animacy becomes diluted. In particular, such an approach canfiige
animacy a range of related factors such as definiteness or individulation.
mation to this end is present in the choice of NP-type, the formal definiteness
of the NP, its abstractness and accessibility in the discourse. Additionad ann
tations expressing these types of information are possibilities which might be
explored, but, should possibly be kept separate from the animacy dimensio
The above discussion ties in with the proposal in chapter 3 that animacy is
largely a denotational property of nouns. Whereas reference maywiairthe
linguistic context, denotational properties are stable across contextsapiec
6, this assumption lead us to the hypothesis that aggregated frequenayedata
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data collected at the level of lemmas, could be exploited in animacy classifica-
tion.

7.1.2 Person reference in Talbanken05

The Swedish treebank Talbanken05, see section 5.1.1, expressesdiciis

for nominal elements between reference to person and non-personléxithe

cal layer of its annotation. The annotation manual (Teleman 1974) states that a
markable should be tagged as person if it may be replaced by the inteveogati
pronounvem‘who’ and be referred to by the personal pronotnas ‘he’ or
hon‘she’. This goes for singular markables, whereas for their pluraht=u

parts, the instruction is to annotate them as one would their singular forms.
The following describes the annotation in a bit more detail.

7.1.2.1 Annotation scheme

As mentioned earlier, the annotation in the original Talbanken (the MAMBA
scheme) consists of a column-based markup, where two layéns may be
distinguished - a lexical and a syntactic one (Teleman 1974). The annotation
for the distinction between person and non-person reference is fouhe
lexical layer, along with information about part-of-speech and varyihgro
types of semantic information, depending on the part-of-speech in question
see section 5.1.1.

The person/non-person distinction is marked for the following parts-of-
speech:

e Nouns: commonNN), proper £N), meta nounsnN), adjectival AN)
and verbal {N)

Pronouns#o)

Adjectives @J)

Participles: present and perfes(TP)
e Others: indefinite articlegN), numerals RO)

The analysis found in the lexical layer ideally represents the type of infor-
mation that is inherent for the word in question and hence non-contextual
(Teleman 1974). For instance, the part-of-speech category of pnsno)
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does not distinguish determiners from nominal heads in the lexical ¥&§er.
With respect to the annotation for person reference, it is clear that thacic
environment has been taken into account. Nouns are marked for pewgbn
regardless of syntactic context, whereas pronouns, adjectivesigas, in-
definite articles and numerals are marked for personhood only whenithey a
heads in nominal phrases (Teleman 1974). (99)—(103) exemplify noelinal
ements with person annotatioHK) of various parts of speech — pronoun in
(99), adjective in (100), participle in (101), indefinite article in (102) and
meral in (103):

(99) De som tagits ut till underofficersutbildning...
they who taken out to under-officer-education. ..

‘Those who have been chosen for the subordinate officer education .

(100) ...att flytta den unge fran hemmet
...to move the young from homebEF

‘...to move the young one from his/her home’

(101) Antalet skadade var 140 000
number injured was 140 000

‘... The number of injured was 140 000’

(102) En ropar det rytmiska ga-ga
one calls the rythmical ga-ga
‘One calls out the rythmical ga-ga’

(103) Ar 1970 hade ungefar 700 000 forvarvsarbete
year 1970 had approximately 700 000 gainful-employment

‘In the year 1970 approximately 700 000 had gainful employment’

Even though the annotation manual clearly states that only when function-
ing as a nominal head should a pronoun, adjective or participle be arthotate
for personhood, we find examples where adjectives and participlesdoimg
as genitive modifiers are annotated as persons:

(104) ...de forsakrades egna sjukforsakringsavgifter. ..
...the insuredéeEN own health-insurance-fees...

‘...the health insurance fees of the insured’

1127 pronoun likede ‘the-pLithey’, for instance, is annotated with the part-of-speeoire-
gardless of whether it bears a nominal syntactic function, e.g. sulijgsttpor functions as a
determiner, e.gde inkomstefthe incomes’. These are distinguished only in the syntactic anno-
tation in terms of dependency relation. See section 4.1 for more onymerio Scandinavian.
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Since genitives have a reference which is independent of the nomiinzt wh
modifies, this decision seems reasonable.

As mentioned earlier, all pronominal heads are annotated for persdnhoo
The relative pronoun or markeom'who’ is analysed as a core argument in the
relative clause (either subject or object) in Talbanken05 and alwakstiis”
the animacy from the head argument which it modifies.

The manual treats collective nouns as non-persons, including examgles lik
personaleristaff-DEF, polisen‘police-DEF, domarkarerijudge corps’ folket
‘peopleDEF (Teleman 1974). Animals are in general not treated as person
referring, except in contexts where they are “anthromorphised” andbea
referred to by the pronoursan, hon'he, she’ (Teleman 1974).

7.1.2.2 Person reference and animacy

In section 7.1.1 above we discussed the annotation scheme employed in Zae-
nen et al. 2004. There are clear similarities between the annotation fanpers
reference found in Talbanken05 and the annotation for animacy. (Regsiof
annotation scheme, the person/non-person distinction can be vieweunas fo
ing the outer perimeters of the animacy dimension and, in this respect, the
annotation schemes do not conflict. Following the above overview of the an-
notation found in Talbanken05, we may compare it with annotation schemes
for animacy, in particular the ones found in Garretson et al. 2004, amcehe
Zaenen et al. 2004), as well as Yamamoto 1999. We find that the schefees dif
primarily in the granularity of classes distinguished and the types of markables
which are annotated:

e Classes:There is a partial overlap in classes between the person refer-
ence annotation in Talbanken05 and the approaches that explicitly an-
notate for the property of animacy. Garretson et al. 2004 contains the
category Human, as well as Inanimate (at the top-level of annotation),
which must be assumed to correspond to the person/non-person distinc-
tion. The main source of variation in class distinctions consists in the an-
notation of collective nouns, including organizations, as well as animals.
Animals and organizations are treated as inanimate in the Talbanken05
scheme, whereas they form an intermediate category in Garretson et al.
2004. The Talbanken05 scheme is similar to Yamamoto 1999 in treating
organizations as inanimate, but differs in not providing a more detailed
treatment for animals.

e Markables: Talbanken05 annotates slightly more markables than Ya-
mamoto (1999) in also annotating for adjectives and participles as nom-
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inal heads. Like Yamamoto, the TalbankenO5 includes relative, interrog-
ative and indefinite pronouns. Garretson et al. 2004 is not comparable in
this respect as it only annotates genitive constructions, and Zaenlen et a
(2004) do not state explicitly what the exact markables of their study
are.

We may conclude that the person/non-person distinction in Talbanken®5 pr
vides a valuable source of data on animacy. First of all, it makes the main
distinction which is common to all approaches to animacy and animacy an-
notation — the distinction between human and inanimate. As the annotation
study in 7.1.1 showed, organizations and animals are infrequent clheses,

we may assume that these do not disrupt generalizations regarding the clas
of inanimates in any significant way. Second, the annotation in Talbanken05
provides information regarding a wide range of markables including common
and proper nouns, as well as pronouns.

7.1.2.3 The distribution of person reference in Talbanken05

In chapter 6 we examined distinctions in the distribution of animacy with re-
spect to a set of theoretically motivated morphosyntactic features. In this se
tion we approach this matter empirically and examine the general distribu-
tion of person versus non-person referring nominals in Talbanké&k®%ocus
largely on syntactic distribution and examine distinctions within the groups of
argument, as well as non-argument, relations.

A note on counts

As explained above, for several parts-of-speech personhoagiiessed only
when these function as nominal heads. When comparing the distributions of
persons and non-persons for parts-of-speech other than raurgopulation
should hence only consist of nominal heads. However, ascertainieg @h
pronoun or an adjective is head of a nominal phrase is not completelytgtraig
forward in a dependency annotation where there is no direct confgeiptases.

In the following section, we approximate the notion of nominal head to head of
anominal dependency relaticand define these to be the argument functions
defined in section 5.1.1-3 As mentioned earlier, person reference is also rel-

113This is admittedly a simplification, nominal elements may certainly also have fhe-
tions, however, it is fair to assume that the argument functions are tiwtidns which are
predominantly nominal.
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Part-of-speech Person #
N  noun 7066
PO pronoun 9809
AJ adjective 280
P participle 57
R numeral 33
EN indef. pronoun 12
Total 17257

Table 7.2: Total number of tokens annotated as persons in the writtetioss of
TalbankenO05, broken down by part-of-speech.

evant for genitival modifiers since these have an independent nefsreence
we include these also in our overview.

Overview

Table 7.2 shows the absolute number of tokens annotated as person iitthe wr
ten sections of Talbanken05, broken down by part-of-speech. \/éhiat per-

son reference is most common for pronouns and nouns, which togetitend

for 97.8% of the total person instances.

Table 7.3 shows the distribution of person/non-person over nominashead
also broken down by part-of-speech. In general, without disceinatigidual
NP-types, we see that non-persons are more frequent in the cogupeh
sons. It is also clear, however, that the personhood or animacy dimensio
fluences referentiality and more specifically, the part-of-speech enthléyge
mentioned in section 3.4, persons are often referred to by a pronowveand
find that the percentage of persons is high for pronominal argumeng&fy.1

Table 7.4 presents the distribution of person and non-person noupsand
nouns across various dependency relations in Talbanken, see tablesB3
tion 5.1.1114115There are some clear tendencies towards differences in distri-
bution between the two categories (person/non-person) and we canaasc
that person and non-person referring nouns and pronouns siiffieificantly
in their general syntactic distribution4p0000d f = 19) 116

114gy limiting the overview to nouns and pronouns we ensure a compariseonoinal func-
tions where person reference is possible. For instance, adjectaditptives are not nominal
and referential. Also, clausal complements are annotated as objestsydrcare not nominal
and referential and should not be employed to compare the distributf@radn vs. non-person
in direct objects.

115Table 7.4 includes dependency relations which have more than 1(hgessances.

118pearson’s Chi-Squared test with Yates' continuity correction with 19essgof freedom
over a 2x20 matrix with rows=dependency relations and columns=ip@imo-person.
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Person Non-Persorj Total
# % # % # %
Noun 5187 15.4 28421 84.633608 100.0
Pronoun 7596 51.8 7067 48214663 100.0

Adj 206 6.7 2871 93.3 3077 100.0
Part 39 55 665 94.% 704 100.0
Num 30 74 375 92.6 405 100.0

Indef pro 10 16.7 50 83.3 60 100.0

Table 7.3: Absolute (#) and relative frequencies (%) of person/norsge nominal
heads in the written sections of Talbanken05, broken dowpast-of-
speech.

In section 3.1 we established a set of distinctions within the group of ar-
gument relations and argued that animacy is a dimension by which arguments
are differentiated. We may now test empirically whether different types-of a
guments differ with respect to person reference. The argument reddton
which we find person referring elements are the subgst {ndirect and di-
rect object (0, 00), subject and object predicativer op), as well as the log-
ical subject €s) relations'’ We find that indirect objects and subjects exhibit
the highest percentages of person referring nominals: 87.5% and 4#8%
spectively'18 The percentage of person referring direct objects is clearly lower
(21.2%). We have noted several places that subjects and direct dijedt®
differ with respect to animacy. Dahl and Fraurud (1996) show thatopeN Ps
are more likely to occur as subjects of a transitive clauses than nonagerso
The counts for subjects in our case contains all subjects, not only ssibjec
transitive verbs, however, we clearly see the same trend. In the Talb@bk
data, we find that the person reference of subjects and direct obijftetsid)-
nificantly (p<.0000)1'° The core argument functions are subjects, objects and
indirect objects and non-core are the rest of the argument functioniisin
case: the group of predicative relatioss,(0P). We find that the core and non-
core arguments also differ significantly with respect to the property ciomer

11"The logical subject is a relation employed in conjunction with an expletiverondl sub-
ject and denotes for instances demoted agents in presentational cbostwor impersonal
passives. See section 8.3.1 for more on the argument distinctioressegg in Talbanken05.

118The high percentage of person referring formal objects is a resaltairk” of the anno-
tation, where the reciprocal pronosjalv ‘him/herself’ has been annotated as a formal object
in examples likelag tror sjalv att . ..‘l, myself, think that ...’

11%earson’s Chi-Squared test with Yates' continuity correction with 1 @egfeéreedom
over a 2x2 matrix with rows=person,non-person and columns=biagyment distinctions;
e.g. subject,object.
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Person Non-person Total

# % # % # %
SS subject 8385 44.8 10349 55/218734 100.0
PA prep. compl. 2355 14.4 14035 85,616390 100.0
DT determiner 2139 12.2 15330 8787469 100.0
00 dir. obj. 1963 21.2 7281 78.8 9244 100.0
cc conjunct 733 179 3373 82/l 4106 100.0
10 indir. obj. 365 87.3 53 12.7 418 100.0
SP subj. pred. 235 11.3 1849 88|7 2084 100.0
AN apposition 130 17.9 596 821 726 100.0
HD head of idiom 121 26.8 330 73]2 451 100.0
ET post-nom. mod. 86 27.6 226 72{4 312 100.0
ROOT root 72 117 542 88.3 614 100.0
XX unclass. 66 25.0 198 75/0 264 100.0
FO formal obj. 64 444 80 55.6 144 100.0
ES logical subj. 60 16.0 315 84.0 375 100.0
KA comp. adv. 58 324 121 67,6 179 100.0
+F coord. clause 41 19.7 167 80[3 208 100.0
AA adv. 13 93 127 90.7 140 100.0
OA obj. adv. 13 271 35 729 48 100.0
oP obj. pred. 13 236 42 76.4 55 100.0

Table 7.4: Absolute (#) and relative frequencies (%) of nouns and puosanno-
tated as persons and non-persons in the written sectioredludiriken05,
broken down by dependency relation.

reference (p:.0000). The core arguments include the indirect object function.
Whereas for the subject and object functions some variation is to beterpec
indirect objects have been noted to exhibit a strong preference for eesd-
ization (Bresnan et al. 2005) and one would expect non-personsvidially
non-occurring in this relation. However, a closer look at the data indicate th
animals, as in (105), collective nouns, as in (106), and organizatiomsnas

in (107), are in majority among the elements annotated as non-persons in indi-
rect object position. There are also some clearly inanimate indirect olgscts,

in (108) and (109).

(105) ...att man ofta ger hunden ett mal mat per dag
...that one often gives dogDEF a portion food per day

‘...that one often gives the dog one meal per day’
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(106) TV gav familjen en ny samlingspunkt
tv gave family-DEF a new gatheringpoint

‘Television provided the family with a point of union’

(107) Forsmark kraftstation kommer att tillféra kommunen ett
Forsmark powerstation will to supply municipalityDEF a
avsevart tillskott
considerableincrease
‘Forsmark power station will supply the municipality with a
considerable increase’

(108) Pa gatsten och betong kan ett fulldubbat déck ge
on cobble-stoneand concrete can a studded tire give
bilen helt livsfarliga egenskaper
carDEF totally life-dangerous properties
‘A studded tire can, on cobble stone or concrete, provide the car with
life-threatening properties’

(109) Idag forsoker man i regel ge det har argumentet en
today tries on in rule give this here argumenteEF a
positiv  formulering
positive expression

‘Nowadays one usually tries to give this argument a positive
expression’

The examples in (105)—(109) illustrate the flexibility of the ditransitive con-
struction with respect to its possible arguments. The example in (105) is typical
for what one might call the prototypical ditransitive ‘giving’-situation, evé
an animate agent transfers a concrete object to another animate participant.
(106) the subject is not an agent but rather expresses a causimg tneac-
quiring of a television set). The examples in (108) and (109) also show e mor
abstract instantiation of the prototypical giving involving inanimate recipients
and no sense of transfer at all. Differentiating properties of the argismeay
vary with the sense of the dative verb in question, e.g. whegheris em-
ployed in a transfer sense, communication sense or abstract senseaiBre
et al. 2005). However, we may also establish a general trend with tetspec
properties of the arguments such as animacy, in line with the findings for En-
glish.

We see from table 7.4 that there are a range of other, non-argument syn
tactic relations in which person referring nominals occur. In generasoper
reference is less frequent in these relations and we find that the arganten
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non-argument relation differ significantly {p0000) with respect to person
reference.

Even so, we do find a number of the person referring nominals in non-
argument functions, most notably, functioning as determirer¥ ¢r preposi-
tional complementsrp). The person referring determiners turn out to be al-
most exclusively genitive modifiers, hence corroborate the correlagitmden
animacy and genitive expression studied in chapter 6 for Norwegiantathe
that these account for such a small proportion of the nominal determiners is
that, as noted earlier, nominal pronouns and determiners are assigisadiihe
part-of-speech in Talbanken05.

As table 7.4 indicates, prepositional complementg 6how a clear prefer-
ence for non-person reference. Although this tendency is clear in dselbre
detailed and informative picture emerges if we consider the type of prepo-
sitional head the nominals in question are governed by. Table 7.5 shows the
percentage of person/non-person referring elements among the npneipa}
sitional complements in Talbanken05, broken down by the most frequent go
erning preposition$?®

We find that for a majority of the prepositions, there is a strong tendency
for non-person complements and some of these take almost exclusively (10
99%) non-person complementsdd ‘by/next-to’, fore ‘before’, utanfor ‘out-
side’,sedartsince’,i ‘in’, efter‘after’, inom‘inside’, under‘under’. These are
all prepositions which position their complement spatially or temporally. The
converse situation is much more rare, only two prepositiore|an‘among’
andhos'at’ show a stronger tendency for person complements than non-person
ones. The fact that some prepositions show a stronger preferempergmn-
denoting complements is somewhat surprising. For instance, the preposition
hos‘at somebody’s’ is typically used to position a person, but in the Talbanken
data it has only 58.8% person complements. However, if we examine the data
a little closer, we find that most of the complements are actually not typically
inanimate even though they are annotated as non-persons. Of the contglemen
of hoswhich are tagged as non-person, 61.5% denote animals, as in (110), and
23.1% organizations, as in (111). In fact, only 15.4% are actually inanimate,
asin (112).

(110) Liknande forhallanden finner man hos hackande masar
similar  circumstancesfinds one at hatching seagulls

‘One finds similar circumstances among hatching sea gulls’

(111) Hos forsakringskassan finns sarskild broschyr
at insurance-companpeF exists special brochure

‘At the insurance company they have a special brochure’

120Taple 7.5 presents only prepositions with an absolute frequency of tmanel00 occur-
rences.
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Person Non-person Total
Preposition # % # % # %
i‘in’ 31 0.8 3804 99.2| 3835 100.0
av ‘by/of’ 479 21.7 1732 78.3 2211 100.0
pa‘on’ 184 9.7 1714 90.3 1898 100.0
for ‘for’ 463 31.8 991 68.2] 1454 100.0
med‘with’ 346 26.0 984 74.00 1330 100.0
till ‘to’ 182 14.3 1091 85.7 1273 100.0
om‘about’ 60 10.1 535 89.9 595 100.0
fran ‘from’ 40 8.9 410 91.1| 450 100.0
vid ‘beside’ 14 4.1 325 959 339 100.0
under‘under’ 2 06 312 99.3 314 100.0
mellan‘between’ 154 58.3 110 41.F 264 100.0
mot‘against’ 48 20.6 185 79.4 233 100.0
inom‘within’ 3 14 213 98.6| 216 100.0
efter‘after’ 3 14 212 98.6 215 100.0
enligt‘following’ 50 23.3 165 76.7] 215 100.0
genomthrough’ 9 46 188 954 197 100.0
hos‘at/among’ 90 58.8 63 41.2 153 100.0
utan‘without’ 3 23 127 97.7) 130 100.0
ur ‘out-of’ 4 3.3 118 96.7| 122 100.0

Table 7.5: Absolute (#) and relative frequencies (%) of person and penson noun
complements for prepositions; ranked by total, absol@guency in the
written sections of Talbanken05.

(112) Darfor  lagger man vikt vid andra egenskaperhos
therefore lays one weight on other properties at
bilen
carDEF

‘This is why one emphasizes other properties of the car’

The above examples of indirect objects in (105)—(109) and prepoditona
plements in (110)—(112), illustrate the fact that the person/non-perstimcd
tion as such does not incorporate the more fine-grained distinctions eften r
resented in an animacy hierarchy. The general tendencyAaependency
relation is thus a strong preference for non-person reference.

Other non-argument relations in which we find person referring nominals
include the adverbial relations of comparative adverbials)( as in (113),
and object adverbial@), with 32.4% and 27.1%, respectively. We also find
person referring elements (17.9%) among the appositiom}y @s in (114).
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(113) Utlanningar betalar skatt som svenskar
foreigners pay taxes as Swedes

‘Foreigners pay taxes just like Swedes’

(114) Foréaldrarna, sarskilt  faderna, agnar alltfor
parentsbeF, especially fathersber, devote too
‘The parents, especially the fathers, devote too much ...’

To summarize, we find that the distribution of person/non-person in theiSlwed
data instantiates the general pattern of animacy with respect to argument diff
entiation, as discussed in chapter 3. We also find that person refeormgals

are not limited to the argument relations, but also occur as nominal heads of
some non-argument relations.

Annotation consistency

In light of our earlier discussion on issues in annotation for animacy, it might
be interesting to examine a few properties of the annotation a bit closer. With
respect to annotation of nouns, we may differentiate between a pleebta-
tional (type level) annotation strategy and a punelierential(token level) one.
A denotational strategy entails that an element consistently be assigned to only
one class. A referential strategy, in contrast, does not impose this tiestric
on the annotation, hence class assignment may vary depending on tliie spec
context. The brief instruction given in the annotation manual for Talbabtken
(Teleman 1974: 223) gives leeway for interpretation in the annotation.

With the general aim of obtaining animacy data for supervised animacy
classification, an extraction of person information from Talbanken at tlet le
of noun lemmas will clearly be problematic if there is a lot of variation in
class assignment at the level of tokens. We may thus examine the intersection
of the two classes for noun lemmas in the written sections of Talbanken, i.e.
the set of nouns which have been assigned both classes. It containsi82
lemmas, which corresponds to 1.1% of the total number of noun lemmas in
Talbanken (7554 lemmas all together). This is clearly such a small proportion
that it should not be problematic to employ the annotation at the lemma level.
After an inspection of the intersective elements, we may group the nounk whic
were assigned to both classes, roughly into the following categties:

Abstract nouns These are nouns with underspecified or vague denotational
(type-level) properties with respect to animacy, such as quantifyingnoun

121Recall that HH' is the tag for person referring, whereas the lack of such a tag, ériptes
a non-person referring element.
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whose reference is determined mostly by context fgifit ‘half’, miljon
‘million’, nasta‘next’, as well as other nouns which may be employed
with varying animacy, e.@lementelement’,fiendeenemy’, part ‘party’,
asin (115) and (116):

(115) men det forutsatter att ocksa den andra partenyy Star
but that presupposesthat also the other partyDEF stands
utanfor
outside

‘but that presupposes that the other party is also left outside’

(116) | ett forhallande &r aldrig bégge parter lika starka
in a relationship are never both parties same strong

‘In a relationship, both parties are never equally strong’

We also find that nouns which denote abstract concepts regarding fuman
show variable annotation, e.igdivid ‘individual’, adressataddressee’med-

lem ‘member’, kandidat‘candidate’,representantrepresentative’ auktoritet
‘authority’

Reference shifting contextsThese are nouns whose denotational animacy is
quite clear but which are employed in a specific context which shifts
their reference. Examples include metonymic usage of nouns, asin (117)
and nouns occurring in dereferencing constructions, such as atiedic
constructions (118), titles (119) and idioms (120):

(117) Trots daghemmensgy otillrackliga resurser ...
despite kindergarterBEF.GEN inadequate resources...

‘Despite the kindergarten’s inadequate resources ...’

(118) ...for att bl en bra soldat
..for to becomea good soldier

‘...in order to become a good soldier’

(119) ... menar biskop  Hellsten
.thinks bishop Hellsten

‘thinks bishop Hellsten’

(120) ta  studenten
take studentbeEF

‘graduate from highschool (lit. take the student)’
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Annotation errors There is some variation in annotation which we suspect
are annotation errors, e.g., (121)-(122) below. We also find instances
that were assigned to the wrong lemma due to mistakes in lemmatization
(e.g.moder'mother’ lemmatized tanod‘courage’).

(121) han far inte fora de direkta forhandlingarna  pa minst
he may not lead the direct negotiationpEF.PL in at-least
ett halvarpy
one half-year
‘he is not allowed to lead the direct negotiation for at least another half
year’

(122) Om djup disharmoni mellan foraldrarna  dessutom
if  deep disharmony between parentsberF  also
aventyrar barnens halsa
adventure child-DEF.GEN health ...
‘If a deep disharmony between the parents also jeopardizes the
children’s health ...’

It is interesting to note that the main variation in annotation stems precisely
from difficulties in determining reference, either due to bleak denotational
properties such as for the abstract nouns, or due to properties adritext as

in the reference shifting constructions.

7.2 Data preliminaries

This section presents the data sets employed in the scaled up classification
experiments. We examine the set of nouns, as well as feature reptesenta
and feature extraction, which all constitute important elements in a supervised
machine learning experiment.

7.2.1 Talbanken05 nouns

These data sets consist of the noun lemmas with corresponding class(pers
non-person) extracted from the Talbanken05 material, detailed aBokel-
lowing the conclusions at the end of section 7.1.2, we here approximate the
class of ‘animate’ to ‘person’ and the class of ‘inanimate’ to ‘non-peérson
Table 7.6 provides an overview of the data set resulting from extraction fr

122The treebank was lemmatized prior to extraction (Kokkinakis 2001).
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Class Types Tokens covered
Animate 644 6010
Inanimate 6910 34822
Total 7554 40832

Table 7.6: The animacy data set from Talbanken05; number of noun len(ifiyass)
and tokens in each class.

Talbankent?® Intersective elements, see section 7.1.2, were assigned to their
majority classt?

Itis clear that the data is highly skewed towards the non-person claig, wh
accounts for 91.5% of the data instances. We may also note that the type-toke
ratio differs somewhat for the two classes. Person nouns exhibit lesallex
variation than non-person nouns; each person noun type occurgecage
nine times, whereas the corresponding figure for non-person nofivs.is

7.2.2 Features

In chapter 6 we made use of a set of theoretically motivated, distributional
features to represent various aspects of the syntactic properties obine

that were classified. In particular, we found that the features encaiibg

ject, direct object and genitive were strong features for animacy clzegsifi.
Whether or not these features are important also in the current settingnsema
to be tested empirically. There may also be other features which are impor-
tant in the scaling to a new, larger set of nouns and a new, although closely
related, language. We therefore construct a very gefeaiiire spacéor ani-

macy classification, which makes use of distributional data regarding the gen
eral syntactic properties of a noun, as well as various morphologicpépties.

It is clear that in order for a syntactic environment to be relevant for aryma
classification it must be, at least potentially, nominal. We definentminal
potentialof a dependency relation as the frequency with which it is realized by
a nominal element (noun or pronoun) and determine empirically a threshold of
0.10. The syntactic and morphological features in the general featace spe
presented below:

Syntactic features A feature for each dependency relation with nominal po-

123\ote that the figures in table 7.6 differ from those presented in table aZeals the
current data set only contains common nouns, not proper names.

124\/hen there is no majority class, i.e. in the case of ties, the noun was rdrfrouethe data
set. 12 lemmas were consequently removed from the data set.
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tential: (transitive) subjectsUsJ)?®, object ©BJ), prepositional com-
plement pA), root (RooT)26, apposition APP), conjunct €c), deter-
miner (DET), predicative RD), complement of comparative subjunc-
tion (UK). We also include a feature for the complement of a genitive
modifier, the so-called ‘possesse&ENHD).

Morphological features A feature for each morphological distinction rele-
vant for a noun: gendemgu/UTR), number 6IN/PLU), definiteness
(DEF/IND), case KOM/GEN). Also, the part-of-speech tags distinguish
dates DAT) and quantifying nounssgT), e.g.del, rad ‘part, row’, so
these are also included as features.

7.2.3 Feature extraction

In chapter 6, the distributional data for the individual noun lemmas was ex-
tracted from a fairly large, automatically parsed corpus of Norwegiane¥xo
traction of distributional data for the set of Swedish nouns we make use of th
Swedish Parole corpus, see section 5.1.2. To facilitate feature extraggon,
part-of-speech tag the corpus and parse it with the MaltParser, wiiighas
dependency analystg’

Table 7.7 shows an overview of the aggregated mean values, along with
standard deviations, from the Parole corpus for each class of Tab@bkoun
(Animate or Inanimate) broken down by the various features. Despite ¢he fa
that these values are from a noisy, automatically annotated corpus, erw®bs
many of the same tendencies as noted in the treebank material discussed ear-
lier. We find clear distributional differences between the classes in & rafing
syntactic relations, most notably in argument positi®1$8J, OBJ), as prepo-
sitional complementra) etc. For the extraction of theuBJandoBJ features
in chapter 6, we took advantage of the containment of ambiguity which char-
acterizes Constraint Grammar analysis, see section 5.1.3, and extralsted on
subjects and objects which were structurally unambiguous. The data-extrac
tion for Swedish is in this respect more noisy, since the dependency msnalys

125An element is a transitive subject if it has a direct object sibling.

126Nominal elements may be assigned the root relation in sentence fragwigntsdo not
include a finite verb.

127For part-of-speech tagging, we employ the MaltTagger — a HMM paspekch tag-
ger for Swedish (Hall 2003). The pretrained model for Swedish eysptbe SUC tagset
(http://spraakbanken.gu.se/parole/tags.phtml). For parsing, we eivalitParser, see section
5.3.1 with the pretrained model for Swedish, which has been trainedeo8WC-tags output
by the tagger. It makes use of a smaller set of dependency relatiamshibse found in Tal-
banken05.
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Animate Inanimate

Mean SD Mean SD
SUBJ 0.21 0.12 0.08 o0.07
OBJ 0.13 0.07 0.19 0.13
PA 0.21 0.10 040 0.18
ROOT 0.03 0.03 0.03 0.0%
Syntactic APP 0.03 0.03 0.01 o0.03
cc 0.12 0.08 0.09 0.08
DET 0.12 0.16 0.04 0.09
PRD 0.07 0.08 0.04 0.06
UK 0.04 0.05 0.01 o0.03
GENHD 0.03 0.05 0.04 0.06
gender NEU 0.05 0.21 0.29 0.45
UTR 0.95 0.21 071 0.45%

aumber SIN 0.51 0.34 0.75 0.3(
PLU 0.48 0.34 0.24 0.29
Morphological | definiteness DEF 034 024 033 0'25?
IND 0.66 0.24 0.66 0.2%
case NOM 093 0.17 0.96 0.12
GEN 0.07 0.17 0.03 0.09
date DAT 0.00 0.00 0.012 o.07
set SET 0.00 0.00 0.01 o0.08

Table 7.7: Mean relative frequencies and standard deviation for ezetufe by class
following feature extraction from Parole for nouns of albsgelfrequen-
cies>10.

does not indicate structural ambiguity. It is interesting to note that the tenden-
cies are still very similar despite the noise of the data.

With respect to morphological properties, we observe differences in dis
tribution with respect to gender and number where animates have a stronger
preference for non-neuter gendemR) than inanimate, and, conversely, inani-
mate nouns exhibit a stronger preference for neuter gender than aniooaie
With respect to number, we, somewhat surprisingly, note that there is@stro
preference for singular number for inanimate nouns than animate, anadrthe c
verse with respect to plurality. However, these features exhibit a higtede
of variation and we find that certain nouns which almost exclusively occur
singular or plural affect these aggregated results. For instandeacttiaani-
mate nouns likelod ‘death’ oransvar‘responsibility’ occur exclusively in the
singular. Recall, however, that the feature representations of thes wonsist



144 Acquiring animacy — scaling up

10000
I

1000
I

freq

100
I

10
I

T T T T
0 50000 100000 150000

rank

Figure 8: Rank frequency profile of all Parole nouns.

of normalized counts for that specific noun and not the aggregated rfgans
each class as presented in table 7.7. Any lexical preferences withcréspe
morphology are thus properties of the individual nouns supplied to thsiclas
fier.

In chapter 6, we examined the effect of sparse data on classificatisto It
be expected that the problem of sparse data becomes more severdtaspe a
to scale up the animacy classification. The rank/frequency profile of common
nouns in Parole is illustrated in figure'® It shows a Zipfian curve which is
typical of word frequencies in natural language, where a few noun lenanea
highly frequent and an increasing number of lemmas have lower fretsenc
The greatest number of lemmas, as illustrated by the “tail” in figure 8 occur
only once, so-calletiapax legomena

In the experiments in chapter 6, we sorted the data into various frequency

128 rank/frequency profile illustrates the token frequencies of the ramjees. The fre-
quency is plotted on a logarithmic scale, since there is such a large discyelpatween the
token frequencies of the top ranked types, compared to the lowerd-amies (Baroni 2007).
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Animate Inanimate | Total
Bin Freq # % # % #
~1000 >1000 31 48 260 3.8 291
~500 999-500 35 54 271 3.9 306
~100 499-100 92 143 979 14/21071

~50 99-50 57 8.9 553 8.0 610
~10 49-10 132 20,5 1376 19,91508
~1 9-1 132 205 1563 22.61695
0 0 165 25.6 1908 27.62073
Total 644 100.0 6910 100.07554
Table 7.8: Animate and inanimate Talbanken05 nouns in frequency hynBdrole
frequency.
Animate Inanimate | Total
Bin # % # % # %

>1000 31 10.7 260 89.3 291 100.0
>500 66 11.1 531 88.9 597 100.0
>100 158 9.5 1510 90.51668 100.0
>50 215 94 2063 90.62278 100.0
>10 347 9.2 3439 90.83786 100.0
>0 479 8.7 5002 91.35481 100.0

Table 7.9: Animate and inanimate Talbanken05 nouns in accumulategliémecy
bins by Parole frequency.

bins in order to examine the effect of sparse data on the classificatiarperf
mance. In table 7.8 we see the nouns from Talbanken05 organized into fre
quency bins by their absolute frequencies in the Parole corpus. Fomheth
imate and inanimate nouns, we find the same general tendency illustrated by
the rank/frequency profile, indicated by an increasing number of tyjs w
lower frequencies. We observe that 30% of the Talbanken05 noun ledunas
not occur at all in the Parole corpus, hence will not be included in thesgta
for classification.

Since the main focus of the current chapter is to scale up the animacy classi-
fication to realistic data sets, we mostly employ data sets consistamgamu-
lated frequency binavhich include all nouns with frequencies above a certain
threshold. The data organized into accumulated frequency bins is rdsen
table 7.9.
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7.3 Experiments

The experiments described in the following address some important issues in
the scaling up of our method from chapter 6. In particular, we discusgtm®w
skewed distribution of classes, as noted above, affects the resultxamd e

ine the interaction with the additional, complicating factor of data sparseness.
The overall focus will be on locating features which are stable classgboes!
across different machine learners and for data sets of varying npiese

7.3.1 Experimental methodology

In chapter 6, we compared eager and lazy machine learning algorithms for
the task of animacy classification. We looked at the use of decision-trees ac
quired with the eager c4.5 algorithm (Quinlan 1993) and compared it with
memory-based learning which employs lazy learning withktnearest neigh-

bor algorithm. In section 6.5 we did not find any statistically significant dif-
ferences between the two learning algorithms and conjectured that the size o
the data set influenced the measure of significance conservatively tuth

rent chapter we have a considerably larger data set, hence we maggaioe
compare performance between the two machine learning algorithms. In the
following experiments we will continue to employ both types of learners and
contrast the two wherever appropriate. For decision tree learningmpéog

C5.0 with boosted classifiers, see section 5.2.1, and for memory-based lear
ing we employ TiMBL, see section 5.2.2, with tlasic settings, resulting
from the parameter optimization described in section 6.5.2, unless otherwise
stated:?® For training and testing of the classifiers, we make use of leave-
one-out cross-validation. The baseline represents assignment of jbietyna
class (inanimate) to all nouns in the data set. Due to the skewed distribution
of classes, as noted above, the baseline accuracy is very high, usualhd

90%. Clearly, however, the class-based measures of precision ealt &s

well as the combined F-score measure are more informative for thedesresu
The baseline F-score for the animate class is thus 0.0%, and a main goal is to
improve on the rate of true positives for animates, while limiting the trade-off
in terms of performance for the majority class of inanimates, which start out
with F-scores approaching 100. For calculation of the statistical signifcan

of differences in the performance of classifiers tested on the same data se
McNemar’s test (Dietterich 1998) is employed.

129Recall that the basic settings corresponid to 1 with no feature weighting.
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Bin Baseline MBL DecTree
>1000 89.3 89.0 90.7
>500 88.9 90.3 93.3
>100 90.5 89.8 93.7
>50 90.6 894 93.3
>10 90.8 89.0 92.2
>0 91.3 90.0 92.1

Table 7.10: Accuracy for MBL and DecTree classifiers with the originatigre set
(suBy 0BJ, GEN) on Talbanken05 nouns in accumulated frequency bins.

7.3.2 Original features

The experiments on Norwegian in chapter 6 showed that the three festilires
ject, object and genitive case were the most robust features. Tablshohd

the results from classification of the Talbanken05 nouns with the distriblitiona
featuressuBy, oBJ and GEN extracted from Parole, as described in sections
7.2.2-7.2.3 above. The experiments were run on accumulated frequescy b
where each data set contains all data instances of higher frequengiabgee

> 50 data set contains all nouns of frequencies higher than 50.

We observe a clear difference between the results for the lazy (MBL) an
eager (DecTree) machine learners. The performance of the MBEHidaiss
never significantly better than the baseline and for:#1€0, >50, >10 and
>0 data sets, the performance is in fact significantly worse than the baseline.
The DecTree-classifier in contrast performs significantly better thaglibas
on all data sets of frequenciesl00023°

Tables 7.11 and 7.12 show the experimental results relative to class for the
lazy and eager learner, respectively. For both classifiers, we findhthger-
formance for the inanimate class is fairly stable, whereas the performance f
the animate class deteriorates as more infrequent nouns are added ttathe da
set. We find that the performance for the animate class is quite low (varying
between top 66.1 and bottom 31.2), regardless of learner, and penoersa
clearly affected by the frequency of the data instances. If we compauaabs
results for the two learners, we find that the main difference is found itterbe
animate precision and inanimate recall for the DecTree-classifier. These a
clearly advantageous properties in dealing with the skewed class distribution
and counteracting overgeneralization from the less frequent class.

130The decision tree classifier does not differ significantly from the baséinghe >1000
data sets, but differs significantly from the baseline at theDp1-level for the>500,>10 and
>0 data sets, and at thezp0001-level for the>100 and>50 data sets.
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MBL
Animate Inanimate
Precision Recall Fscore Precision Recall Fscore
>1000 48.5 51.6 50.0 94.2 93.5 93.8
>500 56.1 56.1 56.1 945 945 945
>100 46.3 47.5 46.9 94.5 94.2 94.4
>50 43.7 42.0 42.8 94.0 94.4 94.2
>10 38.8 34.3 36.4 93.4 94.5 94.0
>0 394 26.5 31.7 93.2 96.1 94.6

Table 7.11: Precision, recall and F-scores for the two classes in MBheerments
with original featuresguBJ, OBJ, GEN).

DecTree
Animate Inanimate
Precision Recall Fscore Precision Recall Fscore
>1000 57.1 51.6 54.2 94.3 954 94.8
>500 75.0 59.1 66.1 95.0 97.6 96.3
>100 79.8 44.9 57.5 94.5 98.8 96.6
>50 72.8 46.0 56.4 94.6 98.2 96.4
>10 67.6 28.2 39.8 93.2 98.6 95.8
>0 65.8 20.5 31.2 92.9 99.0 95.8

Table 7.12: Precision, recall and F-scores for the two classes in DecTre
experiments with original featuresBJ, OBJ, GEN).

7.3.2.1 Uniform distribution

Based on the results from the experiments with original features, it is difficu
to say anything about the general applicability of these featwes) 0B,

GEN) to the Swedish nouns. This is mainly due to the fact that the data exhibits
a very skewed distribution of classes, hence training data for the animase cla
is limited. In order to test the generalizability of the original distributional
features further and tease apart the influence of a skewed classutistrib
from that of data sparseness, an additional experiment is performddtan

sets with a uniform distribution of class&¥.
Table 7.13 shows the results for the uniformly distributed data sets and

138IThe uniform data sets are constructed from all animate instances in aedaadsthe
corresponding proportion of randomly selected inanimate instanckesidea with respect to
absolute frequencies. This technique for dealing with skewed data setsis kn the machine
learning literature as ‘down-sampling’ and denotes the removal of iostaaf the majority

class for training, see, e.g., Hoste 2005.
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Bin Baseline MBL DecTree
>100Qyp 50.0 90.3 90.3
>50Qy pj 50.0 88.6 83.3
>10Qyni 50.0 79.1 82.0
>5Qni 50.0 78.6 83.3
>10yni 50.0 72.8 76.8
>0yuni 50.0 68.6 72.2

Table 7.13: Accuracy for MBL and DecTree learners with the original teatset
(suBJ 0BJ, GEN) on Talbanken05 nouns with uniform class distribution
in accumulated frequency bins.

MBL DecTree

Animate Inanimate Animate Inanimate
>100Qyp; 90.3 90.3 90.0 90.6
>50Qyni 88.7 88.5 84.1 82.5
>10Qyn; 78.8 79.4 81.7 82.2
>5Qyni 78.3 78.9 83.0 83.5
>1Qyni 72.8 72.7 73.3 79.5
>0yni 67.0 70.0 68.6 75.1

Table 7.14: F-scores for the two classes in experiments with origiraiiees sUBJ,
0BJ, GEN) and uniform class distribution.

contrasts eager and lazy learning, as before. We observe a cleatioedn
error rate (80.6%-37.2%) for all classifiers compared to a randontibas&s

the F-scores for each class in table 7.14 illustrate, the uniform distribution of
classes gives balanced results for the individual classes as well hbhvs shat

the set of motivated, robust features identified in the previous chajetegoad
class predictors also for Swedish and larger sets of naturally occunoungs.

Itis also clear, as discussed in chapter 6, that data sparsenesddesedfect

on the results, regardless of the class distribution. Results deteriordtetiya

as more infrequent nouns are added, from accuracies of 90.3 forliD@Q) ;

data set to an average 70.4 for th6y,; data set.

In the previous section we observed a difference in performance éetwe
the lazy and eager learner. In the present experiment, we find sighfiffen-
ences only for the data set%50, i, >10yn and>0yn;.13 This indicates that it
is the ability to deal with data sparseness which is the main source of difeerenc

132The performance of the decision tree classifier differs significantty fiteat of the MBL-
learner at the .05 level for the>50,; and>1Q,p; data sets, and at the<p01-level for the
>0yni data set.
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Bin Baseline MBL DecTree
~100Qyni 50.0 90.3 90.3
~50Qni 50.0 88.6 88.6
~10Qyni 50.0 79.1 81.6
~95QUni 50.0 78.6 79.8
~1Qyni 50.0 72.8 71.2
~1uni 50.0 68.6 60.0

Table 7.15: Accuracy for MBL and DecTree classifiers with the originatiere set
(suBJ 0BJ, GEN) on Talbanken05 nouns with uniform class distribution
in individual frequency bins.

between the two, rather than the skewed distribution of data. In chapter 6 we
noted effects to the opposite, but, without enough noun instances to denclu
on significant effects. We find that the data sparseness is better dealiywith
the decision tree learner, given that there is sufficient data to geneoakze
We must differentiate between tisezeof the data set and theparsityof the
data set. Table 7.15 illustrates this point further, showing results for iexper
ments which are run on individual frequency bins, rather than accurdulate
ones. This provides an identical setting to the experiments on lower freguen
nouns in chapter 6. These data sets are thus considerably smaller than their
accumulated counterparts and once again, we find no significant diffese
between the two classifiers. The conclusion is therefore that decisicrpieee
form better than MBL over sparse instances, given a larger data seViBh.
We must, however, note that the notion of similarity embodied in the MBL-
settings is not updated to take into account a larger data set, which gives a
somewhat unfair comparison, a point to which we return in the next section.
We may conclude from the above that both data sparseness and skewed
class distribution are serious issues in the scaling up of our classification tas
We find that the skewed distribution causes an unbalanced result fomte lo
frequency class of animate nouns. We also observe the general désdimen
tendency of sparse data, regardless of class distribution and siz¢éacfeta
We find that it may be partially counteracted by the size of the data set, how-
ever there is clearly room for improvement. In dealing with more infrequent
nouns it is clear that the three features employed above do not provffde su
cient class discrimination. In the following we will therefore investigate some
strategies to obtain more informed learners. In particular, we examine an ex-
tended feature space, as well as optimizing the notion of similarity employed
during classification.
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7.3.3 General feature space

The general feature space described in 7.2 above gives more distrédwtaia
for each individual noun. This can be an advantage in the light of theezke
distribution and data sparseness discussed above, since it enables m-mor
formed measure of similarity between the instances. However, whether the
more general feature space capture generalizations which are tetevhr
animacy dimension is a claim which has to be tested empirically.

Prior to the experiments, the TIMBL settings were optimized on a subset of
the full data set, giving us a set of optimized Mk classifiers'3 The param-
eter optimization shows that a larger set of nearest neighbors, as viesdtase
weighting and weighted class voting provide for better generalizationgloeer
data. All of these parameters contribute to a more discriminating notion of sim-
ilarity which is an important factor in successfully exploiting the information
contained in an enlarged feature space, as well as the earlier mentienestisk
distribution and data sparseness.

Table 7.16 shows the accuracy obtained with all features in the general
feature space in terms of accuracy. We find significant improvements cechpa
to the baseline for all data sets except thedata set, where performance for
the unoptimized, lazy learner (MBL) is at baseline. The DecTree and JyBL
classifiers are clearly superior to the unoptimized MBL classifier, hence will
be focused on in the following*

We observe a clear improvement with the general feature space compared
to the baseline. The performance of the DecTree classifier o 1060 data
set is significant at the.01 level, whereas the MBJg-classifier differs at
the p<.001 level on this same data set. Performance on all the other data sets
show highly significant reduction of errors<p0001) for both classifiers. As
we recall, the data sets are successively larger, hence it seems faictodm
that the size of the data set partially counteracts the lower frequency of the
test nouns. It is not surprising, however, that a method based on digiribl
features suffers when the absolute frequencies approach 1. Tabie3.18
present the experimental results relative to class. We find that, as nolied ea
in chapter 6, it is largely the animate class which suffers from the addition
of lower frequency nouns. Even so, the classification of animate ingtasice

133For parameter optimization we employ the paramsearch tool, supplied witBLTikee
http://ilk.uvt.nl/software.html. paramsearch implements a hill climbing sefncthe optimal
settings on iteratively larger parts of the supplied data. We performeningder optimization
on 20% of the total>0 data set, where we balanced the data with respect to frequencyteonca
nating equal proportions from each respective frequency bin. 8hdting settings are= 11,
GainRatio feature weighting and Inverse Linear (IL) class voting weights.

B34pjtferences between the two MBL-classifiers with general featuresigraficant for all
data sets.
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Bin Baseline MBL DecTree MBhy
>1000 89.3 96.2 94.5 97.3

>500 889 951 96.1 97.3
>100 90.5 956 96.6 96.8
>50 90.6 94.8 95.7 96.1
>10 90.8 93.1 94.6 95.4
>0 91.3 919 93.9 93.9

Table 7.16: Accuracy for MBL and DecTree classifiers with a general femtipace
on Talbanken05 nouns in accumulated frequency bins.

DecTree
Animate Inanimate
Precision Recall Fscore Precision Recall Fscore
>1000 82.6 61.3 70.4 95.5 98.5 97.0
>500 86.4 77.3 81.6 97.2 98.5 97.8
>100 89.1 72.8 80.1 97.2 99.1 98.1
>50 87.3 64.2 74.0 96.4 99.0 97.7
>10 76.8 59.1 66.8 96.0 98.2 97.1
>0 79.8 40.5 53.7 94.6 99.0 96.7

Table 7.17: Precision, recall and F-scores for the two classes in DecTre
experiments with a general feature space.

MBL opt
Animate Inanimate
Precision Recall FscorePrecision Recall Fscore
>1000 89.7 83.9 86.7 98.1 98.8 98.5
>500 89.1 86.4 87.7 98.3 98.7 98.5
>100 87.7 76.6 81.8 97.6 98.9 98.2
>50 85.8 70.2 77.2 97.0 98.9 97.9
>10 81.9 64.0 71.8 96.4 98.6 97.5
>0 75.7 44.9 56.4 94.9 98.6 96.7

Table 7.18: Precision, recall and F-scores for the two classes in MBexperiments
with a general feature space.

notably improved compared to the experiment with original features. We also
find that the performance for the inanimate class is quite stable throughout the
experiments (ranging from 98.5-96.7), a fact which is important since these
are in clear majority in the data set.

The MBL,pt-classifier consistently performs slightly better than the Dec-
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Bin Baseline MBL-MorpRp: MBL-Syntaxp

>1000 89.3 89.7 94.5
>500 88.9 90.5 95.1
>100 90.5 91.5 95.5
>50 90.6 91.3 95.0
>10 90.8 91.1 94.0
>0 91.3 915 93.2

Table 7.19: Accuracy for MBLop-Classifiers with feature subsets on Talbanken05
nouns in accumulated frequency bins.

Tree classifier, although only differences for th&000 and>10 data sets are
significant.

7.3.4 Feature analysis

Unlike the experiments reported in chapter 6, the features employed for rep
resentation of the nouns in the general feature space are not all lingllystic
motivated indicators of an animacy distinction. The above experiments, how-
ever, indicate that these features provide important clues for the aninhacy o
nouns. In the following we analyze the influence of the various featuoes f
different perspectives.

7.3.4.1 Feature subsets — syntax vs. morphology

The general feature space consists of both syntactic and morpholéeaeal
tures and the above experiments have indicated the importance of botheof thes
feature types. The extent to which it is morphology or syntax which is most
important in ascertaining animacy, however, is not clear. One way ofasintr

ing the importance of syntactic and morphological distribution in determining
animacy, is to run classification experiments with feature subsets of syntactic
and morphological features.

In order to test the influence of syntactic versus morphological featuees
trained and optimized MBL classifiers for each of these feature subsets, a
defined in section 7.2.2 and summarized in table 7.7 above. The overall results
in terms of accuracy are presented in table 7.19.

The results clearly indicate that the syntactic features are the strongest ind
cators of animacy. The classifiers employing only morphological featumes p
form around baseline or slightly above<D5) for the>100—>0 data sets. It
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is clear that the increased size of these data sets enable the acquisitinaref ge
alizations regarding morphological clues for animacy, but these ardyctezr
sufficient. The classifiers employing syntactic features perform notaditgrb

on their own, with all differences from the baseline significant (001)13°
Even so, the necessity of both types of features is also corroboratdte by
results — the syntactic classifiers never outperform the classifiers combinin
morphological and syntactic evidence, all of which perform significargly b
ter for all data sets.

7.3.4.2 Decision tree

An advantage of decision tree learning is that the result of learning @®vid

a generalization over the data set which may be inspected. A decision tree
consists of a set of weighted, disjunctive tests which at each node in the tre
assigns an appropriate test to an input, and which proceeds along d@se of
branches, representing possible outcomes of the test. All featuresuakyu

not employed in the tree, since smaller trees are preferred and the trerés pr
prior to application, see section 5.2.1 for more details. As an indicator of fea-
ture importance we may therefore examine the decision trees in a bit more
detail.

Figure 9 presents the decision tree constructed fortt@0 data set3® The
disjunctive tests applied at each step are of the féattr Test valug, where
attr is a featureyalueis a possible value of that feature amdstis the test
operator. In this case all values are numerical and the operators drimdng
numeric operators,= and>. Each terminal node of the tree represents an as-
signed class, and information regarding the correct/incorrect ratio tafrioss
covered by that particular node is provided in the example tree.

The decision tree in figure 9 embodies generalizations observed several
places above. We find that the subject feature partitions the data set initially,
with a cut-off of approximately 0.14. In fact, all the decision trees for tire va
ious accumulated data sets employ the subject feature for initial partitioning.
The largest branch (lines 1-13) is characterized by instances with jorwer
portions of subject occurrences and is dominated by inanimate terminals. In
the same branch, a higher proportion of objects is employed to ascertain the
inanimate class (line 5) and vice versa (line 6). We noted earlier on the distribu

135Tg be precise, the difference from the baseline forti€00 data set is at thequ05 level,
most likely due to the small size of the data set.

136The decision tree in figure 9 was constructed over the entire data setiarhigsrespect an
idealization. Minor variations of this tree were actually employed under therarents, since
we applied leave-one-out cross validation.
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1 subj <= 0.1374663:

2 ..app > 0.04225352:

3 : ..prd <= 0.06315789: inan (19)

4 prd > 0.06315789:

5 ...0bj <= 0.2116788: anim (10/1)
6 : obj > 0.2116788: inan (5)

7 app <= 0.04225352:

8 ...cc <= 0.1607717: inan (1176/7)

9 : cc > 0.1607717:

10 ....subj <= 0.1105528: inan (108/4)
11 subj > 0.1105528:

12 ...ind <= 0.6509434: inan (3)
13 ind > 0.6509434: anim (5)

14  subj > 0.1374663:
15 :..uk <= 0.008849557: inan (135/8)

16 uk > 0.008849557:

17 ...prep > 0.3342618:

18 ...sin <= 0.1395349: anim (3)

19 : sin > 0.1395349: inan (43/1)

20 prep <= 0.3342618:

21 ...nom > 0.9925373: inan (18/4)

22 nom <= 0.9925373:

23 ..app > 0.02214452: anim (34)

24 app <= 0.02214452:

25 ....subj > 0.221519:

26 ...uk > 0.01548673: anim (47)

27 : uk <= 0.01548673:

28 : ...neu <= 0.0001496558: anim (12/3)
29 : neu > 0.0001496558: inan (4)
30 subj <= 0.221519:

31 ...root > 0.04166667: inan (4)

32 root <= 0.04166667:

33 ...nom <= 0.9231928:

34 ...sin <= 0.1753731: anim (2)
35 : sin > 0.1753731: inan (8)
36 nom > 0.9231928:

37 L.app <= 0.02048417: anim (29/4)
38 app > 0.02048417: inan (3)

Figure 9: Decision tree acquired for the100 data set in experiments with a general
feature space.

tional asymmetry with respect to prepositional complementation and we find
that this generalization is also represented in the decision tree, wheredwe fin
the majority of animate instances in the subtree dominated by a test for lower
proportions of this construction (line 20). The earlier mentioned preteréor
genitive case is present through a restriction on the proportion of nor@nati
occurrences (lines 21-38), which is mutually exclusive from the genitive

We also find some predictive environments which have not been studied in
detail earlier. This is partially due to the fact that the parse model employed
to parse Parole makes use of a slightly different tag set than the one found
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in TalbankenO05, the subject of our study of animacy in section 7.1.2 above.
For instance, thek-tag is employed for predicative modifiers, as in (123) and
(124), and thespp-tag is employed for appositions, as in (125), all taken from
the Parole corpus:

(123) Vi jobbar som barnflickor och ...
we work as nannies and ...

‘We work as nannies ...’

(124) Han ser ut som en dansk murare
he looks out like a danish mason

‘He looks like a Danish mason’

(125) Hannes Skold, stiftaren, var knackt
Hannes Skold, founderbeEr was devastated...

‘Hannes Skold, the founder, was devastated ...’

We observe that a lower value for th& feature directly determines the inani-
mate class (line 15) for a set of nouns with a higher proportion of subjectro
rences, but which are still predominantly inanimate. The classification af thes
instances has an accuracy of 94%. If we examine the classified instarees
find predominantly non-concrete, inanimate nouns fikslag ‘suggestions’,
rad ‘advice’, studie‘study’, utredning‘investigation’, as well as a group of col-
lective and organization nouns (31.1% of the instances), sufilreasing‘as-
sociation’,grupp ‘group’, kommun'municipality’, ledning ‘board’, personal
‘personell’ etc. As we noted in chapter 6, these nouns have high giop®of
subject occurrences but are in Talbanken05 annotated as nampefsrring.
It is clear, however, that the nouns classified by this node occur miutense
as predicational modifiers, a construction which semantically requires more
concrete and individuated arguments.

In the decision trees, we observe a general tendency for syntadiicefea
to appear higher in the tree, with morphological features occurring ctoser
the leaf nodes. In particular, the aforementiorseasJ feature, as well as the
featuresDET, UK, CC, PRER APP and PRD are recurring features with high
coverage in all the decision trees. The morphological feature repiregsin-
gular numbesIN occurs in all decision trees, although with less general cover-
age. This indicates that the syntactic features provide more generaltiodgca
of animacy status, but that the morphological features provide the more fine
grained information which ultimately determines the class. Thus both types of
features are needed, a result which the experiments clearly showed.
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Backward feature selection:

e Generate a pool of featur®- = {FK}

Initialize the set of removed featur&d- with the empty
set,RF={}

loop: for eachfeaturel € PF

— run a cross-validation on the training set without the
features irRF andF

— if improvement of accuracy: adglto RF

gotoloop until no more improvement

Figure 10: Algorithm for automatic feature selection with backwardref.

7.3.4.3 Automatic feature selection

The general feature space was constructed by including featured! fam-
notation relevant to nouns. The above experiments showed that extehding
feature space proved beneficial to classification for all data setsdbr tw
prune the feature space for unnecessary features, we perfoauleddrd fea-

ture selection from the general set of features. Backward featiecisa starts

out with the whole feature set and successively removes featuresgtéstin
improvement of results at each step. The algorithm for automatic featuce sele
tion employing backward search is presented in figure 10 and has bagtedd
from the forward algorithm presented in Mihalcea 2002. We remove only on
statistical significance of improvement. We perform automatic feature selec-
tion on the>0 data set and find that the accuracy of the classifier improves
slightly, from 93.9 to 94.0, but significantly €p.05), following feature selec-
tion. The small difference is caused by an improvement in the classification of
the animate class, in particular in terms of precision which improves from 75.7
to 77.1.

The advantage of backward selection is that it also gives us information
regarding the importance of each individual feature along the lines of the “a
minus one” testing in section 6.3.2. Important features will cause a deteri-
oration of results when removed. We find that the only features whictecaus
statistically significant deterioration of results on removal are the syntaetic fe
turessuBJ (p<.01), 0BJ (p<.05) andDET (p<.001). As we saw in table 7.7
above, there was a clear distributional difference between the clasgudite
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>10 nouns
@ (b) <« classified as
222 125 (a)class animate
49 3390 (b) class inanimate

Table 7.20: Confusion matrix for the MBLyy; classifier a general feature space on
the >10 data set on Talbanken05 nouns.

and inanimate with respect to the syntactic relation of determiner. It turns out
that animate determiners are predominantly genitives, so these threegéature
fact embody little more than the subset of robust features establishedifajlow
chapter 6.

The removal of theseNHD feature is the only case in which we find a sig-
nificant improvement of results, on which this feature is permanently removed
from the feature pool. Moreover, we find that all of the morphological fe
tures cause small, but insignificant deteriorations of results, as do ttectgn
featuresPREP ROOT, APP andPRD.

7.3.5 Error analysis

In chapter 6, we examined a small set of nouns in more detail and the tturren
chapter has largely dealt with quantitative analysis of performance results o
the scaled up data sets. We found that the morphosyntactic featurestsdppo

a more fine-grained notion of animacy and explored a three-way clagsifica
task. It might be interesting to examine the output from the scaled up classi-
fier in a bit more detail, and, in particular, we may examine the errors. The
error analysis examines the performance of the MBtlassifier employing

all features on the- 10 data set in order to abstract away from the most serious
effects of data sparseness.

Table 7.20 shows a confusion matrix for the classification of the nouns.
Recall from section 7.1.2 above that the person reference annotatitwe of
Talbanken05 nouns distinguishes only the classes correspondingnariu
and ‘inanimate’ along the animacy dimension. There is no intermediate notion
of animacy or expression of gradience. An interesting question is whikiilser
choice affects the results. If so, we would expect erroneously ckdsifan-
imate nouns to contain nouns of intermediate animacy, such as animals and
organizations.

If we examine the errors for the inanimate class we indeed find evidence of
gradience within this category. The errors contain a group of noussrirej
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to animals and other living beings (bacteria, algae), as listed in (126),las we
as one noun referring to an “intelligent machine”, included in the intermediate
animacy category (Zaenen et al. 2004). Collective nouns with humaenete

and organizations are also found among the errors, listed in (128). Bibitase

are more frequent among the erroxsi(M:18.4%;0RG.12.2%) than in the cor-
pus sample studied in section 7.1 abovei(1:1.8%;0RG.3.4%). We also find
some nouns among the errors with human denotation, listed in (129). Tleese ar
nouns which typically occur in dereferencing contexts, such as titlesherg.
‘mister’, biskop‘bishop’ and which were annotated as non-person referring by
the human annotatofs’ Finally, a group of abstract, human-denoting nouns
are also found among the errors, as listed in (130). In summary, we fibd tha
nouns with gradient animacy properties account for 53.1% of the dootise
inanimate class.

(126) Animals/living beings:
alg ‘algae’, apa‘monkey’, bakterie‘bacteria’,bjorn ‘bear’, djur
‘animal’, fagel‘bird’, fladdermdssbat’, myra‘ant’, mas‘seagull’,
parasit‘parasite’

(127) Intelligent machines:
robot ‘robot’

(128) Collective nouns, organizations:
myndighetauthority’, nation‘nation’, foretagsledning
‘corporate-board’personal’personell’, stiftelse‘foundation’,
idrottsklubb‘sport-club’

(129) Human-denoting nouns:
biskop‘bishop’, herr ‘mister’, nationalist'nationalist’, tolk ‘interpreter’

(130) Abstract, human nouns:
forlorare ‘loser’, huvudpartmain-party’, konkurrentcompetitor’,
majoritet ‘majority’, vard ‘host’

For the animate nouns which are misclassified we have, as noted abowk, the a
ditional influence of distributional factors and data sparseness. Itiigftie

more difficult to find any clear patterns in the misclassified nouns. It is irtteres
ing to note, however, that there are several nouns which recuras arrthe
experiments for both Norwegian and Swedish. Among the animate nouns, we
find among the highly frequent, misclassified nouns the instaeaes child’
andvan ‘friend’ which recurred in the error analyses for the experiments in
chapter 6.

137|n fact, both of these showed variable annotation in the treebank andassigned their
majority class — inanimate — in the extraction of training data.
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7.3.5.1 Human versus automatic annotation

In chapter 6, we investigated gradience of the animacy dimension as esttlenc
by distributional data for Norwegian. We examined the case of organization
nouns in more detail and experimented with supervised and unsupenased le

ing of a more fine-grained animacy distinction. The annotation study per-
formed initially in this chapter, applied an even more fine-grained annotation
scheme for animacy to a Swedish corpus sample. We concluded that intermedi-
ate categories are infrequent and settled for a binary distinction in thengnsu
classification experiments. Even so, the often noted gradience is eviotént b

in human and automatic annotation.

The manual annotation for person reference in the Talbanken05 mieeba
showed inconsistencies for certain instances. We found that theseawere
sult of difficulties in ascertaining denotation and/or reference for the mou
question. For instance, nouns with bleak denotationalac properties,asuch
elementelement’, part ‘party’, were assigned varying annotation by the hu-
man annotators. We also found examples $iklat'soldier’ andstudentstu-
dent’, where denotational properties with respect to animacy are claar, h
ever, where dereferencing properties of the context caused #ionateon-
sistency. The main distinction between the classes of human and inanimate
was fairly straightforward to apply, however, and the annotation wasigon
tent with respect to intermediate categories such as animals and organizations
The human annotators clearly did not have difficulties in assigning animals to
the non-person category, as instructed. This is not surprising sinse toa-
stitute a clearly defined category, separate from persons.

The experimental results show clear evidence of gradience. In thedeatu
analysis, for instance, we noted that a group of organization noureschas-
sified under a separate node in the decision tree, which tested for {xesper
compatible with both classes. The error analysis of this section has shawn tha
the inanimate class does not easily incorporate animals on terms of linguistic
distribution. It is interesting to note that both the human and automatic anno-
tation showed difficulties in ascertaining class for a group of abstract, imuma
denoting nouns, likendivid ‘individual’, motstandaréopponent’, kandidat
‘candidate’,representantrepresentative’. These were all assigned to the ani-
mate majority class during extraction, but were misclassified as inanimate dur-
ing classification.

Comparing human and automatic annotation we find that these elucidate
different properties of the animacy dimension. If we contrast the typeasf g
dience found in the human and the automatic annotation, we may note some
differences. The automatic classification deals purely with animacylias a
guistic category; i.e. animacy as evidenced in linguistic use. It also per defin-
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intion treats animacy as a denotational category since the data representation
abstracts over individual contexts of usage. Human annotators clearéy h
available world knowledge, and in particular also the animacy categories as
tological categories (Dahl 2008). As we saw above, animals constitute a fairly
clearly delimited ontological category and is not confused with the category
of humans, regardless of their linguistic behaviour. Furthermore, theofask
human annotation differs from the automatic classification task in that the an-
notation is token-level and the influence of specific linguistic contexts clearly
influences the annotation.

Human and automatic annotation also show a great deal of overlap in the
treatment of animacy. The fact that we may, through machine learning based
on distributional data from language use, replicate the annotation fairty suc
cessfully shows that animacy is largely a denotational property of nquohs a
we find that the animacy of a noun influences its linguistic distribution consis-
tently and over large amounts of data.

7.4 Summary of main results

This chapter has discussed the scaling up of animacy classification. In-the fo
lowing, we address the questions posed initially in this chapter.

A prerequisite for supervised learning of animacy information is an anno-
tated set of instances. We investigated referential and denotationabapps
to animacy annotatiorthrough an annotation study performed by the author,
as well as a corpus study of the annotation for person referencd fauhe
Swedish treebank Talbanken05. These highlight problematic constrsiédion
both types of approaches. In particular, we find that dereferencingtmic-
tions are problematic for referential approaches, whereas elementsagitle v
or abstract denotational properties are problematic under a denotatjonal
proach. We conclude that a denotational approach is to be preferrkxical
acquisition of animacy information based on distributional evidence and that
the material in TalbankenO5 largely follows a denotational practice, h&ce,
well suited as training data. We also conclude that the dimension of person
reference largely overlaps with animacy, and may be employed to approximate
animacy.

In chapter 6 we developed a set of motivated features for animacy classifi
cation and we showed that a subset of these proved to be reasorialsy i
data sparseness. A question posed initially concerns whethensfer of the
methodto Swedish and a different data set is viable. The experimental results
in section 7.3.2 indicate that this is indeed the case. By abstracting away from
the skewed distribution of the data, as well as data sparseness, walshaive



162 Acquiring animacy — scaling up

the robust featuresuBJ, oBJ and GEN provide comparable results to those
obtained for Norwegian. The features proved to differentiate betweetwit
classes well, resulting in balanced class results around 90% accuiéy an
scores.

Two main obstacles have been identified in the scaling of the animacy clas-
sification taskdata sparsenesand askewed class distributio\s noted ear-
lier in chapter 6, data sparseness is bound to be a problem for any meljrod r
ing on distributional data, so also in the current chapter. We may conclatle th
these two factors are independent factors, but clearly also interadod
that a skewed class distribution causes unbalanced class results feparse
data (in the>1000 experiments), and we found that data sparseness had detri-
mental effects on performance for non-skewed data sets, in the expé&ime
with uniform class distribution. An advantage under the present settingtis tha
we have available a notably larger data set. A key question thereforerc@nc
how properties of the data representation, as well as learner prortiek
be defined in order to fully capture the information contained in the data and
thereby alleviate some of the problems caused by the density and distributional
properties of the data set.

A general feature space was constructed which took into account both mo
phological and syntactic evidenceeature importancen classification was
analyzed both experimentally, through classification with feature subsets an
automatic feature selection, as well as manually, through the manual inspec-
tion of decision trees. Whereas the syntactic features were clearly mostimpo
tant, the morphological features provided useful clues, resulting in aicechb
effect in terms of performance. We obtain results for animacy classification
ranging from 97.3% accuracy to 94.0% depending on the sparsity of the da
With an absolute frequency threshold of 10, we obtain an accuracy.4¥95
which constitutes a 50% reduction of error rate. With respect to classnde fi
that classification of the inanimate class is quite stable throughout the experi-
ments, whereas the classification of the minority class of animate nounsssuffer
from sparse data. It is an important point, however, that it is largelirfeca
the animate class which goes down with increased sparseness, whex@as p
sion remains quite stable. All of these properties are clearly advantageous
the application to realistic data sets, where a more conservative classifier is to
be preferred.

An initial comparison between eager and lazgchine learning algorithms
highlighted the need for a more discriminating notion of similarity in vector
space for the memory-based learner. A parameter optimization stage veas ther
fore introduced, which gave significant improvements in combination with a
general feature space. With optimized lazy learners, we found no stdking
ferences between the two learning algorithms. In general, it seems that the
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property of data generalization prior to classification is an advantage of the
eager learner, given enough data to generalize over. Anothertadeais the
possibility for manual inspection of the decision trees, a feature which may be
exploited in feature and error analysis. Even so, the optimized, memoegtbas
learner in general performed slightly better than the decision trees, kowev
with few differences being significant. We may therefore conclude thidit bo
types of learning algorithms are well suited for animacy classification.

Both in the preceding and current chapters we have expressed thdydnd
ing goal of elucidating properties of the animacy dimension and, in particular,
the way in which it influences the linguistic distribution of nouns. This has
been accomplished through corpus studies and experimental studies avher
focus has been on feature and error analysis. One question witltrésem-
imacy has been itgradiencei.e. whether the animacy dimension is a strictly
binary one — animate and inanimate — or whether there are elements which
have properties of both polarities. This question was addressed alibwiaia
both from human annotation and experimental results. Under the assumption
of a binary animacy opposition, we showed how annotation inconsistency as
well as classification errors provide different perspectives on thdignce of
animacy. The fact that the human annotation classified tokens highlighted the
influence of the linguistic context on classification, and the problems identified
there were largely caused by elements which were denotationally ormefere
tially variable. In the case of the automatic classification, a different picture
emerges since the task in this case is to abstract over the totality of contexts for
a particular noun. With no world-knowledge available, the automatic annota-
tion deals strictly with animacy as a linguistic category. In the error analysis,
we found that this approach causes the proposed, intermediate caedonig
the animacy dimension to emerge.
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Arguments tend to differ along a range of linguistic dimensions. We have ex-
amined one of these dimensions, namely animacy, in detail in part 1l and we
found that statistical tendencies in syntactic realization proved to be reliable
indicators of animacy. We have discussed the notion of soft, probabilistic co
straints and presented evidence from a range of languages, asd garimus
linguistic subdisciplines, suggesting that argument differentiation is infegenc
by these types of constraints. In syntactic parsing, argument statusgisexbs
automatically employing various types of information, such as part-of-gpeec
lexical form etc. Parsing is thus a practical task where argument diffation
is put actively to use and it provides us with a setting where we may study the
influence of various types of information in a set of controlled experiments.
This chapter introduces data-driven dependency parsing and mstitate
choice in the current context. We present a methodology for error sinaly
of parse results and apply this methodology to the results for Swedish from
MaltParser, a data-driven dependency parser. The error anséysithe scene
for the experiments presented in chapter 9, where we investigate the agluen
of a range of different linguistic properties on argument disambiguation.

8.1 Syntactic parsing

Whereas parsing in the general sense provides an interesting taskcand a
trolled testing ground for argument differentiation, the types of genetaliza
which may be arrived at are clearly influenced by properties of theepdter
instance, in a grammar-driven parser, the grammar strictly defines the set of
possible output strings and the grammar formalism chosen will also influence
the analysis and possibly also the general expressivity.
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The parser to be employed in these experiments should be compatible with
the general assumptions established in chapters 2 and 3. We want seir par
to deal with natural language and to be robust in assigning an analysig to an
input string. Implicit in such a choice is a view of grammaticality as not being
strictly defined by a grammar. We have discussed the central role o&inegu
both from the point of view of linguistic constraints in argument differentia-
tion and in terms of the modeling of these constraints as soft in the probabilistic
sense. In @ata-drivenparser, parsing is per definition guided by frequencies
in language use. This allows us to make as few assumptions as possible with
respect to formulations of constraints on arguments, as well as their interac
tion, in terms of a grammar. Even so, it is clear that the nature of the data on
the basis of which parsing is approximated directly determines the analyses
constructed. With respect to arguments and argument differentiationawee h
tried to make as few theoretical assumptions as possible. In particular, we do
not want to commit to a structural definition of argument status. Rather, a view
of grammatical functions as primitive notions, hence separated fromcsurfa
linguistic properties such as linear precedence and morphological teailiza
enables investigations into mismatches between levels of linguistic analysis.
In dependency analysfanctional argument structure is separated from struc-
tural positioning and formulated as dependency relations. Structutahass
tions are furthermore stripped down to the minimal relation between a head
and its dependent, highlighting the link to semantic interpretdf®n.

8.1.1 Data-driven parsing

A distinction is often made between grammar-driven and data-driven garsin
where the former is characterized by a generative grammar which d#imes
language under analysis and the latter is not (Carroll 2000). This distinctio
has, however, become less clear-cut due to the extensive use of anpeit-

ods in the field in recent years. Most current parsers are datardnivthe
sense that they employ frequencies from language data to induce infaimatio
to improve parsing. Data-driven parsing may thus be characterizetdarfids

138t js interesting to note that a recent line of investigation in syntactic parsingphithse-
structural representations has focused on the tasinaftion-labeling(Blaheta and Charniak
2000; Merlo and Musillo 2005), where syntactic function labels are asdigm enrich the
phrase-structure trees either in a separate post-processing stagaantegral part of parsing.
The more direct link to semantic analysis is cited as a main motivation for thighNéeslo and
Musillo 2005). Although English has been the main language under studyfahuwork on
function labeling for Spanish highlights the particular importance of this tyjpgfarmation in
dealing with languages that are less configurational than English (Garapd van Genabith
20086).
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foremost, by the use of inductive inference, rather than by the use merdis
sion of a grammar in the traditional sense (Nivre 2006). The development is
also a temporal one, where the early parsers consisting solely of haftelelc
grammars expressed as rules, observably ran into serious difficulidsng

from ambiguity in natural language, see section 2.3.1.

As a step towards disambiguation, statistical models have been widely em-
ployed in parsing. These models assign probabilities to syntactic structure by
decomposing syntactic representations and defining probability distributions
over these. Statistical models may thus be employed for parse selection follow-
ing purely grammar-driven approaches, since these assign probabdityss
to the analyses returned by the grammar. Grammars may also be extended
stochastically to produce probabilistic versions. The probabilistic extemsion
of context-free grammars (PCFGs) (Charniak 1996), for instanéieederob-
ability distributions over non-terminal nodes, where the probability of a syn-
tactic analysis is simply the product of all its subtrees. Most statistical pars-
ing models can be viewed dsstory-basedthey decompose the parse tree
into a set of parseecisionsassociated with a certain probability. The partic-
ular decomposition chosen is an important component in defining statistical
parsing models (Collins 1999). PCFGs display some well-known wealsiesse
resulting from precisely the independence assumptions made in the statisti-
cal model, where the application of a phrase-structural rule depemg®ion
the local subtree to which it applies, disregarding the larger structunédxip
as well as any lexical dependencies which may hold between elements lower
in the tree. Ensuing work has focused on lexicalization of PCFGs (Collins
1996; Charniak 1997, 2000), as well as alternative decompositionsrease
context-sensitivity (Collins 1999; Johnson 1998; Klein and Manning 2003

The availability of treebanks has been crucial to the development of data-
driven parsing, supplying data for inductive inference in terms of estimatio
of parameters for statistical parse models or even for the induction of whole
grammars, so-calletleebank grammargCharniak 1996). A system for data-
driven parsing of a languade may be defined by three components (Nivre
2006: 27):

1. Aformal modelM defining permissible analyses for sentencds.in

2. A sample of texfl; = (x1,...,X%,) from L, with or without the correct
analyseg\t = (y17 tee aYn)-

3. An inductive inference schemedefining actual analyses for the sen-
tences of any text = (Xy,...,%n) in L, relative toM andT; (and possibly

Ao).
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As we have seen above, the formal mollemay consist of a hand-crafted or
induced grammar. The inductive inference scheme may consist simply in max-
imum likelihood estimation from a corpus, as in the case of PCFGs discussed
above.

In strictly data-driven approaches, a grammar, whether hand-crafied
duced, does not figure at all. Hence, the formal maédés not a grammar and
the sample of text; is a treebank containing the correct analyses with respect
to M, which constitutes the training data for the inductive inference scheme
Parsing in this respect does not rely on a definition of the language andkr
ysis independently of the input data. Without a formal grammar, datardrive
models condition on a rich context in the search for the most probable &nalys
hence are clearly history-based. Magerman (1995) describes lgnpeaely
data-driven parser for English which decomposes phrase-struteea into
a set offeatures(lexical form, part-of-speech tag, structural position etc.) and
employs decision trees to score individual decisions during parsing. €ollin
(1999) shows that decomposition in terms of head-modifier dependemoies p
duces a significantly more accurate parser.

The fact that parsing is unconstrained by a grammar gives a very large
search space and there are various strategies for making searchlé¢rabip-
ically, some sort of pruning of the search space is necessary to poarapu-
tation of the probability of all possible parses. Deterministic processing con-
stitutes another, very efficient strategy where the probability of eadkidec
is maximized at each deterministic choice-point during the derivation.

8.1.2 Dependency parsing

The use of dependency representations, see section 5.1.1, in syréasingp
has recently received extensive attention in the NLP community (Buchhalz an
Marsi 2006; Nivre et al. 2007). One of the arguments in favour agipgrwith
dependency representations is that dependency relations are mwttckhe
semantic relations which figure between words in a sentence. As automatic
parsing often is viewed as a means to a semantic interpretation of a sentence,
dependency analysis represents a step in the right direction.

We may define the task of dependency parsing informally as the mapping
from natural language sentences to well-formed dependency straicisrbe-
fore, this mapping may be defined explicitly and exhaustively by a grammar,
and it may be data-driven to various extents, as discussed above.
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8.1.3 Data-driven dependency parsing

In data-driven dependency parsing, the formal mddealefining permissible
analyses is given by a definition of a dependency graph — a labeleticacyc
graph with certain properties, see for instance section 5.1.1 above with ref
erences therein. Decomposition of the dependency graph for inductioreis
point where approaches to data-driven dependency parsing aiffewe may
distinguish betweetransition-basedapproaches, where dependency graphs
are decomposed into parse transitions (see, e.g., Yamada and Matsun®to 200
Nivre, Hall and Nilsson 2004) andraph-basedapproaches, where depen-
dency graphs are decomposed into subgraphs or individual depsndecs,
(see, e.g., McDonald et al. 2005).

MaltParser is a language-independent system for data-driven diepesn
parsing, which is based on a deterministic parsing strategy (Nivre 2008g,N
Hall and Nilsson 2004), in combination with treebank-induced classifigrs fo
predicting parse transitions. It allows for explicit formulation of featunes e
ployed during parsing by means of a feature model and is optimal with respec
to incrementality.

8.1.3.1 Parsing strategy

The parsing strategy consists in a hon-deterministic parsing algorithm which
is made deterministic by a parse guide. The parsing algorithm is an adaptation
of the shift-reduce algorithm for context-free phrase structure grasfoar
application to dependency graphs (Nivre 2003).

The parsing algorithm in MaltParser constructs parsing as a edrofi-
tions betweenparse configurationsA parse configuration is a tripS 1, G),
whereS represents the parse stack — a list of tokens which are candidates for
dependency arcs$,is the queue of remaining input tokens, &Bdepresents
the dependency graph defined thus far (Nivre 2006). There arepfussible
transitions between parse configurations (whereis the token on top of the
stack, andhextis the next token in the input) (Nivre et al. 2006: 1):

SHIFT: Pushnextonto the stack.

REDUCE Pop the stack.

RIGHT-ARC(r): Add an arc labeledfromtopto next pushnextonto
the stack.

LEFT-ARC(r):  Add an arc labeled from nexttotop; pop the stack.

The parsing algorithm described above is clearly non-deterministic in allowing
for several possible transitions out of most parse configurationscAtiee to
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make the parsing strategy deterministic is taken primarily on grounds of effi-
ciency (Nivre 2006). However, we will see below that it also has thecethat
the parser is incremental.

The parsegguide predicts the next parse action (transition), based on the
current parse configuration. The guide is trained employing discrimingide
chine learning, which recasts the learning problem as a classificatioleprob
given a parse configuration, predict the next transition. Prediction #iesr
on a decomposition of the gold standard data set into parse configuratins an
a feature model which defines the relevant attributes of the configuration f
use by the classifiéf?®

8.1.3.2 Feature model

As mentioned above, the parse guide predicts the next parse actiondrased
the current parse configuratiéff The feature model defines the relevant at-
tributes of tokens in a parse configuration. There are generally two mage typ
of attributes -staticanddynamic Static attributes are constant and defined by
the input to the parser, whereas dynamic attributes are updated duranggpar
Examples of static attributes alexical formandpart-of-speechThe feature
model in MaltParser also enables the use of dynamic attributes of the depen-
dency graph under construction, in particular de@endency relation

Parse configurations are represented by a set of features, wicich én
attributes oftop, nextand neighboring tokens in the stack, input queue and de-
pendency graph under construction. Figure 11 shows an exampleafiad
model which employs the word fornFOrRM), part of speechR09, and de-
pendency relationEP) of a given token. The feature model is depicted as a
matrix where rows denote tokens in the parser configuration, defindd/eela
to the stack (S), input queue (I) and dependency graph (G), anthoslde-
note attributes. Each cell containing-acorresponds to a feature of the model.
Examples of the features include part-of-speech for the top of the sexek,
ical form for the next and previousiéxt-J input tokens and the dependency
relation of the rightmost sibling of the leftmost dependentogf

1395ee Nivre 2006 for details about the derivation of training data.

14010 be precise, classification is performed on the basis of equivaldasses of config-
urations, where equivalence classes are constructed in terms ef qmrgurations and the
features employed to represent them. The functiatefines an equivalence relation over prop-
erties of configurations and is composed of a set of feature functibichveach pick out a
certain property of the current configuration (Nivre 2006).
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FORM POS DEP

Stop + + +
Stopt+l +
[:next + +
[:next-1 +

[:next-1 + +
[:next2 +

G: head ottop +

G: leftmost dependent abp +
G: rightmost dependent odp +
G: leftmost dependent afext + +
G: leftmost dependent of head toip +
G: leftmost sibling of rightmost dependenttop +
G: rightmost sibling of leftmost dependenttop +

G: rightmost sibling of leftmost dependentrdxt + +

Figure 11: Feature model for Swedish; S: stack, I: input, G: graph= n positions
to the left(-) or right (+).

8.1.3.3 Training and parsing

Parsing with the MaltParser system involves two phasedraiaing phase

and aparsingphase (Nivre 2006). Training involves the extraction of feature
vectors from the gold standard data set, and the induction of a parse guide
Parsing proceeds by extraction of feature vectors for every ntarrdmistic
configuration and querying of the parse guide. Classifiers can bedragieg

any machine learning approach, but the best results have so far bieémea

with support vector machines, using LIBSVM (Chang and Lin 2001) with a
quadratic kerneK (x;,x;j) = (yxxj +r)?, see (Nivre et al. 2006) for more de-
tail.

8.1.3.4 Incrementality

Strictincrementality in parsing involves connectedness at each poingdhen
analysis of the input string. Unlike many other data-driven parsers, EiakP
approaches incrementality. Nivre (2004) shows that while incrementality in
the strict sense is not attainable in dependency parsing, the arc-eagiegp
algorithm employed in MaltParser is optimal in that it provides a close approx-
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imation of incrementality**

8.2 Error analysis

In grammar-driven systems, errors may be directly related to properttag of
grammar and error analysis can exploit this more transparent relation in diag
nosing and eliminating errofé? In many data-driven systems, however, there
is no explicit grammar responsible for errors, hence error analysisisten
solely in analysis of the relation between the input and output data. A deeper
analysis of specific error sources in data-driven parsing is cleailyportant
step towards a further advancement of the state of the art.

The rest of this chapter will be devoted to an in-depth error analysigjaf ar
ment assignment in a data-driven dependency parser — MaltPars&inasl
on the Swedish treebank Talbanken05, see section 5.1.1. We start fout by
mulating a methodology for error analysis which allows us to quantify parser
performance with respect to specific dependency relations and spacdic
types over these relations. The following error analysis will focus corgin
the assignment of argument relations and relate these errors to morf@mwsyn
tic properties of the arguments, the set of which is bounded by the features
employed during parsing and specified explicitly in the feature model.

We will attempt to provide answers to the following questions:

Error analysis How may we characterize the errors performed by the parser?

Argument errors What characterizes the errors in argument assignment? May
the errors be related in any consistent way with variation in the linguistic
expression of arguments?

Generalizations Which types of generalizations may be acquired regarding
syntactic arguments in a strictly data-driven setting?

Argument disambiguation To what extent may syntactic arguments be dis-
tinguished based solely on surface properties like lexical form, morphol-
ogy and word order?

141The arc-eager algorithm differs from the standard shift-reduce itgoffor dependency
structures in treating right and left dependencies differently, hengi@gavith chains of right
dependencies which requires stacking of waiting head/dependentmientality is then rede-
fined as a restriction on connectedness between the stack and the gdaplecenstruction.

142ne may distinguish betweegrror analysisanderror mining where error analysis has a
focus on characterizing (and possibly correcting) errors and made®f a gold standard to
locate the errors, usually in the form of a treebank or a test suite. Eirongnon the other
hand, focuses primarily on locating errors, see for instance vand\zfi34.
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8.2.1 A methodology for error analysis

An error analysis of parse results may typically be characterized by flbe/fo
ing two steps:

1. locate the errors
2. characterize the errors

Step 1 involves comparison of the parser output with a gold standardscorpu
and the application of an evaluation metric. Step 2 is less straightforward and
more dependent on the aim of the analysis. We will treat errors as seides n

in a dependency structure and characterize these by lexical and sitpctp-
erties, such as part-of-speech and dependency label.

8.2.1.1 Evaluation metric

In the evaluation of dependency parsing, overall parsing accuraoyisonly
reported using the standard metricsuolabeled attachment sco(eAs) and
labeled attachment sco(eAs), i.e., the percentage of nodes that are assigned
the correct headithout (unlabeled) omwith (labeled) the correct dependency

label:
_ #correctly attached tokens

UAS =
# tokens
LAs — # correctly attached and labeled tokens
N # tokens

For analysis of performance in the assignment of specific dependdralg,la

we employ the standard measures of precision and recall, as well as the com-
bined, balanced F-score. Note that only correctly labalediattached tokens

are considered as true positives.

8.2.1.2 Error sets and types

The dependency relations in the treebank data adhere to the singledmead c
straint, see 5.1.1, hence we may equate errors with token nodes in a depen-
dency graph with corresponding properties, such as head, defsnedation
etc1*3In general, we will treat error analysis as dealing with sets of errors, i.e.

143p5 Nivre (2006) notes, the single-head constraint allows for the assighof dependency
relations to nodes, rather than arcs, which simplifies the formulation of bledinig performed
during parsing. In the same way it allows for error analysis dealing witiedgent nodes.
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token nodes, and comparisons between parsers as standard seti fogmr-
ations over these sets. The sets of errors will vary depending on thtua
metric, but will always constitute the complement set of the set of correct in-
stances according to the chosen metric. Foutkg@andLAS evaluation metrics
defined above, we define the sets of correct instarmmggect, andcorrect,

and the sets of errorerrory anderror, as follows:

correcty = {x/head ofx is correct
errory = {x/head ofx is wrong}
correct, = {x|head ofx is correct and dependency labebat correct

error . = {x|head of is wrong and dependency labebait wrong} U {x|head
of x is wrong and dependency label »fis correct U {x/head ofx is
correct and dependency labebois wrong}

In comparing sets of erroR, andP;s for two parsers, we may examine prop-
erties of theilintersection PyN Ps, anddifference R — Ps, where:

PaNPs = {x|x € Paandx e R}
PA—PB:{X|X€ PAandxgé PB},andPA—PB:PA—(PAﬂPB)

When parselA is the gold standard data set, we obviously have Baat

{}. In a comparison between two parsers, we wish to locate the differences
responsible for a general improvement or deterioration in overall res\iés
may thus define improvement and deterioration of results for the errof aet o
new parsePy, compared to that of a baseline parBgr, as follows:

improvement if | Pg |[>| By |- We may then examine properties of tber-
rected erroran the difference sd@s| — By further.

deterioration if | P |<| By |. We may then examine properties of thew
errorsin the difference se®y — Py further.

In characterizing the results we may sort the sets of errors define@ aittov
error types based on various, relevant properties. With our main objective be-
ing an analysis of argument disambiguation, the main focus will be on analysis
of labeled results, with a focus on the argument dependency relationthd-o
analysis of the labeled results we create error types based on depgnelen
tions:

e the gold dependency relation in the errbefyoiq)
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e the gold and system assigned dependency relation in the error
(Depyold_Depsyg. 44

For analysis of unlabeled results, the error types will be given by thegpar
speech of the dependent and/or head:

e part-of-speech of dependent in the er@OSep)
e part-of-speech of dependent and gold head in the éPO&{e, POS,ecad)

e part-of-speech of dependent and gold head and erroneous dystem
in the error POSepn POSiead POSi)

8.2.2 Data

The data for the error analysis of argument assignment in Swedish was ob
tained by parsing the written part of Talbanken05 with MaltParSawe em-
ployed the settings optimized for Swedish in the CoNLL-X shared task (Nivre
et al. 2006), with the feature model presented in figure 11. As we can see
the features employed during parsing are part-of-speeoly) lexical form
(FOrRM) and structural properties of the dependency graph under construc
tion (DEP). We employed 10-fold cross validation for training and testing, and
the overall result for unlabeled and labeled dependency accura®ydis &nd
84.92, respectivel}®

8.2.3 General overview of errors

Table 8.1 presents a list of the overall most frequent error typegoia_De psys)

in the data, sorted by absolute frequency. The most frequent ermEtypoA
exemplified by (131), consists largely of prepositional, post-nominal moslifie
which have been analyzed as object adverBifln other words, these errors,
as well as the conversea ET errors in (132), are prepositional attachment
errors.

144Note that it might be the case thBie g = Depsys when head attachment alone is the
source of error.

145711 examples in the current chapter and chapter 9 are taken from the wsitigtions of
Talbanken05, unless otherwise stated.

148Note that these results are slightly better than the official CoNLL-X shamddgeores
(89.50/84.58), which were obtained using a single training-test spligroes-validation. Note
also that, in both cases, the parser input contained gold standard {saeexth tags.

1470bject adverbialsqa) are adverbials which are closely related to the verb, much like ob-
jects, without necessarily being subcategorized for by the verb. Tegyradominantly (90.3%)
headed by a preposition and the choice of preposition is governed bgithéheleman 1974).



178 Argument disambiguation in data-driven dependency parsing

(131) Genom deGaulle brots lanken med NATO
through deGaulle brokePAss link-DEF with NATO

‘Through deGaulle the ties with NATO were severed’

(132) P& fredagen disputerar Ake Nilsson p& avhandlingen
on friday-DEF defends Ake Nilsson on thesispEF

‘This Friday, Ake Nilsson will defend the thesis’

We also find a range of other adverbial relations among the erroraypeese

table 8.1. Recall from section 5.1.1 that the annotation in Talbanken05 makes
numerous, fine-grained distinctions in adverbial functions (spatial, teahpor
modal, comparative etc.). These clearly prove difficult for the parsezgb-r
cate.

Among the most frequent errors, we also find a large group involving the
core argument relations of subjects — regular and formal subjects —ir@atl d
object. In particular, confusion of the two argument functions of sulgadt
direct object §s 00, 00_s9) are among the top ten most frequent error types
with respect to dependency assignment.

8.3 Errors in argument assignment

In section 5.1.1 we provided an overview of the dependency relationd-in Ta
banken05 and divided these into argument and non-argument relafioss.
argument relations were either subcategorized for by the verb or theltyatica
entailed by the verb. We may examine the parse performance for each of the
argument relations in terms of the class-based performance measuresiof p
sion, recall and F-score, see table 8.2.

It is quite clear that there is a direct relation between the frequency of the
dependency relation in the treebank and the parser performance. Bh&eno
guent relations are also the relations for which the parser performs-Isesst
(90.25),sP(84.82),00 (84.53).

Table 8.1 shows the most frequent error types involving argument rela-
tions 8 We find frequent error types involving different kinds of subjests (

FS, ES), objects 00, 10) and predicativessp). In the following sections we

examine these errors in more detail. In order to relate the errors to prapertie
of Scandinavian type languages we briefly examine the realization of these a
gument relations in Scandinavian in section 8.3.1, supplied with quantitative

148Taple 8.1 includes both errors where the gold standard relation is amenguelation
and/or where the proposed system relation is an argument relation, stitef these will
affect the results for the argument relation in terms of precision aradl regspectively
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Gold System #

Gold System #

ET OA 450

SS 00 446
SS 00 446

00 SS 309
OA ET 410

FS SS 281
AA RA 404

SSs ROOT 265
AA OA 398

SP SS 240
TA AA 372

Ss DT 238
RA AA 311

00 rRooOT 221
00 SS 309

Ss SP 206
RA OA 308

DT SS 146
AA TA 290

SS cc 137
FS SS 281

SP AA 136
OA RA 270

SS FS 133
OA AA 269

00 PA 126
SS ROOT 265

00 AA 103
AA ET 251

00 DT 99
SS FS 133

10 00 97
RA ET 244

ES 00 95
SP SS 240

ET 00 91
SS DT 238

DT 00 90
ET AR 232 ROOT SS 86
PA DT 231

Table 8.1: 20 overall most frequent error types (left) and 20 most fesqjlargu-
ment error types (right), wherss=subject,00=object, AA=other ad-
verbial, 0A=object adverbialeT=nominal post-modifieRA=spatial ad-
verbial, TA=time adverbial,Fs=formal subject,sP=subject predicative,
DT=determiner,cc=second conjunctAA=adverbial, PA=prepositional
complement,o=indirect object,es=logical subjecteT=nominal post-
modifier.

data from Talbanken05. We then examine the most frequent error tgpes f
argument relations in a bit more detail. Table 8.1 shows that regular subjects
and direct objects are commonly confused for each other, hence tlilebe w
treated together in section 8.3.2. Section 8.3.3 will examine errors involving
formal or expletive subjects, as well as the relation of logical subjectsrand
sections 8.3.4-8.3.5 we will examine indirect objects and predicative constru
tions, respectively.
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Deprel Gold Correct System Recall Precision F-score
Ss  subject 19383 17444 19274 90.00 90.51  90.25
SP  subject predicative 5217 4416 5196 84.65 84.99 84.82
00 direct object 11089 9639 11718 86.92 82.26  84.53
10 indirect object 424 276 301 65.09 91.69 76.14
AG passive agent 334 249 343 74.55 72.59 73.56
vO objectinf. 121 84 112 69.42 75.00 72.10
ES logical subject 878 562 687 64.01 81.80 71.82
Fs formal subject 884 578 737 65.38 78.43 71.31
VS subjectinf. 102 47 58 46.08 81.03 58.75
Fo formal object 156 70 91 4487 76.92 56.68
OP object predicative 189 42 112 22.22 3750 2791
EO logical object 22 2 3 9.09 66.67 16.00

Table 8.2: Dependency relation performance: total number of golciimsgs (Gold),
system correct (Correct), system proposed (System) | rpoatision and
F-score

8.3.1 Arguments in Scandinavian

In chapter 4, we noted that the expression of grammatical function in 8cand
navian is governed largely by linear order in the clause, as expressedth

the fields schemas. The linearizations of grammatical functions in main and
subordinate clauses presented in section 4.2.3 are repeated in (132B4hd
below:

(133) Linearization of grammatical functions in declarative, main clauses:
XP | Vfin SUBJ SADV | Vnon—fin OBJng OBJjir ADV

(134) Linearization of grammatical functions in subordinate clauses
subj | SUBJ SADV Viin | Vnon—fin OBdnd OBjir ADV

We recall that the initial field is characterized by variation and may be filled
by pretty much any constituent#), whereas subordinate clauses are non-V2.
The interpretation of (133)—(134) is that if core grammatical functionsato n
occur preverbally, they are predicted to be linearized in this order. Ashaik
see, however, the argument relations differ with respect to how likely itis th
they appear in initial position. As we also recall, morphological marking is
not a very reliable indicator of grammatical function, and only a subseteof th
personal pronouns are marked for case.
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Part-of-speech # %
PO pronoun 9549 49.3
N noun 9178 474
v verb 405 2.1

AJ adjective 136 0.7
PR preposition 50 0.3
R numeral 43 0.2

other 22 0.1
Total 19383 100.0

Table 8.3: Part-of-speech for subjectsg) in Talbanken05.

8.3.1.1 Subjects

Subjects in Scandinavian are realized by nominal expressions: varipes ty
of noun phrases, as in (135)—(136) where the subject is a nounrandym,
respectively, or subordinate clauses, as in (137) where the subgstizordi-
nate clause.

(135) Speciallararen kan ocksa komma till klassrummet
special-teachepeF can also come to classroomBEF

‘The special education teacher may also come to the classroom’

(136) De har alltsd ansvar och omsorg om barnen
they have so responsibility and care  for childrenDEF

‘So, they have the responsibility to care for the children’

(137) Att varderingarna forandrats ar helt  sakert riktigt
that valuePL.DEF changedrPAss is totally certain correct

‘That the values have changed is almost certainly correct’

Table 8.3 shows the distribution of the various parts-of-speech oveultecs
relation in the written sections of Talbankent8 We find that pronouns and
nouns account for 96.6% of the subjects, and 2.1% of the subjectslare su
dinate clauses, listed as ‘verb’ in the overview since verbs are claaadsh
in the dependency representation. We also observe that almost haléaball
jects are expressed by a pronoun, supporting cross-linguistic teéedém¢he
referentiality of subjects, noted in section 3.4.

1495ince verbs are the heads of clauses in dependency grammar| algusaents are repre-
sented as ‘verb’ in the overviews over parts-of-speech for therdiffeargument relations, e.g.,
table 8.3.
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Before After Total

Deprel # % # % # %

Ss 14958 77.2 4425 22.819383 100.0
FS 609 68.9 275 31.1 884 100.0
ES 8 0.9 870 99.1 878 100.0
00 611 5.5 10478 94.%11089 100.0
10 5 1.2 419 98.81 424 100.0
sP 491 94 4726 90.6 5217 100.0

Table 8.4: Ordering relative to verb for argument relations in Talbemds.

The linearization of grammatical functions in main clauses places the sub-
ject in the Midfield, directly following the finite verb. In table 8.4, we find an
overview of the linear position of various arguments with respect to the head
verb. For subjects, the head verb is always the finite verb, and we fatd th
only 22.8% of the subjects follow the finite verb (after). These counts ieclud
both subjects of main and subordinate clauses and if we restrict our dounts
subjects in main clauses, we find slightly more variation; 35.7% of the main
clause subjects occur following the finite verb.

In chapter 4, we noted that the fields schema does not directly express
the tendency for subjects to occur preverbally. Regardless of the sfatues
clause, this tendency is certainly supported by the data: 77.2% of the total su
jects occur preverbally, and 64.3% of the main clause subjects.

Formal subjects

Formal or expletive subjects are characterized by a lack of semantiontonte
They occupy a subject position, but do not share thematic propertiesagith r
lar subjects. The Scandinavian languages, like English and the other @erma
languages, enforce a subject requirement, also known as the ExtBnaled
jection Principle (Chomsky 1981) and the Subject Condition (Baker 1983),
which requires that all declarative main clauses must contain a subject. As a
consequence, a formal subject is employed when a thematic subjectifars/a
reasons may not occupy a subject posifigh.

We may discern six general types of constructions where an expletive su
ject figures in Scandinavian (Teleman, Hellberg and Andersson 1999):

150Note that the reasons for using a formal subjects vary; the thematicsoizg be demoted,
as in impersonal passives, or prefer a postposed position due tadiseariented constraints,
as in presentational constructions.
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1. Existential/presentational constructions:

(138) Det finns olika slags barnhem
it  exists different sorts orphanages
‘There are different kinds of orphanages’

2. Detwith oblique subject:

(139) For somliga racker det med brostet eller
for some is-sufficient it  with breastpeEF or
flaskan
bottleDEF

‘For some it is sufficient with breastfeeding or the bottle’
3. Extraposed finite or non-finite subordinate clause, as in (140):

(140) Det ar ytterst latt att ga ur kyrkan
it is extremely easy to go out-of churchbeFr
‘Itis very easy to leave the church’

4. Impersonal passive:

(141) Det syndas ofta utan tvekan ...
it  sin-PASS often without doubt

‘There is often sinning going on, without doubt ...’

5. Weather-verbs or verbs of perception denote an event or state avith n
clear agent®®

(142) Det regnar/askar/snoar
it rains/thunders/snows
‘It rains/thunders/snows’

(143) Nu luktar det torkad frukt i kallaren
now smells it dried fruit in cellarDEr
‘It smells of dried fruit in the cellar’

6. Cleft constructions:

(144) Det ar hon som svarar for de inre
it is she who answersfor the internal
relationerna
relationPL.DEF
‘It is she who is responsible for the internal relations’

151The examples in (142)—(143) are from Teleman, Hellberg and Aaders999.
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Part-of-speech # %
v verb 492 56.0
N  noun 329 375
PO pronoun a7 5.4
AJ adjective 7 0.8
PR preposition 2 0.2
P participle 1 0.1
Total 878 100.0

Table 8.5: Part-of-speech for logical subjectsd) in Talbanken05.

Formal subjects are distinguished from regular subjects in TalbankemD5 a
assigned a separate dependency relati®). (The category of formal sub-
ject is employed only in cases where there is also an expressed logieal sub
ject (Es) and is exclusively realized as the impersonal 3rd person prodeun

‘it’. 152 The logical subject may be realized by a nominal element or a subor-
dinate clause. When it is nominal it is normally realized as an object and is
in complementary distribution with regular objects in existentials and imper-
sonal passives of transitive verbs. As table 8.5 shows, subordilaatges are

the most common logical subjects (56%), followed by nouns (37.5%) and pro
nouns (5.4%). It is interesting to note that the distribution of part-of-dpeec
over the logical subject function is very similar to that of regular objects, se
table 8.6, in contrast to regular subjects, cf. table 8.3. The main criteria for
the assignment of thes andes dependency relations may be summarized as
follows:

Expressed logical subjectthe categories of formalF§) and logical subject
(Es) entail each other (bidirectionally); annotation fes only when
there is an expressetb.

Replacement replacement of the formal subject with the logical subject should
result in a grammatical sentence

As a consequence of the above criteria, not all of the construction lgped
above of are annotated as involving a formal subject. TalbankenO5 ientif
types 1, 3 and some cases of 4 as formal subjexss The first criterion,
demanding an expressed logical subject, excludes impersonal passine

152/e find a total of 884 formal subjects in the written sections of Talbanker98r6% of
these are realized det'it’. The remaining three are verbal and must be attributed to annotation
mistakes.
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transitive verbs, as well as the weather-type verbs of typ€ Fhe second
criterion excludes expletive subjects expressed as obliques (typal 2)eth
constructions. These subjects are annotated as regular subg@ctather than
formal subjects.

The constructions analyzed as containing a formal subfet énd conse-
quently also a logical subject$), are thus the existentials (type 1), the extra-
positions (type 3) and impersonal passives of transitive/ditransities\(grpe
4). 154

8.3.1.2 Objects

In section 3.1, we introduced the notion of subjects and objects asotke
arguments of a clause, denoting its main participants. Objects are also hominal
constituents of the verb and may be headed by pronouns and nounsl45s)in (

as well as subordinate clauses, as in (146):

(145) Men manniskornavill ha mera bostader
but peoplebEF want have more housing

‘But the people demand more housing’

(146) Vi maste kolla om dubbelréstning skett
we must check whether double-voting happened

‘We have to check whether or not double-voting has taken place’

Table 8.6 shows the distribution of the various parts-of-speech oveirde d
object relation ©0) in Talbanken05. We find a clear difference from the sub-
ject relation in table 8.3, where the proportion of subordinate clauseB)(ver
constitutes the most striking difference. These account for 18.3% ofrihet d

153The annotation manual mentions a few exceptions to the criterion demaamipressed
logical subject. In sentences where the subject is the adverbial prdriouhere’, we may
get a logical subject analysis without a formal subject (Teleman 146)/41n sentences where
a clause containing a formal subject is analyzed as modifying the logib#d clause, the
subordinate formal subject does not have a corresponding logib@ct (Teleman 1974: p.
46). As a consequence, we find that the treebank contains slightlyeditieumbers of elements
annotated as formak€) and logical subjectss) — 884 vs. 878 instances, respectively.

15%We may note that the replacement described in the replacement critéxoe,aan be
related to the argument status of the subject and is not randomly chdsigimer is the group
of remaining formal subject constructions without certain commonalitig¢sas been argued
several places in the literature that the subject of weather verbs aséajgaments which
therefore cannot readily be replaced with another argument (Chob®#1; Falk 1993). The
exclusion of subjects of impersonal passives over intransitive eshs the group of formal
subjects, however, is unfortunate. Clearly, these should also be egpleth a par with their
transitively formed counterparts.
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Part-of-speech # %
N noun 6377 57.5
PO pronoun 2247  20.3
v verb 2034 183
AJ adjective 282 2.5
PR preposition 60 0.5
R numeral 34 0.3
P participle 30 0.3
AB adverb 15 0.1

other 10 0.1
Total 11089 100.0

Table 8.6: Part-of-speech for direct objectsq@) in Talbanken05.

objects, but only 2.1% of the subjects. Note however, that clausal olifects
clude a wide category of syntactic constituents in the Talbanken05 annotation
scheme, including infinitival complements of control and raising vétbsve
furthermore observe that direct objects are clearly less commonly eegres
pronominally (20.3%), than subjects (49.3%). As indicated by the lineariza-
tion of the fields analysis in (133)—(134), objects are positioned in the End
field, following any finite and non-finite verbs. Objects are often claimed to be
in a closer structural relation with the verb than the subject and depending o
the valency of the lexical verb, there may be one or two objects — a doejt (
and an indirect object®). The frequencies of ordering with respect to the lex-
ical verb in table 8.4 above, clearly show the strong preference faverasl
position in the case of both types of objects. We find that 97.3% of all direct
objects and 98.8% of the indirect objects are postverbal (after).

Indirect objects are in general much less frequent than direct objedis a
TalbankenO05 there are only a total of 424 instances. These show g ptefn
erence for pronominal realization, as we see from table 8.7. In sectigh 7.1
we also noted that indirect objects show a general preference for nilea
notation. As we also saw in chapter 7, these properties are not unreslizes,
animate reference is typically expressed pronominally. There is, however
complicating factor in the annotation of indirect objects; the reflexive argu-
ment of transitive reflexive verbs is annotated as an indirect object,(&4
below.

155The annotation manual proposes a replacement test for objecthsabaflinate clauses:

if the clause can be replaced by a pronoun, eégot‘something’ ordetta‘this’, it is annotated
as object.
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Part-of-speech # %
PO pronoun 320 75.5

N noun 98 231
AJ adjective 5 1.2
ID idiom 1 0.2

Total 424 100.0

Table 8.7: Part-of-speech for indirect object®] in Talbanken05.

(147) Barnens hus ténker jag mig hellre av modell aldre
childrenGeN house think | myself rather of model older
villa
villa

‘The children’s house | rather imagine as an older villa’

In these types of constructions, the pronominal argument may not beraqyth
but a reflexive pronoun, coreferent with the subject. The reflegiamoun
accounts for 44.4% of all the indirect object instances in Talbanken,hwhic
shows that indirect objects are in fact even more infrequent than$sanaed.

8.3.1.3 Predicatives

Predicatives establish a core argument — a subject or object — as laasémg
tain property, being a member of a certain class of referents, or establishe
referential identity.

In Scandinavian, predicatives are largely realized by adjectivescipés
and nominals (Teleman 1974), as illustrated by the overview of part-afespe
for subject predicatives in table 8.8. The adjectival predicativesagith the
predicated argument in gender, definiteness and number. Subjeiciapies
are complements of a small set of verbgara ‘be’, bliva ‘become’, varda
‘become’,heta‘named’,kallas ‘be-called’, forefalla ‘seem’, verka‘seem’, se
... ut‘look’ and typically occupy the object position, with which it is in com-
plementary distribution, following the finite and possibly non-finite verb(s).

(148) Deras val av aktenskapspartnerblev kanske
their choicesG.NEUT of marriage-partner became possibly
slumpmassigt
randomsG.NEUT
‘Their choice of partner was possibly random’
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(149) Per-Ola Larsson som &r sekreterare i organisationen
Per-Ola Larsson who is secretary in organizationber ...

‘Per-Ola Larsson who is the secretary in the organization ...’

(150) Detta ar EEC-organisationen i dag
this is EEC-organizatiorber to day

‘This is the EEC organization at present’

We may distinguish semantically and referentially betwdescriptiveand
identifying predicatives (Teleman, Hellberg and Andersson 1999), where the
former classify or characterize the predicated argument — either sabjebt
ject — further, as in (149), whereas the latter establish a relation of strict ¢
reference, as in (150), i.e. the extension of the two arguments are identica
Identifying predicatives occur only with the copula vexasa, bli, forbli ‘be,
become, remain’, and the nominal predicative is typically definite, as in (150)
Descriptive predicatives in contrast, are usually indefinite, and may egéths
out indefinite article, as in (149) above. The use of an evaluative adjesti
typical, where the noun is commonly a hypernym of the predicational argu-
ment and the main semantic contribution of the predicative is in the informa-
tion expressed by the adjective. In the treebank data, we find that theaomin
subject predicatives exhibit a preference for indefinite expres8@16% of
the subject predicatives expressed as nouns are indéfififéhis indicates
that descriptive predicatives are most common in Swedish.

TalbankenO05 distinguishes subject predicativws, exemplified by (148)—
(150) above, and object predicatives], exemplified by (151):

(151) LAmna aldrig spadbarn ensamma hemma
leave never infantPL alonePL home

‘Never leave an infant home alone’

There are 5223 subject predicatives in Talbanken05 and these taileudisl
across the various parts-of-speech as shown in table 8.8 The olgelitar
tives are highly infrequent and there are only 190 instances in the treeba
These show similar distributional properties with respect to part-of-pagc
the subject predicatives’

With respect to word order placement, subject predicatives are in thespos
bal position in a clear majority of cases (91.6%), see table 8.4 above. We also

1560ut of all nominal (noun or pronoun) subject predicatives, 77.884mrdefinite. We then
count all pronouns as definite.

15MWe find that 41.6% of the object predicatives are adjectives, 28.8%auns and 16.8%
participles. One difference is in the fact that there are no pronomigetiopredicatives in the
data set.
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Part-of-speech # %
AJ adjective 2262 434
N noun 1801 345
P  participle 572 11.0
PO pronoun 280 5.4
PR preposition 149 2.9
v verb 85 1.6

AB adverb 46 0.9
R numeral 20 0.4

other 2 0.0
Total 5217 100.0

Table 8.8: Part-of-speech for subject predicatives)(in Talbanken05.

observe variation in position for this relation and 9.4% of the subject pred-
icatives are located preverbalf§? Object predicatives, on the other hand, are
almost exclusively postverbal (99.0%).

8.3.2 Subject and direct object errors

We noted above that the two most frequent error types involving argument
relations were errors analyzing subjects as objests o) and vice versa
(00_s9). Table 8.9 shows an overview of the main error types in the assign-
ment of the subject and direct object dependency relations.

In addition to the confusion of subjects and objects, which constitutes the
most common error type for both relations, we find that both subjects and ob-
jects are quite commonly assigned status as the root of the dependenty grap
(roOT).1®? For both argument relations we also observe error types indicat-
ing confusion with other argument relations. For subjects we observe con
fusion with the other main argument functions, such as subject predEative
(sP) and expletive subjects§), as well as confusion with determinersT

158This figure may be compared to direct objects which are only foundepelly in 2.7% of
the cases in Talbanken.

159The root relation is the default head for all nodes in the dependenpy giace the graph
is initialized with all nodes attached to the root to ensure connectednesdeperdency graph
is thus not guaranteed to be a tree in the technical sense, but is alwetysf agbtrees attached
to the artificial root. These are thus errors where the parser has atedba more appropriate
attachment and label. Nominal elements may very well be attached to thdanimstance in
sentence fragments which lack a finite verb, but for the error types$vingoerroneous assign-
ment to the root, this is clearly not the case.
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Error types for subjects®) Error types for objectsq0)
Gold Sys # Gold Sys #
Ss 00 446 00 Ss 309
SS ROOT 265 00 ROOT 221
ss DT 238 00 00 149
SsS SS 216 00 PA 126
Ss SP 206 00 AA 103
SsS cc 137 00 DT 99
SsS FS 133 00 ET 58
SS PA 53 00 OA 57

Table 8.9: Error types for subjects (left) and objects (right).

and prepositional complementsa]. For objects we observe primarily confu-
sion with various adverbial relations4, ET, 0A), as well as confusion with
prepositional complementg4) and determiners(t). We may note that con-
fusion with DT and PA indicate that a phrasal reading rather than a clausal
one has been chosen. Since there is no explicit notion of phrases irea-dep
dency analysis, these errors in dependency labeling are primarilys exisor

in head attachment, as opposed to the errors confusing argument rel&tions
thess ooandoo_sserrors only 19.5% and and 17.8% involve incorrect head
assignments, whereas the corresponding proportions feistizer andoo_pA
errors are 92.9% and 100%, respectively.

There are various sources of errors in subject/object assignment. Gommo
to all of them is that the parts of speech that realize subjects and objects
are compatible with a range of dependency relations. Pronouns, fongesta
may function as subjects, objects, determiners, predicatives, conjpreps-
sitional objects, etc. In addition, we find “traditional” attachment ambiguity
errors, for instance in connection with coordination, subordinatiortjgbar
verbs, etc. These represent notorious phenomena in parsing, @iy o
means particular to Swedish. This language, however, in addition exhibits am-
biguities in morphology and word order which complicate the picture further.
The confusion of subjects and objects follows from lack of sufficieningd
disambiguation, i.e., simple clues such as word order, part-of-speectcadd
form do not clearly indicate syntactic function. The reason for this cdaurel
in ambiguities on several levels.

With respect to word order, we have seen that subjects and objects may
both precede or follow their verbal head, but these realizations aegoatly
likely. Subjects are more likely to occur preverbally, whereas objects tfjpica
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Before After Total
Gold System # % # 9 # %
Ss 00 103 23.1 343 76.9 446 100.0
00 SsS 103 33.3 206 66.7 309 100.0

Table 8.10: Ordering relative to verb for thes 0o andoo_sserror types.

occupy a postverbal position. Based only on the word order prefesedis-
cussed above, we would expect postverbal subjects and prewdijeats to

be more dominant among the errors than in the treebank as a whole (23% and
6% respectively), since they display word order variants that deqart the
canonical, hence most frequent, ordering of arguments. This is pseaikat

we find. Table 8.10 shows a breakdown of the errors for confudgdats and
objects and their position with respect to the verbal head.

We find that postverbal subjects (after) are in clear majority among the
subjects erroneously assigned the object relation. Due to the V2 pragerty
Swedish, the subject must reside in a position following the finite verb when-
ever another constituent occupies the preverbal position, as in (1eva
direct object resides sentence-initially or (153) where we find a sesviait@l
adverbial:

(152) Samma erfarenhet gjorde engelsmannen
same experience made englishmemeF

‘The same experience, the Englishmen had’

(153) Ar 1920, och forst d&, fick den gifta  kvinnan
Year 1920, and first then, got the married womanbEeF
fullstandig myndighet
complete rights

‘It was not until 1920 that the married woman recieved full civil rights’

Whereas the postverbal subjects are in a non-canonical position gieripal
subjects should be easier to locate since their structural position is a strong
indicator for subjecthood. As table 8.10 shows, preverbal subjectalsoe

in minority among the errors. However, when preverbal subjects are mistak
enly assigned the object function, it is typically in cases where the paaser h
not been able to determine their clause-initial position. In subordinate slause
without complementizers, as in (154), this error is indicated also through err
neous head assignment to the matrix verb instead of the following head verb:

(154) P& denna grund tycker jag ett aktenskap ska byggas
on this ground think | a marriage should build-PASS

‘On these foundations | think that a marriage should be built’
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For the confused objects we find a larger proportion of preverbal elesme
than for subjects, which is the mirror image of the normal distribution of syn-
tactic functions among preverbal elements. As table 8.10 shows, the fioopor
of preverbal elements among the subject-assigned objects (33.3%) i$ynotab
higher than in the corpus as a whole, where preverbal objects acimyuat
miniscule 6% of all objects.

The preverbal objects are topicalized elements which precede their head
verb, which may be either the matrix verb, as in (155)—(157), or the Veab o
following subordinate clause, as the relative clause in (158) b&Bw:

(155) Detta anser tydligen inte Stig Hellsten
this  means apparently not Stig Hellsten

‘This, Stig Hellsten apparently does not believe’

(156) Vilken uppfattning har mannen om  kvinnans ‘ratta
which opinion has manDEF about womanbEF.GEN ‘right
plats’ i hemmet?

place’ in homebEF?
‘Which opinion does the man have about the woman'’s place in the
home?’

(157) Karlekens innersta vasen lar inte nagot politiskt parti
love-DEF.GEN inner  nature seemsnot any political party
kunna paverka
caniNF influence
‘The inner nature of love, it seems that no political party can influence’

(158) Vad Hellsten uppfattar som nagot tryggt och fast,
what Hellsten interprets as something safe and firm,
blir
becomes...
‘What Hellsten interprets as something safe and firm, becomes ...’

Contrary to our initial hypothesis, however, we find a majority of postierba
objects among the objects confused for subjects. These objects aredtadrp
as subjects because the local preverbal context strongly indicatdgestsu
analysis. This includes verb-initial clauses as in (159) where we finduaela
initial imperative or cases of VP coordination, as in (160), as well astaons
tions where the immediate preverbal context consists of an adverbial and th
subject is non-local, as in (161) and (162) below.

160Note that raising verbs, likir in example (157), are analyzed as normal auxiliary verbs,
hence the topicalized objects are annotated as dependents of these.
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(159) GI6ém aldrig det |6fte om trohet for livet
forget never that promise of faithfulness for life-DEF

‘Never forget that promise of faithfulness for life’

(160) ...om man tidigare varit gul i ©6gonen, haft gulsot
...if one earlier been yellow in eyespbeEF, had jaundice
eller ...
or

‘...if one earlier has had yellow eyes, had jaundice or ...’

(161) Ungdomarna blir med barn och det sociala trycket
teenagers  become with child and the social pressureser
nastan tvingar dem att gifta sig
almost forces them to marry themselves
‘The teenagers become pregnant and social pressure almosttfozoes
to get married’

(162) Eftersom man har full frihet  att enkelt och snabbt inga
because one has full freedom to easily and quickly enter
aktenskap
marriage
‘Because one has the freedom to easily and quickly get married’

The example in (161) is particularly interesting as it violates the VV2-property,
assumed to be a categorical constraint of Swedish. We may note that the exa
ples in (159)—(162) above indicate acquisition of argument orderingtires
from the V2 requirement; when there is no preverbal argument or wiegarél
verbal argument is not a good subject candidate, the argument follahéng
verb is analyzed as subject. Recall, however, that the parser dokaveoin-
formation on tense or finiteness, hence overgeneralizes to examplesGiie (1
where the verb is non-finite.

In addition to the word order variation discussed above, Swedish also has
limited morphological marking of syntactic function, see section 4.1. Recall
that nouns are only marked for genitive case and only pronouns akediar
accusative case. There is also syncretism in the pronominal paradigme Th
are pronouns which are invariant for case, ded, deriit’, ingen/ingano’, and
furthermore may function as determiners. This means that with respectdo wor
form, only the set of unambiguous pronouns clearly indicate syntactic func
tion. We may predict that subject/object confusion errors frequently gxhib
elements whose syntactic category and/or lexical form does not disartsigua
i.e., nouns or ambiguous pronouns. Table 8.11 shows the distribution a$nou
functionally ambiguous and unambiguous pronouns and other partseaxtspe
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Gold System Noun Pramo Praynamb Other Total
SS 00 324 726% 53 11.9% 29 6.5% 40 9.0r446 100%
00 SS 215 69.6% 74 239% 9 29% 11 3.6/809 100%

Table 8.11: Part of speech for thes coandoo_sserror types — nouns, ambiguous
pronouns, unambiguous pronouns and other parts of speech.

for confused subjects/object! Indeed, we find that nouns and functionally
ambiguous pronouns dominate the errors where subjects and objecthare ¢
fused. Since case information is not explicitly represented in the input, this
indicates that case is acquired quite reliably through lexical f§&iThe fact
that we find a higher proportion of ambiguous pronouns among the objects
erroneously assigned subject status indicates that the parser hazsdayu
preference for subject assignment of pronouns compatible with theatitfe
in frequency for pronominal realizatios $yro 49.2%,00pr 10.194%3).

As discussed earlier, not all of the objects erroneously assignedtsatge
tus are in preverbal position. In fact, a slight majority are still in postverbal
position. This is in part due to another type of ambiguity in terms of syntactic
category; both nouns and a subset of the pronouns may function ashatete
ers OT). In the postverbal position, word order demands (V2) create clusters
of arguments where both a phrasal and a clausal interpretation is ppssible
the nouns are erroneously analyzed as modifiers instead of phrasts. e
(163)—(164) we see examples which illustrate the phenomenon. The tsubjec
expressed either as a noun or a (ambiguous) pronoun, is parsedtasmider
of the following noun and the following argument as the subject of the verb.

(163) Naturligtvis knyter barnen kontakter utanfor hemmet
naturally  attacheschildren contacts outside homebEF

‘Naturally, the children bond outside the home’

(164) | ett aktenskaphar ingen aganderatt éver den andre
in a marriage has no  ownership over the other

‘In a marriage, nobody has ownership over the other’

161The ‘other’ category consists mainly of verbs (heads of subordirfateses), adjectives,
participles and numerals functioning as nominal heads.

1625ince pronouns are a closed class and it is mainly the set of persemaiums that are
marked for case, we would assume that this property can be acqeiradly without large
amounts of training data.

163The proportion of pronouns is higher for both subjects and objects ifammalize over
only nominal instances, i.e. excluding subordinate clausggs 50.6%,00pr 23.7%. Even
so, there is a clear difference between the two relations in terms of pioabexpression.
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Error types for formal subjects§)

Gold System #
FS SsS 281
FS DT 10
FS 00 6
FS ROOT 3
FS FO 1
FS KO 1

Table 8.12: Error types for formal subjects.

The initial error analysis shows that the confusion of subjects and olgjects
stitutes a frequent and consistent error during parsing. It is caysachbigu-

ities in word order and morphological marking and we find cases that deviate
from the most frequent word order patterns and are not formally disarated

by part-of-speech information. In order to resolve these ambiguities awe h

to examine features beyond part-of-speech category and linear wied o

8.3.3 Formal subject errors

Table 8.12 presents the errors in dependency relation assignmerninpefo
by the parser for the relation of formal subject. We see that the confision
almost exclusively with that of the regular subject functies)( The errors for

the function of logical subject, shown in table 8.13, vary over the functions
compatible with a postverbal realization (objeats), object adverbialdAa),
subject predicativessf) etc.). This is to be expected since the logical subject
may be realized by both nominal phrases and clausal elements.

The confusion between regular and formal subjects is clearly causbe by
fact that they may be realized by the same word form and may occupy the same
structural positions (both pre- and postverbally). After all, formal sttbjare
subjects in all structural respecfé. The impersonal, third person pronodet
‘it’, is maximally ambiguous and may occupy a wide range of dependency
relations, as table 8.14 illustrates. It occurs in all major argument relations

1640ne might argue that distinguishing formal subjects from other subjectsdaly com-
plicating. It has been shown, however, that whereas more fineegtaiependency labels may
affect parsing accuracy negatively, it improves semantic analysi, & semantic role label-
ing (Johansson and Nugues 2007). To the extent that syntactic pasingsimply a goal in
itself, it seems that a more fine-grained analysis is worthwhile, and, ticplar, with respect
to phenomena like expletive categories which clearly have profourdtefbn the semantic
interpretation of the arguments.
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Error types for logical subject&€)

Gold System #
ES 00 95
ES OA 55
ES SP 26
ES ET 23
ES KA 20
ES SS 19
ES ROOT 19
ES PA 15
ES AA 15
ES ccC 5

Table 8.13: Error types for logical subjects.

Dependency relations ofet

Deprel Abs %
ss(regular subject) 1305 375
Fs (formal subject) 881 25.3
DT (determiner) 791 227
00 (direct object) 226 6.5
HD (head of idiom) 86 2.5

PA (prep. complement) 79 2.3
spP(subject predicative) 33 0.9

Total 3480 100.0

Table 8.14: Dependency relations for the 3rd person pronalet ‘it’ in Tal-
banken05.

and also occurs frequently as a definite determiner. The pronoun iaset c
marked and hence is formally invariant in all the relations exemplified above.
Since formal subjects are structural subjects it is not possible to diffaten
the two categories based on structural properties of word order.

A relevant question then relates to how the parser manages to recognize
any formal subjects at all. We may examine closer the errors performed by
the parser and also the instances which were parsed correctly. Sirfoenthe
does not vary it is clear that the analysis of the pronoun as formal atareg
subject will be largely dependent on the relation with and properties of the
verbal head. We saw earlier that position relative to the verbal heaegto
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Before After Total
Gold System # % # 9 # %
FS FS 401 68.9 181 31.1582 100.0
FS -FS 208 68.8 94 31.1 302 100.0
FS Ss 201 715 80 28.3281 100.0
-FS FS 100 63.7 57 36.3 157 100.0

Table 8.15: Ordering relative to verb for formal subjects: correctlgdted €s FS)
and errors — all§s_—Fs) and confusion with subject relatiorg s9).

be a contributing factor in the error analysis of regular subjects. As tabte 8
shows, however, there are no clear differences between correcélietbfor-

mal subjects and ones that were not located by the parser or elements which
were erroneously assigned therelation. These error sets exhibit similar dis-
tributions with regard to ordering with respect to the verbal head (befibee)

as well as distance (difference between immediately preceding/following and
the total before/after bins).

The occurrence of a formal subject is very much dependent on ipiepe
of the predicate and often reflects the argument structure of the verbn@ith
other formal or structural clues, we must assume that the interpretatitet of
‘it' as either a formal or a regular subject relies heavily on the lexical fofm
the verb. We may in addition predict that the correctly located formal subjects
will be arguments of a smaller group of verbs which are frequently fouttd w
a formal subject, whereas the set of errors will exhibit a more heteeogsn
group of verbal heads.

Table 8.16 compares the ten most frequent head verbs for the correctly
located formal subjects with those of the erri3We find that 37.3% of the
correctly analyzed formal subjects are actually arguments of the existential
predicatdinns‘exists’, as in (138) above. Overall, the set of head verbs for the
correct formal subjects is smaller and we find on average 5 instancesaer
verb type, whereas the corresponding figure for the errors is 2i8irdicates
that the parser acquires lexical generalizations regarding thesearattikeir
argument structure. We may also note that the percentage of hapax legomen
in the set of head verbs for the errors is 30%, but only 11% for thesctiyr
recognized formal subjects — another observation which adds to theultffic
of correct analysis based on frequency for these arguments. Tl hisiad
verbs for the correct subjects consists largely of verbs which typicatly ta
a formal subject — existential predicatfisns ‘exists’, star ‘stands’, complex

165\hen the verb is the copuléar ‘is’, the subject predicate has been included to form a
complex predicate of the typara_svartbe_difficult’.
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Head verbs €ORRECT Head verbs ERRORS
finns‘exists’ 217 kan‘can’ 19
star ‘stands’ 29 har ‘have’ 15
vara_svartbe_difficult’ 16 blir ‘becomes’ 12
vara_viktigt'‘be_important’” 16 kommercomes’ 10
har ‘have’ 13 maste'must’ 9
gar ‘goes’ 11 skulle‘should’ 9
fordras‘?’ 9 gar ‘goes’ 7
vara_Kklart'be_clear’ 9 vara_plikt‘be_duty’ 6
kan‘can’ 8 ska‘shall’ 5
maste'must’ 8 skall ‘shall’ 5

Table 8.16: 10 most frequent finite head verbs for the formal subjects ait T
banken05 — correctly located by the parser (left) and e(raghkt).

copular predicategara_svart'be_difficult’, vara_viktigt‘be_important’ etc.,
whereas the list of head verbs for the errors consists to a large fartaional
verbs — auxiliariesHar ‘have’, blir ‘becomes’) and modalsr(aste‘'must’).

In fact, only 9.6% of the head verbs for the correctly assigned subjeets a
functional verbs, whereas 30% of the head verbs for the errorsyadal or
temporal auxiliaries. This indicates that our earlier comments on distance to
the verbal head are somewhat diffused. Although the distance to the fniite v
serving as head for the subject may not be large, the distance to the heedchl
verb indicating its argument status is on average longer for the errorsttban
correctly identified formal subjects.

The following picture of the difficulties in assigning the formal subject re-
lation emerges: with no formal or structural clues available, the correatiide
fication relies on lexical information regarding the head verb. In ordethie
information to be employed during parsing, it must represent a reliableeour
of information — being frequent, fairly unambiguous and available at attach-
ment time'%® It is also clear that the analysis of the logical subject relation
(E9) relies largely on the correct analysis of the formal subject. Furthdueon
sion with the object and object adverbial functions is therefore to becteqhe
as a result of error propagation.

166Recall that depending on the presence or absence of a logical s(dxpdhe subject of
one and the same predicate may be annotated as reggjar formal FSs), respectively.
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Error types for indirect object®

Gold System #
10 00 97
10 DT 31
10 PA 6
10 ROOT 3
10 SsS 2
10 AT 2
10 HD 1
10 AA 1
10 SP 1

Table 8.17: Error types for indirect objects.

8.3.4 Indirect object errors

The general trend in the parse results for indirect objects is that pnecisio
is high (93%), whereas recall is considerably lower (66%). This meaats th
the parser has difficulties locating candidate indirect objects in generhl, an
chooses an indirect object analysis only if there is clear evidence fohii. T
evidence, we may assume, is given in part by morphology. It is notisumgr
that indirect objects should be difficult to locate, as they occupy the pestve
bal position examined earlier, hence may be confused with both subjects and
objects. However, person denoting indirect objects are marked bypatte
case when expressed pronominally, a property which clearly sets thamn ap
from subjects. Differentiation from direct objects, however, is moreatift

as table 8.17 clearly illustrates. We find that confusion with the direct object
relation (©0) is the most frequent error type for indirect objects.

If we examine the instances which are correctly recognized as indirect ob
jects by the parser, we find that the majority of these consist of case marked
pronouns (83%) which to a large part are reflexive pronouns, £t 8bove.
With respect to word order, these sentences display the canonicaihgrdé
arguments shown in (133)—(134) in section 8.3.1, to a large extent (87.5%)
In these, we find either a preverbal subject or no realized subjettiatthe
case of subordinate clauses. The direct objects in the set of corstandes
are most often realized by noun phrases, hence differ from the indipgect
in this respect. Although both the factors of word order and part-oéctpean
contribute towards differentiation from the direct object, we must assunbe tha
lexical properties of the verb are also important. After all, it is a property of
the verb that it takes two objects. We find that a set of verbs are retimréne
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correctly analyzed sentences, most notably the vgedgive’, lara ‘teach’,
skaffa‘obtain’, fraga‘ask’, tanka‘think’ which alone account for around 70%
of the sentences. There is on average 5 indirect objects per verbrigtpnby
8.9% of the verbs are hapax legomena.

The error types depicted in table 8.17 indicate that the main confusion for
indirect objects is with the direct object function. The other prominentrerro
type is confusion with the determiner function. As mentioned earlier, confu-
sion with the direct object is not surprising due to the fact that these may occ
in the same position. Confusion with the determiner function results from for-
mal ambiguity — both pronouns and nouns may function as determiners. Since
the following direct object is often a noun, the indirect object is analyzeal a
determiner.

If we examine the errors performed by the parser along the same parame-
ters as above - part-of-speech, word order and verbal propesteBnd that
the errors contain a lower proportion of pronominal indirect objects (61%
hence more nouns. Since indirect objects typically are pronominal anct dire
objects nouns, this is one property which contributes to the confusion by the
parser. Also, there is a somewhat lower proportion of the unmarked everd
der pattern (70.8%), compared to the set of correctly analyzed indibgmtte
(87.5%). With a different ordering of arguments, e.g. postverbal stybjee
confusion possibilities obviously multiply. The biggest difference from #te s
of correctly analyzed indirect objects can be found in the lexical he¢ei®g
ity of the verbal head. The same set of five ditransitive verbs whichuasted
for 70% of the correct sentences here only account for 33% of thiersees
and the number of indirect object instances per verb type is 1.6. Half thfeall
verbs are hapax legomena, indicating that they have never been et peior
to parsing.

The above analysis shows that in the analysis of indirect objects, the main
difficulty is in in distinguishing it from the direct object. This relies on the in-
terplay of several factors. An unmarked word order, difference®minal re-
alization as well as an acquired generalization over the verb and its ditvansiti
argument structure are all factors which contribute to argument disambigua
tion.

8.3.5 Subject predicative errors

Table 8.18 shows the most frequent errors for the dependency retéditsor-

ject predicative $P). We find that the most common error consists in the con-
fusion of subject predicatives for subjects. This is not surprisinthese usu-

ally accompany each other and may be realized by the same types of con-



8.3 Errors in argument assignmen01

Error types for subject predicativesH)

Gold System #
sP SsS 240
SP AA 136
SP ROOT 84
SP 00 65
SP OA 28
sP cc 27
SP DT 25
SP AT 23
SP KA 23
SP PA 16

Table 8.18: Error types for subject predicatives.

stituentst®” In parallel, we saw earlier that subjects are often confused for
subject predicatives.
A clear majority (80.8%) of thesp_sserrors are nominal, i.e. either pro-
nouns or nouns. More than half of these are in preverbal positiontribdis
tion which clearly deviates from that of the corpus as a whole. We observe
that the percentage of indefinite nominals is lower for these errors (53.6% of
the nominalsp_sserrors are realized by an indefinite noun), a property which
may be ascribed to their preverbal position. Clause-initial position is usually
correlated with given information, hence also exhibits a greater tendency f
definite expression. This property, however, makes these argumeitaldif
to parse correctly and, in particular, to distinguish from subjects. Sulgadts
nominal subject predicatives are notoriously difficult to differentiatenefor
humans, as the annotation manual also makes clear (Teleman 1974: p. 59).
The second most common error type in the baseline analysis of subject
predicatives concerns the adjectival predicatives in all majority. Th&us@mn
of subject predicatives with the regular adverbial functimm)occurs first and
foremost for adjectives and adverbs. These are almost exclusiostygsbal
(92.6% of the errors).

167subject predicatives are, however, found without a corresponsliject in infinitival
clauses.
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Gold System #

00 AA 103
ET 00 91
AA SP 82
AA 00 76
TA 00 76
OA 00 71
00 ET 58
00 OA 57
ET SsS 56
TA SS 53
Ss AA 45
OA AG 38
AA SS 37
SS ET 36
KA 00 35

Table 8.19: 15 most frequent argument/non-argument error types, wherebject,
AA=other adverbialgT=nominal post-modifiersP=subject predicative,
TA=temporal adverbialpAa=object adverbialss=subject,AG=passive
agent,kA=comparative adverbial.

8.3.6 Argument and non-argument errors

We have in the above sections focused largely on an error analysis af-the
gument relations and have found that confusion of the various argument
lations is a common error. We mentioned initially in section 8.2.3 that con-
fusion of non-argument relations, and in particular adverbials, is alsora c
mon error. In section 2.4, we noted that the distinction between arguments and
non-arguments has been proposed to be gradient and probabilistic e natu
(Manning 2003). The error analysis also shows that this distinction islnot a
ways straightforward, and we find error types where arguments afesad

for non-arguments and vice versa.

Intable 8.19 we find an overview of the 15 most frequent error type$invo
ing arguments and non-arguments. We find both error types where arggume
are confused for non-arguments, e@Q_AA, OO_ET, SS AA and, a some-
what larger group, of error types where non-arguments are cexhfios argu-
ments, e.g.ET_0O, AA_SR AA_0O, TA_o0O etc. First of all, we may note that
these error types are not nearly as common as those involving confuigidom w
the groups of arguments and non-arguments. This indicates that the distinctio
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is acquired to a certain extent. Moreover, we find that the errors fusther
port defining properties of the groups of arguments and non-argumieets
the features employed by the parser. The errors confusing arguroemisi-
arguments largely involve categorially non-canonical arguments — adjectiv
and verbal objects and subjects, as in @ AA error in (165) below. In a
parallel fashion, the non-arguments analyzed as arguments are praddynin
nominal, as in th&T_oo andTA_sserrors in (166) and (167) below.

(165) Sammasak galler vuxna
same case concerns adults

‘The same goes for adults’

(166) Den ratten har vi kvinnor haft sedan ...
that right-DEF have we women had since ...

‘We, the women, have had that right since ...’

(167) Varje morgon aker tre  miljoner manniskor ...
every morning travel three million people

‘Every morning, three million people travel ...’

With respect to word order, we find that preverbal, nominal adverbialgia
roneously analyzed as subjects and postverbal adverbials as oipjgicisting
acquisition of word order preferences in line with our earlier findings.

8.3.7 Head distance

The overview of the distribution of the various argument relations in Scandi-
navian showed that they differ in their ordering preferences with otspe¢he

verb. In the error analysis we have seen clear evidence for the dioouisf

these preferences in the fact that the errors are largely instancds départ

from the most frequent ordering. For subjects, for instance, we $ese that

the set of errors contains notably less preverbal elements. Sepanatehie

issue of ordering, however, is the issue of general distance to the Geaah

the incremental, deterministic nature of our parser, we may assume that longer
dependency arcs will be less accurate and more error-prone (NddDand

Nivre 2007).

In order to evaluate the distance factor with respect to the argument rela-
tions, we may compare head distance in the sets of correctly parsed atgumen
with the corresponding sets of errors. Figure 12 shows the propowiced-
jacent (£1) andclose (+1,2,3) dependents with respect to the head in the
sets of correct as opposed to errors for the subfegt formal subject £9),
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direct (00) and indirect (0) objects, as well as subject predicatives)(de-
pendency relations. First of all, it is clear that the argument relations diffe

1 1

08 0.8

06

0.6

04|

04l

02t 02

0 0

Figure 12: Proportion of adjacentf1) dependents (left) and clos&1, 2, 3) depen-
dents (right) in correct versus error sets for argumentiogia.

their preferences with respect to distance to the head, as seen by #ralgen
height of the bars. Note however, that since we measure distance in terms o
linear position, distance preferences will also be interfused with preferier
shortexpression. For instance, subjeds,(Fs) and indirect objects¢) have

a preference for pronominal realization and are also shown to be higid lo

It is not surprising then, that subjectss Fs) and indirect objectsi¢) show
higher proportions of adjacent dependents than direct objects. Mom-imp
tantly however, we observe that the sets of correctly and erroneoiaiyzad
arguments clearly differ in proportions of adjacent and close depé&ndéale

find that their proportion is notably higher in the sets of correct instarares f
all relations except the formal subjeé¢f8. The difference is most clear in the
case of adjacent dependents in figure 12, but the same tendency isessntp

in figure 12, where we define the set of close dependents to be within a linea
distance oft1, 2,3 from the head.

8.4 Setting the scene

This chapter has dealt with argument disambiguation in Swedish. We have in-
troduced data-driven dependency parsing and argued that it peogiffame-
work for studying the effect of frequency-derived constraints guarent dif-
ferentiation. Data-driven parsing has the advantage that syntacticsenily
directly conditioned on properties of the data, and, in particular, on émcyu

of language use. Dependency analysis provides a framework whichainain

168Recall that formal subjects are realized as pronouns and positionedt &ittediately
preceding or following the finite verb.
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a separate level of grammatical functions, which enables the acquisition of lin
guistic constraints on grammatical functions, rather than structural position.
The system employed for data-driven dependency parsing, MaltParaiees

it possible to constrain the information employed during analysis, hence pro-
viding an experimental setting where we may study the effect of diffegent f
tors.

With the general aim of studying the generalizations which may be acquired
during data-driven dependency parsing of Swedish, we havedthaean in-
deptherror analysiscan provide some of the answers. The errors may be char-
acterized by properties like part-of-speech and dependency relat@arior
types. By comparing tendencies in sets of correctly and erroneouslyzadaly
arguments, we have approached a characterizatiargofment errorsin par-
ticular, we have seen that confusion of argument relations are a fretype
of error, for instance the error typss 00, FS_SS 10_00 discussed above.
Based purely on frequency in the training data, a range of generaligagen
garding the structural and formal preferences of the argument redatiave
been shown to be reliably acquired. Some of these acqgeeédralizations
include:

e canonical ordering of arguments, e.g. subjects typically precede the ver
and objects follow.

e verb second (V2)
e |exical/formal preferences:

— case preferences for pronouns, e.g. indirect objects are aseusati
— verbal subcategorization, e.g. ditransitive verbs, existential predi-
cates
e categorial preferences:

— the core argument relations are nominal

— tendencies in referentiality, e.g. subjects and indirect objects are
also more likely to be pronominal than direct objects

e main distinction between arguments and non-arguments

The error analysis has also made clear that morphology and word avder d
not provide sufficient evidence fargument disambiguatiom all cases. The
errors in argument assignment may often be attributed to global or local am-
biguities caused by word order variation and lack of morphological marking
We have also seen that degree of head locality is a factor in the remaining
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errors. Clearly, local properties of the arguments are even more impartan

an incremental, deterministic setting. The above error analysis thus sets the
scene for further investigations into argument differentiation through afse
experiments where the influence of linguistic features discussed earligs in th
thesis may be explicitly evaluated in terms of argument disambiguation in a
data-driven dependency parser.



PARSING WITH
LINGUISTIC FEATURES

Despite the dramatic improvement in accuracy for data-driven parsersantr
years, we still have relatively little knowledge about the exact influendetaf
derived features on the parsing accuracy for specific linguistic ami&ins.
There are a number of studies that investigate the influence of diffeatrés

or representational choices on overall parsing accuracy, within iatyaosf
different frameworks, (Bod 1998; Megyesi 2002; Klein and Manri2093;
Bikel 2004; Charniak and Johnson 2005). There are also attempts atea mo
fine-grained analysis of accuracy, targeting specific linguistic coriginscor
grammatical functions (Buchholz 2002; Carroll and Briscoe 2002; Kignidr
Prokic 2006). But there are few studies that combine the two perspectives and
try to tease apart the influence of different features on the analyspeoifte
constructions, let alone motivated by a thorough linguistic analysis.

In this chapter, we present an in-depth study of the influence of certain lin
guistic features, such as animacy, definiteness, and finiteness, ornrsiregpa
accuracy for argument relations. In chapter 8, we saw that chasdicteof
argument realization in Scandinavian type languages pose specialpsoble
for the identification of argument relations due to limited case marking and
ambiguous word order patterns. In the following we will experiment with the
addition of morphosyntactic and lexical semantic features that approximate the
distinguishing properties of the argument functions discussed in chapiér 3
will isolate features of the arguments and the verbal head, as well as combi-
nations of these, and evaluate their effect on overall parsing resultelas
as on argument disambiguation specificaf/We will address the following
questions:

Linguistic features How will a set of linguistic features expressing inherent
properties of arguments affect argument disambiguation? How will lin-
guistic features expressing morphological and semantic properties of the
verb affect argument disambiguation?

169 shorter version of the first experiments is found in @vrelid and N\0@72
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Parser To what extentis argument disambiguation dependent on specific prop-
erties of the parser?

Scalability Are the results scalable? May the linguistic features be acquired
automatically?

9.1 Linguistic features

Argument differentiation depends on a range of linguistic dimensions, some
of which are recurrent in a range of languages and others the résulire
language-specific properties of syntax and morphology. In orderttthe@n-
fluence of these features in argument differentiation, we must provid@iemp
cal approximations of these dimensions which may be derived from agorpu

In chapter 3, we examined linguistic dimensions which have been claimed
to influence argument differentiation across a range of languages afifd in
ferent types of linguistic studies. In particular, we examined animacy,itiefin
ness and referentiality in detail. The close correlation betvagemacyand
different distinctions in argumenthood has been the subject of large qfarts
the previous chapters, hence need not be repeated at length h&axt lih
we found that syntactic distribution provided a reliable indicator of animacy.
In the present context we may also make use of the systematic influence of
animacy on arguments and examine the effect of animacy in argument dis-
ambiguation. The dimension alefinitenesexpresses the extent to which a
referent is identifiable and unique. It is thus concerned with the statugof th
referent, either in the linguistic discourse or in terms of cognitive status. With
respect to argument differentiation, definiteness is in particular important in
distinguishing the external argument, the subject, from other argumerits suc
as objects and subject predicatives. The dimensiaefefentialityexpresses
the way in which reference is determined for a linguistic expression, cgrath
the extent to which the determination of reference relies on the linguistic con-
text. A highly referential element may be referred to by solely relying on con
text and may therefore be referred to with a pronoun, whereas a comwoon n
relies to a greater extent on lexical or denotational semantic knowledtgr- Re
entiality is a factor in argument differentiation and in section 8.3.1 we saw that
subjects are more likely to be expressed pronominally than objects. Differen
tiation within the group of objects, i.e. between direct and indirect objects, is
also influenced by referentiality.

Chapter 4 and section 8.3.1 outlined some important properties of Scan-
dinavian morphosyntax. We have seen that the structural expressagof
ments in Scandinavian is characterized by initial variation along with rigid verb
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Linguistic feature Treebank feature

animacy person reference
definiteness morph. definiteness
referentiality pronoun type, part-of-speech

~finiteness tense
case morph. case

Table 9.1: Linguistic features and their empirical counterparts.

placement. Recall that the V2 constraint requires that the finite verb bedhe s
ond constituent of declarative main clauses finitlenessas been claimed to

be a defining property of Scandinavian syntax (Holmberg and Platza&fk 19
Eide 2008). Even if the morphological marking of arguments in Scandinavian
iS not extensive or unambiguousasemay distinguish arguments when ex-
pressed pronominally.

9.1.1 Empirical approximations

In table 9.1 we find an overview of the linguistic dimensions discussed above
with their corresponding treebank feature. It distinguishes betweerethe f
tures discussed in chapter 3, representing soft, cross-linguistic @aden
argument differentiation, and the more language-specific featureantiBa-

vian discussed in chapter 4. We map the linguistic features to a set of empirical
features representing information which is found in the annotation of the Tal-
banken05 treebank.

Recall that the Talbanken05 treebank explicitly distinguishes betweeorpers
and non-person referring nominal elements, a distinction which ovedapbs f
well with the traditional notion of animacy. See section 7.1.2 for a detailed
overview of the information on person reference in Talbanken05. MBrp
logical definiteness is marked for all common nouns in Talbanken05; defi-
nite nouns are marked asb and indefinite nouns are unmarked).( Tal-
banken05 contains morphological case annotation for pronouns wiseh d
tinguishes between nominativg)(or accusative casenf). Common nouns
distinguish nominatived) and genitive ¢G) case. The morphosyntactic fea-
tures which are expressed for the part-of-speech of verb in Tadincanle tense
(present, past, imperative, past/present subjunctive, infinitive grideguand
voice (@/passivepA).

Pronouns are furthermore annotated with a set of pronominal classgs wh
distinguish between e.g. 1st/2nd person and 3rd person pronouesjvef]
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reciprocal, interrogative, impersonal pronouns etc. For the thircdbpersuter
pronoundet‘it’ and demonstrativaletta'this’, the annotation in Talbanken05
distinguishes between an impersonal and a personal or “defimity"usage.
The impersonal class includes expletives, as well as pronouns whéhoe
preceding clause, as in (168) below.

(168) Det skall Bayless halla reda pa
that shall Bayless hold order on

‘Bayless will keep track of that’

The impersonal pronominal class is employedrfon-referentiapronounst’®
The two classes of pronouns have quite distinct syntactic behaviouesmFh
personal pronouns never function as determinemy,(whereas the definite
pronouns often do (71.4%). Also, the impersonal pronouns are motig like
function as formal subjectss (32.4%) than the definite pronoun (1.1%4.

9.2 Experiments with linguistic features

The experiments are aimed at investigating argument differentiation in a dis-
ambiguation task where frequency drives analysis. There is no explioiuf
lation of constraints, rather syntactic analysis is constrained directly by fre
quency of language use.

In chapter 8 we found that a set of features expressing only womt foart-
of-speech and preceding analysis served to guide the acquisition efafjen
patterns of argument realization discussed in chapter 4. However, $beveld
errors in argument assignment were caused in part by ambiguities pyecise
in lexical form, morphological marking and word order patterns. We wileher
examine the effect of additional differentiating properties of argumeats.

9.2.1 Experimental methodology

The main goal of the experiments is to evaluate the effect of the linguistic
features discussed in section 9.1 on argument disambiguation. The experi-
mental setup should therefore enable us to isolate the effects of diffegent

170Note that we here employ ‘referential’ in a narrow sense, which only iresueference to
entities. The category of ‘non-referential pronouns’ consequentludles pronouns which do
not refer, i.e., expletives, as well as pronouns which refer togsitipns.

171The fact that a few definite/referential pronouns are annotated amf@ubjects (15 in-
stances, 1.1%) and that a few impersonal pronouns function asnie¢es (11 instances, 0.4%)
must be assumed to stem from annotation error.

172p)] examples in the current chapter are taken from the written sectionalb&itken05.
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FORM POS DEP: FEATS
Stop + + + .+
Stoptl + }
I:next + + Lo+
l:next-1 + L+
I:nextr1 + + Lt
[:next2 + \
G: head ottop + L+
G: leftmost dependent abp +
G: rightmost dependent ¢dp +
G: leftmost dependent afext + + o+
G: leftmost dependent of head tofp +
G: leftmost sibling of rightmost dependenttop +
G: rightmost sibling of leftmost dependenttop + L+
G: rightmost sibling of leftmost dependentrogxt + +

Figure 13: ExtendedkeATS) feature model for Swedish; S: stack, I: input, G: graph;
-n = n positions to the left{) or right (+).

tures, as well as evaluate and compare them. We take the parser evaluated
in chapter 8 as our baseline system against which we compare and quantify
improvement/deterioration in results. All experiments are performed using 10-
fold cross-validation for training and testing on the entire written part of Tal-
banken05.

Recall from section 8.1.3 that the feature model of MaltParser defines the
attributes employed to describe the parse configurations at each paimg dur
parsing. In order to incorporate information on our linguistic features eesth
fore extend the feature model with an additional, static attritegars. The
extended version of the feature model is depicted in figure 13, including all
four columnst’® What is varied in the experiments is thus only the informa-
tion contained in theceATs features (animacy, definiteness, etc.), while the
tokens for which these features are defined remain constant. This @scwid
controlled setting for the testing of our linguistic features. Note thakdras
features added in this way, like tlmsfeatures inherited from the baseline
parser, are initially taken from the gold standard annotation in the treebank,
which means that the results may give an over-optimistic view of the accuracy
that can be expected when parsing new text. We will return to this point later
in this chapter.

173preliminary experiments showed that it was better tGteTs features to the same tokens
asFORM features (rather thanosor DEP features). Backward selection from this model was
tried for several different instantiations BEATS but with no significant improvement.
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In terms of evaluation we wish to be able to quantify the effect of the added
features, as well as perform more in-depth error analyses. Evaluailidoe
performed at the different levels of analysis established in section 8.2dr— o
all accuracy employing labeled/unlabeled attachment scores, perfamanc
dependency relation, as well as overview in terms of error types. Stdtistica
significance is checked using Dan Bikel's randomized parsing evaluaiion ¢
paratort’# 175Since the main focus is on argument analysis, significance test-
ing and error analysis will focus on labeled accuracy, unless othestased.

We report accuracy for specific dependency relations, measugetaanced
F-score. In order to summarize improvement with respect to dependency r
lation assignment when comparing two parsers, we rank the relations by their
frequency-weighted difference of F-scorés.

In the error analysis in chapter 8, we examined various error types in terms
of confusion classes of dependency relations. We will employ two differe
comparative measures to compare parsers with respect to specifitypasr
(i) the difference in total number of errors of a certain type for the cosgpar
parsers, and (ii) the number of corrected or newly added errorst-tmsoretic
terms, with respect to the set of errors for a baseline p&sand a new parser
Ry, the two measures are defined as follows:

() [Pair| =~
(i) |Per—Py|or|Py—FRg |

Whereas the former measure compares the overall tendency of atparsde

a certain type of error, the latter allows us to compare the parsers’ peniae

for the same set of errors that were examined during the initial error sisaly
and specifically targeted in the experiments. Examining sets of corrected or
newly added errors provides us with more detailed information regarding the
effect of the added information. Total number of errors are presentéte

form of confusion matrices, see, e.g., table 9.4 on page 215, wherevgvthgi

total number of occurrences of each error type for the baselinerpergether

17 ttp://www.cis.upenn.edw/dbikel/software. html

175The main idea in randomized parsing evaluation is that given a null hygistbéno differ-
ence between two sets of results, shuffling the results from one systerthesdth of the other
should produce a difference in overall results equal to or greaterthigaariginal difference,
since the individual scores then should be equally likely. If the perfoo@detween two sets
differ significantly, on the other hand, the shuffling of the predictions weitininfrequently lead
to a larger performance difference. The shuffling is iterated 10,008stend the total number
of differences in results equal to or larger than the original is recortlee relative frequency
of the number of differences is then interpreted as significance of tiezatite.

178ror each dependency relation, the difference in F-scores is weigitétebelative fre-

quency of the dependency relati _Sé’;él , in the treebank.
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Unlabeled Labeled

NoFeats 89.87 84.92
Anim 89.93 85.10
Def 89.87 85.02
Pro 89.91 85.04
Case 89.99 85.13
Verb 90.15 85.28
ADPC 90.17 85.45
ADPCV 90.42 85.73
All 90.73 86.32

Table 9.2: Overall results expressed as unlabeled and labeled attattstores.

with the percentage of each error type out of all errors for the degeyd
relation. For the extended parsers, we give total numbers (#) along weith th
relative improvement compared to the baseline (%).

9.2.2 Animacy

As table 9.2 shows, the addition of information on animacy for nominal ele-
ments causes an improvement in overall results.(p02). We find that the
added information has the greatest effect onl#ieling of dependency re-
sults, rather than attachmékit. The improvement may be summarized per de-
pendency relation as in table 9.3 where the dependency relations agel tank
their frequency-weighted difference of balanced F-scores in d@odedicate
their relative impact in the improvement of the parse results.

The subject and object functions are the dependency relations whose a
signment improves the most when animacy information is added. We also
find a small improvement for indirect objects, F-scores improve from 77.2 to
78.8178 Furthermore, there is an effect in accuracy for a range of other func
tions where animacy is not directly relevant, but where the improved analysis
of arguments contributes towards correct identification, e.g., adverlidls a
determiners.

If we take a closer look at the individual error types involving subjects an
objects in table 9.4, we find that the addition causes a reduction of ermors co
fusing subjects with objects§é 00), determinersgs DT) and subject pred-

17MThe difference in unlabeled results is not statistically significant.
178since indirect objects are quite infrequent in the treebank, this dependalation is not
included in the ranked listin 9.3.



214 Parsing with linguistic features

Freq NoFeats Anim Freq NoFeats Def
ss 0.1105 90.25 90.81 sp 0.0297 84.82 85.59
o0 0.0632 84.53 85.04 oo 0.0632 84.53 84.84
DT 0.1081 94.14 94.48 DT 0.1081 94.14 94.30
TA 0.0249 70.29 71.07 ss 0.1105 90.25 90.38
PA  0.1043 94.69 94.81 AA 0.0537 68.70 68.91
cc 0.0343 78.02 78.34 PA  0.1043 94.69 94.77
++ 0.0422 90.33 90.52 TA  0.0249 70.29 70.57
OA 0.0305 70.63 70.84 AN  0.0057 39.42 40.64
FO 0.0009 56.68 63.81 +F  0.0099 52.07 52.64
AT 0.0441 95.76 95.90 UK 0.0305 93.17 93.30

Table 9.3: 10 most improved dependency relations with added infolgmadn ani-
macy (left) and definiteness (right), ranked by their wedghdifference
of balanced F-scores.

icatives 6s_spP) — all functions which do not exhibit the same preference for
human reference as subjects. For #sesserror type, we do not find an im-
provement.’®

The set of corrected errors shows an effect of acquired animaésrpnces.
For instance, all corrected indirect objects (20 instances, 13.5% oatwdie
errors) are human. The added information corrects 15.6% of the baseline
rors for thessrelation and 60% of these are refer to humans. The influence of
the animacy information is clear also if we examine the individual error types.
For subjects, we find an improved disambiguation from non-argument rela-
tions such as adverbials and determiners, as mentioned above. Forénstanc
the corrected errors of thes AA error type, which account for 28.9% of the
baseline errors, are all human, and the corrected errors fossheT error
type (21.4%) show a a clear majority of 84.3% human elements. With respect
to the confusion of argument relations, we also observe the influence of th
added information in the error sets. The percentage of corrected éordhe
ss ooandoo_sserror types, compared to the baseline parser, are 21.1% and
28.5%, respectively, when adding information on animacy. Whereas 50%.4%
the corrected subjects of this error type are human, only 19.3% of thecoedr
objects are.

179 abeled attachment scores require both attachment and labeling torbetchence we
find error types likess_ss, where only the head attachment is incorrect.
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Confusion matrix for subjects (S9)

NoFeats  Anim Def Pro Case Verb ADPC ADPCV All
sys #%tot] # % # % # % # % # % # % # % # Y
00 446 23.0388 13.0425 4.7401 10.1419 6.1365 18.2361 19.1293 34.3296 33.6
ROOT 265 13.7/270 -1.9284 -7.2275 -3.8277 -4.5260 1.9269 -1.5266 -0.4241 9.1
DT 238 12.3196 17.6230 3.4218 8.4205 13.9239 -0.4164 31.1160 32.8160 32.8
ss 216 11.1j222 -2.8214 0.9202 6.3198 8.3161 25.5217 -0.5166 23.1153 29.2
sp 206 10.6203 1.5187 9.2198 3.9201 2.4216 -4.9188 8.7187 9.2195 5.3
cc 137 7.1135 1.5123 10.2139 -1.5139 -1.5122 10.9120 12.4114 16.8 98 28.5
Fs 133 6.9/141 -6.0148 -11.3148 -11.3154 -15.8151 -13.5147 -10.5153 -15.0155 -16.5
PA 53 2.7/ 53 0.0 43 18.9 43 189 37 30.2 49 7.5 25 52.8 22 58.5 26 50.9

Confusion matrix for objects (00)

NoFeats  Anim Def Pro Case Verb ADPC ADPCV All
sys #%totl # %) # %) # %) # %) # %) # %) # %) # %)
ss 309 21.3263 14.9288 6.8280 9.4273 11.7259 16.2251 18.8215 30.4212 31.4
ROOT 221 15.2/239 -8.1224 -1.4237 -7.2229 -3.6218 1.4251 -13.6245 -10.9241 -9.0
00 149 10.3153 -2.7151 -1.3148 0.71146 2.0143 4.0143 4.0141 54141 54
pA 126 8.1122 3.2129 -2.4123 2.4112 11.1123 2.4111 11.9109 13.5105 16.7
AA 103 7.3 94 8.7 97 5.8 92 10.7106 -2.9102 1.0 96 6.8 95 7.8 74 28.2
DT 99 6.8 95 4.0 94 5.1 99 0.0 8514.1 99 0.0 81 18.2 70 29.3 72 27.3
ET 58 4.0 54 6.9 61-52 57 1.7 59 -1.7 64 -10.3 49 15.5 49 15.5 49 155
OA 57 3.9 59 -3.5 58-1.8 58 -1.§ 57 0.0 65-14.0 63 -10.5 66 -15.8 64 -12.3

Table 9.4: Confusion matrices for the assignment of the subject anécbloiepen-
dency relations for the baseline parser (columns 2—3) arttiécextended
feature models (columns 4-11).

9.2.3 Definiteness

The addition of information on definiteness during parsing causes a sajriific
improvement of overall results ¢p02). The dependency relation for which
we observe the largest improvement is the subject predicative relaraé
shown in table 9.3.

As we recall from section 8.3, subject predicatives are often codfwite
subjects, see table 9.4, and vice versa, see table 9.5. Predicativesdistswe
usually stand in a classifying relation to the subject, where the subject is es-
tablished as being an instance of a class of some kind. As a conseqtience,
predicative is often denoted by a nominal expressing generic reteagnltyp-
ically realized by an indefinite noun phrase. If we examine the set ofatede
errors compared to the baseline, we find that the added information causes
14.2% reduction of thepP_sserrors, all of which are indefinite nouns.

We furthermore observe an improved performance in the analysis of in-
direct objects 10) with an F-score improvement from 77.2 to 78.7, see the
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Confusion matrix for subject predicatives (SP)

NoFeats  Anim Def Pro Case Verb ADPC ADPCV  All
Sys #%totly # % # % # % # % # % # % # % # Y
SS 240 30.0231 3.8229 4.6237 1.2231 3.8240 0.0213 11.2213 11.2208 13.3
AA 136 17.0140 -2.9123 9.6126 7.4127 6.6131 3.7127 6.6129 5.1131 3.7
ROOT 84 10.5/ 86 -24 83 1.2 85 -1.2 80 48 8 -24 82 24 77 83 76 95
oo 65 81 71 -9.2 63 3.1 73-123 66 -1.5 72-10.8 70 -7.71 64 1.5 67 -3.1
SP 34 42 35 -29 32 59 34 0035 -2.9 30 11.8 35 -2.9 32 59 30 11.8
OA 28 3.5 25 10.1 2510.7 25 10.7 27 3. 27 3. 28 0.0 26 7.1} 31-10.7
cc 27 34/ 25 7429 -74 27 0.027 0025 7.4 27 00 25 7.4 11 59.3
DT 25 3.1 29-16.0 24 4.0 22 12.0 25 0.0 28 -12.0 20 20.0 22 12.9 21 16.0
AT 23 29 22 43 2013024 -43 22 43 24 -43 2013.0 22 43 22 43
KA 23 29 17 26.1 22 43 21 8.7 26-13.021 8.7 21 8.7 21 87 19 17.4
PA 16 2.0/ 16 0.0 14125 16 00 9 438 17 -6.2 8500 756.2 9 438

Table 9.5: Confusion matrix for the assignment of the subject predieadepen-
dency relation for the baseline parser (columns 2—3) anthéoextended
feature models (columns 4-11).

Confusion matrix for indirect objects (10)
NoFeats Anim Def Pro Case Verb ADPC ADPCV All
sys #%tot] # % # % # Y% # Y% H# Yl H W H W H K
00 97 65.595 2.185 12.494 3.194 3.197 0.089 8.296 1.097 0.0
DT 31 20.931 0.033 -6.5933 -6.523 25.833 -6.521 32.325 19.419 38.7

PA 6 41| 516.7 5 16.15 16,7 6 0.0 5 16.7 516.7 5 16.7 5 16.7
10 4 274 004 0032504 004 004 004 004 00
RooT 3 20 0 00 2 33316673 003 0016671 66.7 0 0.0
AT 2 141502 002 002 002 00150015001 500
Ss 2 14 1500 3-50. 3-50.0 2 0.0 3-50.0 2 0.0 3-50.0 3-50.0
AA 1 070001 001 001001 000001 000 0.0
HD 1 071001 001 001001 001001 001 00
SP 1 071001 001 001001 001001 001 00

Table 9.6: Confusion matrix for the assignment of the indirect objegpehdency
relation for the baseline parser (columns 2—3) and for tieneled feature
models (columns 4-11); shows all errors.

confusion matrix for this dependency relation in table 9.6. As mentioned in
chapter 3, the two objects in a double object construction are typically-differ
entiated by several factors, among which definiteness has been shden to

one (Bresnan et al. 2005).

9.2.4 Pronoun type

The addition of pronoun type information causes a general improvement in
overall parsing results .01), as we can see from table 9.2. The dependency
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Freq NoFeats Pro Freq NoFeats NonRef
ss 0.1105 90.25 90.66 SS 0.1105 90.25 90.61
oo 0.0632 84.53 84.99 00 0.0632 84.53 84.96
Fs 0.0050 71.31 73.99 TA 0.0249 70.29 71.02
PA  0.1043 94.69 94.78 FS 0.0050 71.31 74.22
Fo 0.0009 56.68 66.18 UK 0.0305 93.17 93.46
sp  0.0297 84.82 85.08 AN 0.0057 39.42 40.53
AA  0.0537 68.70 68.84 ES 0.0050 71.82 72.80
TA 0.0249 70.29 70.59 MA 0.0091 76.14 76.57
+F  0.0099 52.07 52.80 RoOT 0.0649 86.71 86.77
UK 0.0305 93.17 93.40 FO 0.0009 56.68 60.32

Table 9.7: 10 most improved dependency relations with added infolonatn
pronominal class (left) and non-referentiality (rightanked by their
weighted difference of balanced F-scores.

relations whose assignment improves the most are, once again, thegiore ar
ment functions ¢s, 00), see table 9.7. We also find a general improvement in
terms of recall for the assignment of the formal subjes) @nd object o)
functions, which are both realized by the third person neuter prodetfit’,
annotated as non-referential in the treebank.

9.2.4.1 Non-referential pronouns

In a separate experiment (NonRef), we isolated the property of Hererdiality
from the other pronominal classes. In this experiment, only information re-
garding non-referentiality was included as an additional feature duangt p
ing. The results were slightly lower than the experiment with all information
on pronominal class, but not significantly so and these results also siiffer
nificantly from those of the baseline parsex(p1l).

We would expect information on non-referentiality to be beneficial in the
disambiguation of regular, referential subjects)(and formal subjectsrg).
The error analysis in 8.3 showed that these are difficult to distinguishrby fo
or word order alone and we found that verbal form was the main indifator
the baseline parser. Moreover, and as a consequence of an impralgsis of
formal and regular subjects, we may expect improvement in the disambigua-
tion of logical subjectsgs) and direct objectsqo).

If we examine table 9.7, we find that isolation of non-referentiality has a
clear effect on the analysis of tiss, 0o andrsrelations. In fact, performance
for the Fs relation is slightly better in the NonRef experiment than in the ex-
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Confusion matrix for formal subjects (Fs)
NoFeats  Anim Def NonRef Case Verb  ADPC ADPCV All
sys #%tot] # % # % # % # % # % # % # % # %
Ss 281 91.8272 3.2277 1.4247 12.1277 1.4275 2.1241 14.2244 13.2252 10.3
DT 10 3.3 7 30.0 12-20.0 5500 9 100 8200 730.0 7300 370.0
00 6 20 5167 7-167 516.7 5 16.7 3500 516.7 350.0 516.7
FS 13 7-750 4 00 3250 5-250 3250 3250 4 00 3250
ROOT 10 5-66.7 4-333 2333 4-333 3 00 3 00 2333 2333
1
1

KA 03| 1 0.0 00 100 1 00 100 100 1 00 1 00
FO 03| 1 0.0 00 1 00 1 00 O0OO0Q 1 00 1 00 0 00

PR Wb

Table 9.8: Confusion matrix for the assignment of the formal subjeqieshelency
relation for the baseline parser (columns 2—3) and for tihensled feature
models (columns 4-11); shows all errors.

periment where all pronominal features were included (Pro). The idsattdn

of Es also improves. Note, however, that there is no direct mapping between
non-referentiality and status as a formal subject. As mentioned earlier-in sec
tion 8.3.3, non-referential pronouns in Talbanken05 are annotatathpcts
when they are not linked to another argument, i.e., the logical subject.tin fac
the most common dependency relation for the non-referential pronowss is
(48.7%) and noks(31.4%). Even so, itis clear that the added information con-
tributes towards an improved recognition of the formal subject relationeTab
9.8 shows a confusion matrix for tiFs relation, where the results for the Non-
Ref feature are displayed in column 6. We find a reduction of total number of
errors of 12.1% for thes_sserror type, compared to 10.7% with all pronom-
inal features and the set of correctesl sserrors are all non-referential. So,
even though non-referentiality does not constitute unequivocal esédien a
formal subject analysis, it contributes important information along with the
other available features, such as verb form. For the correxgesls errors, a
clear majority of these (70%) are referential, as the example in (169) below,
wheredet'it’ refers to a narcotic substance:

(169) Det visade sig vara vanebildande
it showed itself be addictive

‘It turned out to be addictive’

9.2.5 Case

When we employ case information during parsing we find a clear improve-
ment in results (g.0001). However, the improvement is not first and fore-
most caused by improvement in assignment of subjects and objects, laut rath
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Freq NoFeats Case Freq NoFeats Verb
DT 0.1081 94.14 94.71 SS 0.1105 90.25 90.88
PA 0.1043 94.69 95.13 VG 0.0302 94.65 96.61
ss 0.1105 90.25 90.61 ROOT 0.0649 86.71 87.61
oo 0.0632 8453 85.11 00 0.0632 8453 85.45
TA  0.0249 70.29 71.16 +F 0.0099 52.07 55.08
sp  0.0297 84.82 85.20 MS 0.0096 63.35 66.43
+F  0.0099 52.07 52.70 UK 0.0305 93.17 93.70
AN 0.0057 39.42 40.35 ++ 0.0422 90.33 90.67
vG 0.0302 94.65 94.81 AG 0.0019 73.56 80.64
10 0.0024 76.14 77.88 AN 0.0057 39.42 41.69

Table 9.9: 10 most improved dependency relations with added infoonath case
(left) and verb (right), ranked by their weighted differenaf balanced
F-scores.

the assignment of determiners and prepositional complements, see table 9.9.
The error analysis in section 8.3 showed evidence that pronominal pefse p
erences were acquired through lexical form. However, the errdysisalso

noted ambiguities between status as phrasal modifier as opposed to phrasal
head, e.gss DT, 00_PA. Nouns in Swedish are inflected for genitive case
and may then serve as determiners for other nouns. Knowledge thahasnou

in genitive case in theory excludes it from having an argument relatioibh gbe
clausal argument relation like subject and object, or a phrasal argusueht,

as prepositional complementsaj.

We find a clear effect of genitive case marking in the improved results. For
the determiner relation we find improvements in total number of errors for er-
ror types indicating confusion with a range of clausal and phrasahsgu
relations, e.gDT_PA (21.1%),DT_Ss (17.1%). Clear majorities of the cor-
rected errors compared are in genitive case; for instance, 79.3% off thr
errors headed by a noun are in genitive case. We also observe awvémanot
in the total error counts of 25.5% for the converze DT error type and find
that all the correctedA DT errors are non-genitive, as in (170):

(170) I dagens aktenskap accepterar de flesta kvinnor inte
in todays marriage accept the most women not
utan  protest rollen som en undergiven maka
without protest role-DEF as a subordinate spouse
‘In modern marriages most women do not accept a role as a
subordinate spouse without protest’
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We may summarize, then, that case information has an effect mostly on ambi-
guities between phrasal head relations, @4.ss, 00, and modifier relations,
e.g.,DT, with positive effects for the analysis of both types of dependency re-
lations.

9.2.6 \erbal features

In this experiment, all information available for the verbal category (\ernd)
voice and tense, was included during parsing. The addition of morptamtin
information for verbs causes a clear improvement in overall resutO@01),
shown in table 9.2.

Table 9.9 shows the top ten improved dependency relations with added mor-
phosyntactic information for verbs. The added information has a posfteet e
on the verbal dependency relationgeoT, MS, VG, as well as an overall ef-
fect on the assignment of thes and 0o argument relations. Information on
voice also benefits the relation expressing the demoted agehir( passive
constructions, headed by the prepositrby’, as in English.

The overview of the most common error types for #sandoo relations,
see confusion matrices in table 9.4, indicates that the addition of information
on verbal features improves on the confusion of the main argument types —
SS 00,00 _ss aswellass Fs. We also find that head attachment of subjects
(ss_s9) in particular improves. We know that the subject is always attached to
the finite verb in the Talbanken05 analysis, so this is not surprising.

If we examine the set of baseline errors for & 00 and 00_ss error
types, we find that 33.2%s6 00) and 37.2% ©0_s9) of these have been
corrected with added verbal features. Forslseoo errors, the corrected cases
are almost exclusively postverbal subjects which all follow a finite heald, ve
asin (152) above and repeated here as (171)Othesserrors are also almost
exclusively postverbal and a fair number of these (37%) have a nida-iead
verb, as in (160), repeated here (172). As we remember, only objegts ma
follow a non-finite verb. Also, among the corrected objects with a finite head,
we find quite a few imperative forms, as in (159), repeated as (173).

(171) Samma erfarenhet gjorde engelsmannen
same experience made englishmenser

‘The same experience, the Englishmen had’

(172) ...om man tidigare varit gul i 6gonen, haft gulsot
...if one earlier been yellow in eyespbeEF, had jaundice
eller ...
or

‘...if one earlier has had yellow eyes, had jaundice or ...’
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Unlabeled Labeled

NoFeats 89.87 84.92
Verb 90.15 85.28
\oice 89.81 84.97
Tense 90.15 85.27
Finite 90.24 85.33

Table 9.10: Overall results for experiments with verbal features, egped as unla-
beled and labeled attachment scores.

(173) Glom aldrig det lofte om trohet for livet
forget never that promise of faithfulness for life-DEF

‘Never forget that promise of faithfulness for life’

The verbal properties then, are beneficial for the disambiguation ofdiee c
argument functions, in addition to aiding the correct identification of sévera
verbal dependency relations.

9.2.6.1 Individual verbal features

In order to tease apart the influence of the various verbal featuressa@er-
formed a set of experiments testing individual sets of verbal featuheseex-
periments were run with differing feature sets: only voice information (\Jpice
only tense information (Tense) and a final experiment where the catsgorie
the tense feature were mapped to a binary distinction between finite and non-
finite verb forms (Finite). The last experiment was performed in order to tes
explicitly for the effect of the finiteness of the verb.

\oice

The addition of information on voice in isolation has little effect on the results
and the overall difference from the baseline is not statistically significams. T
is somewhat surprising as voice alternations have such confoundeusedin
the argument structure and argument realization of a verb.

In Swedish, the passive may be expressed by a passive suffix -8 verth
as in (174) below, or periphrasticall{p¢/becomer passive participle), as in
(175):

(A74) 1 krig utfors all verksamheti ‘skarpladdad
in war performPAss all business in ‘sharploaded
miljo’

environment’
‘During war all business is performed in a heavily loaded environment’
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Freq NoFeats Woice Freq NoFeats Finite
oo 0.0632 84.53 85.29 ROOT 0.0649 86.71 88.03
ss 0.1105 90.25 90.40 SS 0.1105 90.25 90.91
sp 0.0297 84.82 85.32 VG 0.0302 94.65 96.42
TA 0.0249 70.29 70.85 00 0.0632 84.53 85.31
AG 0.0019 73.56 80.00 +F 0.0099 52.07 55.45
ES 0.0050 71.82 72.96 MS 0.0096 63.35 66.63
AN 0.0057 39.42 40.26 TA 0.0249 70.29 71.20
UK 0.0305 93.17 93.32 AA 0.0537 68.70 69.04
cA 0.0073 67.66 68.08 ++ 0.0422 90.33 90.67
Fs 0.0050 7131 71.69 NA 0.0422 92.46 93.56

Table 9.11: 10 most improved dependency relations with added infoomatin
voice (left) and finiteness (right), ranked by their weightéfference
of balanced F-scores.

(175) ...man kan bl vald i en annan valkrets
...one can become elected in a other constituency

‘One may be elected in another constituency’

If we examine only the verbal, passive predicates, we find that passads
cates account for only 9.8% of all verbal predicates in Talbadf&fihe pas-
sive suffix is by far the most common mode of expression for passive woic
Swedish and these account for 78.4% of the passive predicates indbartke
With the addition of information on voice we would expect an improvement
for the ssandoo relations in particular, as well as the passive agent relation
(AG). Table 9.11 shows the ranked list of improved dependency relations for
the Voice experiment. We do find an improved assignment for subjects and
objects, as well as the passive agent. The improvement foxahis in fact
notable, with F-scores improving from 73.6% to 80.0%. However, since this
dependency relation is infrequent in the treebank, improvement hadfiess e
on overall results and this relation is ranked lower in the list in table 9.11 than
the more frequent argument functions.
The improvement in analysis of theeo relation is clearly linked to verbal

180\ count as verbal predicates all elements annotated as verb (30&®)mr verbal
participle (715 tokens), i.e., participles which are dependents of a Mateover, we count
as verbal passive predicates all verbs annotated as passméfiXed verbs: 2413 instances),
and all verbal participles annotated as passives (666 instanceswhbiobf 446 havevara ‘be’
as a head verb and 114 hdviéva ‘become’). The group of verbal passives does not include
passive participles in attributive function, e.g¢knade symbolbildedrawn pictures’ skalade
potatisar‘peeled potatoes’.
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argument structure; a passive transitive verb does not take an olfjectas

its active version does. We find a 14.6% decrease in total number o&error
for the oo_ss error type and we find that the corrected errors for this type

(26.2% of the baseline errors) consist exclusively of objects of aeties. We

find a parallel improvement for thes 0o error type, with a 10.9% decrease

in total numbers of errors. The added information improves on 18.8% of the
baseline errors, and we find that the corrected errors consist alruhssieely

of postverbal subjects (93.1%) of passive verbs.

Table 9.11 also shows improvement for the subject predicative relai®pn (
This is due to the fact that the participle in periphrastic passive constraction
is encoded as subject predicative.

The fact that the addition of information on voice does not have a great
overall effect can be attributed to several factors. First of all andexgioned
above, only around 9% of all predicates are passive in Talbankene soe
not adding a wealth of new information. In addition, passives are nohviegio
in that many errors performed by the baseline parser. In fact, only 4¥teof
dependency relation assignment errors involve either a passive hdapen-
dent. Hence it seems clear that passives do not pose severe probteims f
baseline parser. Also, and touching on a more general problem witlalverb
features, complex predicates containing a finite auxiliary encode theinakter
argument as a dependent on the auxiliary verb but other argumentpers de
dents of the lexical head verb. In other words, in the analysis of pesgiar
constructions with a preverbal subject, the information on voice expiesse
the non-finite verb may be interceded by several constituents when tieetsub
relation is assigned and hence not available as a feature of the histerys&y
the above error analysis showed evidence for the effect of voicenirattion
for errors relating to argument disambiguation and acquisition of diffelentia
argument structures for active and passive verbs.

Tense

Judging from the previous section, information on tense is responsibke for
majority of the improvement in dependency relation assignment observed with
the addition of verbal features. An experiment (Tense) was thereéofermed

with information only on tense. The results in table 9.10 show a significant
improvement from the baseline<{p0001). We find that the property of tense

is clearly responsible for the main improvement when we add information on
verbal features (Verb).
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Finiteness

In order to ascertain the influence of finiteness, an additional experivant
performed where the various tense features were mapped to theirmpmrdes
ing class of ‘finite’ or ‘non-finite’18X We see the results in table 9.10 and find a
significant improvement from the baseline(®001). It is clear that the simple
property of finiteness captures the relevant distinctions shown by thefesms
tures. In fact, the mapping to a binary dimension of finiteness causes arfurth
improvement of overall results ¢p03), compared to the use of tense features.
This clearly supports the central role of finiteness in Scandinavian syantax
V2-languages in general. Recall that the finite verb provides a fixatigpom

the positioning and ordering of clausal elements. As table 9.11 shows,dhe ad
tion of finiteness information causes improved analysis for verbal relatioeis
core argument relations§, 00), as well as non-argument, adverbial relations
(TA, AA, NA).

9.2.7 Feature combinations

The following experiments combine the different nominal argument fegtures
the nominal argument features with the verbal features, and finally dhbie
grammatical features in Talbanken05. A question for the following is thexefo
whether or not we will observe a combined effect that improves the esgltr
obtained for individual features.

The combination of the argument features of animacy, definiteness, pro-
noun type and case (ADPC), as well as the addition of verbal featutagsto
feature combination (ADPCV) causes a clear improvement compared to the
baselineand each of the individual feature experiments(p001), see table
9.2). Since the results are better than the individual runs, we may corblaide
there is a cumulative effect of the combined information.

Table 9.12 shows a ranked list of the dependency relations with the greates
effect on the improved results for the ADPCV experiment. We find an improve
ment for the main argument relations of subjects and objests(0), the ver-
bal relations 1s, vG), as well as for the other functions which improved the
most with the individual argument features — determiners),(subject pred-
icatives &P) and formal subjectsg).

Table 9.13 shows a ranked list of improved argument relations. We find that
the combined features results in improved performance for practically-all ar

181Note that we are not equating tense and finiteness, since there areedrfemss which are
still finite, e.g. the imperative (Holmberg and Platzack 1995). Rather ae time present and
past tenses, as well as the imperative to the class ‘finite’ and the rest'tmthénite’ class.
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Freq NoFeats ADPCV Freq NoFeats All
ss 0.1105 90.25 91.87 ss 0.1105 90.25 92.10
o0 0.0632 84.53 86.38 cc 0.0343 78.02 82.21
DT 0.1081 94.14 95.22 oo 0.0632 84.53 86.77
PA  0.1043 94.69 95.43 DT 0.1081 94.14 95.22
vG 0.0302 94.65 96.53 pPA 0.1043 94.69 95.53
+F  0.0099 52.07 55.97 aAA 0.0537 68.70 70.18
sp 0.0297 84.82 86.10 ms 0.0096 63.35 70.26
ET 0.0523 76.46 77.03 vG 0.0302 94.65 96.67
mMs 0.0096 63.35 65.98 1A 0.0249 70.29 72.71
Fs 0.0050 71.31 74.09 +F 0.0099 52.07 57.08

Table 9.12: 10 most improved dependency relations with combined feat(AD-
PCV; left) and all features (right), ranked by their weightéifference
of balanced F-scores.

Freq NoFeats ADPCV
ss 0.1105 90.25 91.87
oo 0.0632 84.53 86.38
sp  0.0297 84.82 86.10
Fs 0.0050 71.31 74.09
AG 0.0019 73.56 79.75
FoO 0.0009 56.68 67.65
Es 0.0050 71.82 73.67
vo 0.0007 72.10 84.72
vs 0.0006 58.75 65.56
op 0.0011 27.91 30.28
10 0.0024 76.14 77.09

Table 9.13: Improved argument relations with combined features (ADR.C&hked
by their weighted difference of balanced F-scores.

gument relation$®? If we examine the confusion matrices for subjects and ob-
jects in table 9.4, we find a reduction of total errors for f'e00 andoo_ss

error types with 34.3% and 30.4% respectively. With respect to the specific
errors performed by the baseline parser, we observe a substadtiatiom of
44.6% forss 00 and 46.0% foroo_ss. In the error analysis for the base-
line parser in section 8.3, we concluded that word order and morpholwgg d

182The only exception is the relation of logical objeet)] for which there is no change in ac-
curacy compared to the baseline results. This is a very infrequent releitioonly 22 instances
in the treebank.
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Before After Total
Gold System # % # 9 # %
Ss 00 21 10.6 178 89.4 199 100.0
00 Ss 15 10.6 127 89.4 142 100.0

Table 9.14: Order relative to verb for correctexs ooandoo_sserrors in the AD-
PCV experiment.

Noun Prgmp  Pramamp Other Total

Gold System| # % # % # % # %l # %
SS 00 144 724 23 116 18 9.0 14 7,0199 100.0
00 SS 111 782 21 148 6 42 4 28142 100.0

Table 9.15: Part of speech for correctess 00 and 0o_sserrors in the ADPCV
experiment.

not provide sufficient information for argument disambiguation in all cadses
particular, we noted that arguments which depart from the most common or-
dering and/or are not morphologically marked are overrepresentedgatinen
errors. We concluded that additional linguistic information is needed irrorde
to resolve these ambiguities. In tables 9.14 and 9.15 we examine word order
and part-of-speech for the corrected 00 andoo_sserrors in the ADPCV
experiment. We see that the added information contributes to the reduction of
precisely the types of errors which were identified in the error analysjzai-
ticular, improvement is centered in postverbal positions, largely occupied b
nouns and case ambiguous pronouns.

As we saw in section 5.1.1, Talbanken05 also contains a set of semantic
features for other parts-of-speech, like adverbs, conjunctionswsjdnctions.
When we add the remaining set of linguistic features (All), the results improve
further and differ significantly from the ADPCV experimenk(j9001).

As table 9.12 shows, we observe a notable improvement for the conjunct
relation c) as well as further improvement for argument relatiosis ©0),
determiners, verbal relations and adverbials. It is largely the improedgsas
for different types of coordinated relationsd, Ms, +F) and adverbialsAA,

TA) which is the main difference from the ADPCV experiment. Improved anal-
ysis of coordinations and adverbials also influences the analysis ahargs.
However, the confusion matrices for the various argument relations staiw

the added features have a different effect than the linguistic feattudied
above. For the error types expressing confusion of argument redasoich
asss 00, 00_SS, SS SR FS_ss we hardly observe any improvement at all.
Rather, we find improvements in the error types involving arguments and co-
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Figure 14: Total number ofss 00 errors (top) anddo_ss errors (bottom) in the
various experiments.

ordinated elements, such s cc, sp_cc, as well as argument and adverbial
relations, such aso_AA, ES KA. Figure 14 shows the total numberssg 0o
andoo_sserrors in the various experiments and clearly illustrate the observed
reduction for this error type with the chosen set of linguistic featuresedsg

the lack of effect for the remaining features added in the All experimens. Th
indicates that the initial error analysis and the hypotheses formulated tioere p
vided a useful understanding of the problem. The linguistic featuresipexs

in 9.1, which were chosen to approximate dimensions of argument differenti-
ation and defining properties of Scandinavian morphosyntax, contribthe to
task of argument disambiguation.

9.2.8 Selectional restrictions

We have seen how additional information on semantic properties of arguments
contributes to improved dependency relation assignment. However, argume
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Class Restriction

AnimSS Selects animate subject
AnimOO Selects animate object
InanSS  Selects inanimate subject
InanOO  Selects inanimate object

Table 9.16: Selectional restriction classes.

selection is clearly not only determined by isolated properties of the argument.
On the contrary many would claim that the semantic class of the verb and the
selectional restrictions posed on the argument by the verb are keyrfiespe

to understanding the relation between the arguments and the head predicate.
As we noted in section 3.5, animacy has figured among the categories used
to define selectional restrictions from the very beginning. Later, compngdtio
approaches have made reference to more fine-grained semantic,alassdy

taken from the English WordNet.

In the following we will present some experiments investigating the ad-
dition of information on selectional restrictions for verbs which focus on the
category of animacy. We assign to verbs a selectional restriction clagajde
9.16, based on their occurrences in the treebank. The goal is teasiththe
existing treebank annotation and furthermore to employ the extended feature
during parsing. We will in the following investigate the nature of selectional
restrictions as absolute or gradient, as well as their effect on pardésres

9.2.8.1 Data extraction

We extract predicate-argument pairs from the treebank and geneoakze
these to determine the selectional restrictions for the predicate. In order to
enable generalizations about verbs, the treebank is lemmatized prior to data
extraction, using a lemmatizer for Swedish (Kokkinakis 2001).

The selectional restrictions of verbs constrain the semantic properties of a
guments, operating at the syntax-semantics interface, and we must take into
account mismatches in the mapping between syntactic structure and seman-
tic predicate-argument relations. In extracting the relevant data, wetbhave
determine for each verb-argument pair i) its semantic predicate, and ii) the
grammatical relation between the argument and the predicate.

With regard to the first point, the treebank annotation of so-called “verb
groups” must be taken into account. These consist of a finite auxiliary damo
verb along with one or more non-finite verbs. The subject argument efta v
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group is annotated as a dependent of the finite verb, whereas complements
are annotated as dependents of the non-finite lexical main verb. Fordastan

as the dependency representation in figure 15 for example (176) illsstrate
the subjectman‘one’, is the structural argument of the finite verb, the modal
auxiliary kan‘can’, whereas the direct objedtruntsakertrivialities’, is the
structural argument of the lexical vediskutera'discuss’:

(176) Dar kan man diskutera struntsaker
there can one discuss trivialities

‘There, one can discuss trivialities’

A TV

RA ROOT SS VG 00
_ Dar kan man diskutera struntsaker

Figure 15: Dependency representation of example (176)

The dependency representation of (176) does not indicaterthatone’ se-
mantically also acts as an argumentiigkuteradiscuss’. In order to locate the
lexical main verb in the dependency graph, we pursue each finite ypdss
sibly null, chain of non-finite dependents. For the example sentence i (176
then, we extract the following pairs:

diskutera-SS:anim
diskutera-OO:inan

In addition to determining the semantic predicate, we must also determine the
grammatical relation which holds between the predicate and its arguments. In
most cases, this corresponds directly to the dependency label of tiraemy

but in passive constructions the structural assignment of grammaticsidng

does not directly reflect the semantic relations of the predicate. For iestanc
in example (177) below, the verb lemmespekterdto respect’ should not be
recorded as selecting an inanimate subject in this particular case, butaathe
inanimate object.

(177) Parternas integritet maste respekteras ...
partDEF.GEN integrity must respectPASS ...

‘The integrity of the parties must be respected’

So, in the case of passive verbs, the argument relations are invededean
record the subject as an object of the verb:

respektera-OO:inan
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9.2.8.2 Selectional association

We wish to assign to each verb in the treebank a selectional restriction xiass e
pressing the semantic restrictions it places on its argument. Following Resnik
(1996), we will base our notion of selectional restriction onghkectional as-
sociationbetween a predicate and a semantic class, which allows us to quantify
the extent to which a predicate selects for an animate, as opposed to inanimate,
subject or object. The selectional association of a verb with respectlésa c
will determine its assigned selectional restriction class, see table 9.16. As we
mentioned in section 3.5, theoretical and computational work on selectional
restrictions have differed in their view on selectional restrictions as catedo
or gradient. We will base our selectional restrictions on a probabilistic mea-
sure, approximated by corpus data, where verbs with categoricatr@ions
on their arguments are simply the verbs with a selectional association of 1.
We may thus experiment with different degrees of gradience in the selakction
restriction classes by manipulating a threshold of selectional association.

Resnik (1996) presents a method for acquisition of selectional restrictions
which is based on an information-theoretic approach to verbal argumlet s
tion. The approach quantifies the overall extent to which a predicatéramss
the semantic class of its arguments assittectional preference strengtf?
The contribution of the semantic class of the argument to the selectional pref-
erence strength of the predicate is expressed asefleetional associatiohe-
tween a predicate and the particular class. Resnik (1996) looks at se#tctio
restrictions for verbs and their objects and employs the WordNet resourc
(Fellbaum 1998) for obtaining semantic classes. Since nouns may belong to
several classes in WordNet and no sense-tagged corpus is avatitehkes-
timation of frequencies distributes the ambiguity evenly over the nouns of a
class.

Rather than defining selectional association through the additional notion
of selectional preference strength, we define the association of & watttvan
argument class directly as the conditional probability of the class given the

183gelectional preference strength expresses the amount of inforns{ivedicate carries
regarding its argument by looking at the difference in the prior distribuifcensemantic class
(P(c)) in an argument position and the resulting distribution when taking the sppuifiicate
into account, expressed by the conditional probabHitg|p;). More precisely, it is defined as
the relative entropy (Kullback-Leibler divergence) between the piistridution of semantic
classes of arguments and the distribution for a particular predicate (Rebnik 1996):

P(clpi)
P(c)

S(pi) = D(P(clpi)[P(c)) = 3 P(c|pi)log
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predicate (Manning and Schiitze 1999: 293):
A(v,c) = P(clv)

Resnik (1996) proposes an estimation of the joint probabitity c), which
takes into account class ambiguity for individual nouns. However, siee
have annotated data with respect to the person/non-person distinctioh in Ta
banken05, the estimation reduces to the following:

P(v.C) = freqlEIv, C)

where N is the total number of occurrences with respect to an argument typ
— subject or object, anfteq(v,c) is the count of occurrences of a verb with
an argument of a certain clag(v) is estimated as the maximum likelihood
estimatefreq(v)/ ¥ freq(vi) expressing the relative frequency of the verb with
respect to all verbs.

For each verb lemma in Talbanken, selectional association with the seman-
tic classes of animate and inanimate is calculated based on the extracted data
from the treebank, as detailed above. Verbs are then assigned a seleio
striction class based on their association with the two classes. In doing so, we
set a threshold expressing the level of gradience embodied by the sedéctio
restriction. A threshold of 1.0 will assign a class only to verbs which impose
categorical constraints on their arguments, whereas a lower threslpld,%
will allow for some variation. In the following we will experiment with both
categorical and gradient selectional restriction classes.

Selectional association is calculated separately for subjects and objects.
This means that the sets of verbs in the classes for subjects and objects are
not disjoint. A transitive verb lemma may be assigned both a subject class
(AnimSS/InanSS ) and an object clas®(imOO/InanO0O ). There are thus
complex classes for transitive verbs which cover subsets of the simpseslas
in table 9.16. However, since the parser allows for bundles of indivithzal
tures there is a clear advantage in tagging the data for simple cl&é3gss
choice of annotation will facilitate generalization over the selectional restric-
tions of verbs of differing valencies. This will also assure that we damigt
in the notion of subcategorization with that of selectional restriction.

184as we recall from section 8.1.3, the parse guide classification is peeemploying sup-
port vector machines. Depending on the kernel function choseturéeombinations are con-
structed of sizen internally. Here we employ a quadratic kernel function, hence n=2oaird
of all features are constructed for classification. So for instances paoch aAnimSS&HH
will express a selectional restriction class of animate subjects occurithgawnominal with
person referencéd).
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Class Types Tokens Examples

AnimSS 388 1549 kastg ‘throw’, katalogisera'‘catalogue’,
kissa ‘pee’, klaga ‘complain’, klamra
‘cling’, klandra‘blame’, klappa‘pat’

InanSS 333 1824 spegla'mirror’, spetsdsharpen’,spoliera
‘spoil’, spricka ‘shatter’, sprida ‘spread’,
spruta‘squirt’, sticka'sting’

AnimOO 143 618 adoptera‘adopt’, akta ‘beware’, aktivera
‘activate’, avskrackascare’,be ‘ask’, be-
fatta ‘involve’, befria ‘free’

InanOO 739 5178 rengora‘clean’, reparera‘repair’, repre-
sentera ‘represent’, restaurera ‘restore’,
revidera'‘revise’, rikta ‘direct’, riva ‘tear-
down’

Table 9.17: Verb lemmas by selectional restriction class wAilv,c) = 1.0.

9.2.8.3 Gradience of selectional restrictions

Table 9.17 presents an overview of the verb lemmas and tokens assigned to
each of the four classes under a categorical definition of selectiostaicre
tions, i.e., wheréA(v,c) = 1.0. As we see from the examples in table 9.17,
the selectional restriction classes for subjects cut across valenceslasd
include both intransitive and transitive verbs. All together, 1181 unigub v
lemmas verb were assigned at least one selectional restriction classivERis g

us a coverage of 75.0% of the total number of unique verb lemmas in Tal-
banken (1573 lemmas in total). As expected, among the verb lemmas not cov-
ered by the classification we find verbs which may function as auxiliarysverb
(copula, modals etc.) and hence may take any type of argument depending o
the non-finite lexical verb. It is therefore not surprising that the clasditin
coverage in terms of verb tokens is low; the auxiliary verbs are, after all, th
overall most frequent verbs. As a consequence, only 24.5% (7528smut

of total 30767) of the verb tokens in Talbanken receive a selectiosigiation

class.

Another factor which influences the coverage is clearly the fact that the
restrictions are categorical and do not allow for any variation. Manlgsvare
simply not that restrictive with respect to their arguments. For instance, the
verbvisa‘show’ may occur with both animate and inanimate subjects, as in
(178) and (179) below, as well as animate and inanimate object, @san
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nagon‘show someone’ and (178). As a consequence, this verb is not asisign
a selectional restriction class with a threshold of 1.0.

(178) Han skall visa intyg
he shall show proof

‘He will show proof’

(179) Konsumentprisindex skall visa prisférandringar
consumer-price-indexshall show price-changes

‘The consumer price index should indicate price changes’

In addition to variation with respect to argument selection, there are also ele-
ments of the annotation in Talbanken05 which contribute to the lack of cover-
age. First of all, the animacy annotation with respect to collective nouns and
organizations contribute to the low coverage, since these are annotatad-as
imate. For instance, in example (180) below, the subject of the skilba
‘write’ is the nounlanderna‘countries’ which is annotated as inanimate but
clearly employed metonymically to refer to the animate representatives from
the countries.

(180) ...som de sex landerna skrev under den 25 mars
...which the six countriespErF wrote under the 25 march
1957 i Rom
1957 in Rome

‘... which the six countries signed on the 25th of March 1957 in Rome’

In fact, all other active instances of this verb occur with a human subject.
Due to the example in (180) then, the verb lemma is not assignehingSS
class. Since it is a transitive verb it should in principle be assigned antobjec
class as well, preferably theanOO class. After all, one usually writes some-
thing, not someone. However, it is not assigned an object class sinoauitso
with a direct object‘thamma’*mom’) annotated as person referring:

(181) Nar Bowlby skriver ‘mamma’ ...
when Bowlby write mom’

‘When Bowlby writes ‘mom’. ..’

With a largely denotational, rather than referential annotation practicegsee
tion 7.1.2, this is a direct consequence.

185The verb in example (180) occurs with the partiateler‘under’ and one might argue that
it should be represented as a separate verb lemma alltogether. A speatiadent of particle
verbs was not, however, pursued further in the present context.
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Threshold Types Tokens

1.00 1181 7523
0.95 1205 9482
0.90 1245 14866
0.85 1278 17195
0.80 1312 18695
0.75 1343 26948
0.70 1354 27951
0.65 1388 29674
0.60 1393 30271
0.55 1397 30314

Table 9.18: Absolute number of classified verb types and correspondaaipank to-
kens under various selectional association thresholdisereA(v,c) =t
andc € {AnimSS,InanSS,AnimOO,InanO0  }.

Table 9.18 illustrates the number of types and tokens that receive at least
one selectional restriction class under various thresholds for seldchissa
ciation. Clearly, lowering the threshold allows for more variation in argument
selection, hence provides wider coverage. With a threshold of 0.95 dé&fin
instance that the verkkriva‘write’, which did not receive a class earlier, now
receives the clas&nimSS. With a lowered threshold to 0.90 it also receives
the clasdnanOO . Above, we also examined the vearisa‘show’ which exhib-
ited quite a bit of variation in terms of selectional restrictions. With a threshold
of 0.95 it receives the clageanOO encoding a preference for inanimate ob-
jects. The threshold has to be lowered to 0.70, however, for the verbdivee
a subject clasdifanSS ), indicating the lower degree of selectional constraint
which this predicate enforces on its subject argument, as exemplified 8y (17
above.

9.2.8.4 Experiments with selectional restrictions

In a set of parse experiments, the information on selectional restrictions fo
verbs (SR), extracted as detailed above, is included as an additiohakfea

All experiments except one (3R) also include information on animacy as
this is the semantic class relevant for the selectional restrictions. In evaluat-
ing the results we will therefore compare the results both to the general base
line (NoFeats), as well as the experiment employing only animacy information
(Anim). In the experiments we furthermore vary the selectional association
threshold for the verb classes expressing selectional restrictions.
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Unlabeled Labeled

NoFeats 89.87 84.92
Anim 89.93 85.10
SRy 89.80 84.91
SRy 0&ANim 89.89 85.06
SRy 95&ANIM 89.90 85.05
SRy.90&ANIM 89.92 85.04
SRy gs&ANIM 89.93 85.04

Table 9.19: Overall results for experiments with selectional resiits, expressed
as unlabeled and labeled attachment scores.

The third row of table 9.19 shows the overall parse results with information
on categorical selectional restriction class for verbs only; R.e. without
the corresponding semantic information for arguments. This experiment was
performed in order to observe the effect of the selectional restricti@seta
in isolation. As we can see the addition has a slightly detrimental, but not sta-
tistically significant, effect on overall labeled results and displays a signific
dip in unlabeled accuracy {©.01). The fourth row of table 9.19 shows the
results in the parse experiments employing categorical selectional resgiction
along with information on animacy (SB&Anim), and we do not find any
significant improvements compared to the Anim experiment. It is clear that the
problems caused by the addition of selectional restriction information in isola-
tion is not countered by any effects obtained in combination with the semantic
information for animacy.

Since the addition of information only on selectional restrictions (¥erb
clearly has some unexpected side-effects which carry over to the ojhere
iments, we perform an error analysis of these results. We focus largeheo
unlabeled results, which is where we observed a clear deteriorationuifs.e
Recall from section 8.2.1 that the set of unlabeled errors is defined sglely b
error in attachment. We sort these errors into error types based onrthe pa
of-speech of the dependent, as well as the correct and erroneasiiyed
head. We find that the additional information causes a rise in the number of
unlabeled attachment errors for all major types of parts-of-speedpefar
verbal dependents. Table 9.20 shows the total number of attachmenstferro
the error types which increase the most with the added information.

For nominal elements like nounsi)(and pronounsHo), we note an in-
crease in attachment to the superficial root of the dependency grax@T)(

As we noted in section 8.3.2, erroneous attachment to the artificial root means
that an element has not been attached at all. An increase in root attachment
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POSep POS0d POSys NoFeats \Verbr

PR \Y; N 828 860 -3.9
PO \Y; ROOT 189 212 -12.2
AB \Y; v 324 336 -3.7
N PR ROOT 75 87 -16.0
N N PR 218 229 -5.0
N \% ROOT 288 297 -3.1
N N ROOT 199 207 -4.0
AB \% ROOT 104 112 -7.7
++ \Y N 119 127 -6.7
AJ N \% 99 106 -7.1

Table 9.20: Total number of errors in the SR8 experiment compared to the NoFeats
baseline, along with relative deterioration compared édhseline (%);
sorted by error typeROSien POSiead POSi) and ranked by total dif-
ference of deterioration.

with the added information on verbal classes thus indicates more restrictive
attachments, resulting in a more fragmented analysis. The newly added attach-
ment errors for preposition®R) and adverbsAB) are characterized by being
adverbial in nature; instead of attachment to the correct verb, an diterna
erroneous site is chosen (noun, another verb etc.). What we olikeryéoth

for the argumental and adverbial elements, is a general resistance totattac
verbal elements, clearly caused by the added information.

The assumption that selectional restrictions are categorical has clearly be
shown to be too strong. As we saw above, it results in missed generalizations
as well as a poor coverage for the enriched annotation. Parse expeyivere
therefore performed testing three different thresholds {0.95,0.90,0.85})
for selectional association between a verb and an animacy class,grgras
increased gradience within the selectional restriction classes. In therast th
rows of table 9.19, we show the results from these three experiments. With a
threshold of 0.95 we now have a coverage of 55.9% of the total verb doken
in Talbanken. But even with an increased coverage, we find that thiksrel®
not improve significantly compared to the Anim-experiment.

9.2.8.5 Summary

The above sections have detailed a strategy for extracting selectiotrad-res
tions for verbs from Talbanken, based around the semantic dimensian-of a
macy for which we have annotated data. The ensuing experiments hawk teste
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the effect of selectional restrictions for verbs during parsing.

It has proven difficult to obtain any strong effects from the selectiomal r
strictions. There are several interdependent factors which conttibtite situ-
ation. First of all, it is well known that argument realization is characterzed
massivevariation. We have looked at variation in semantic argument charac-
teristics — verbs select arguments of different classes and do so tangjftke-
grees. We employed a probabilistic measure of association strength between
verb and a semantic argument class where variation is interpreted asslefjre
gradience and experimented with both categorical and gradient selécdona
strictions. One complicating factor is that functional verbs such as auxdjarie
which are highly frequent, do not constrain their arguments and followingly
are not assigned a selectional restriction class.

It seems fair to assume that we are dealing widparse datasituation at
more than one level. We have a coverage problem in the treebank data due to
variation in the realization the nominal semantic classes of verbal arguments.
However, even with complete coverage of verbal lemmas in the treebank data
it might still be problematic to make the assumption that the treebank contains
sufficient data for assignment of selectional restrictions. This might singly b
wrong and it is most likely the case that substantially more data is needed in
order to make the right kinds of predictions. We will return to this issue in
section 9.4.2 below where we will employ a considerably larger, automatically
annotated data set. Moreover, the assumption that selectional restrictipns ma
be reduced to a binary notion of animacy may also be debated. It might be that
this is too coarse a distinction to enable interesting generalizations regarding
verbal semantics.

9.3 Features of the parser

The above experiments have focused on variations in the linguistic input to
parsing, whereas properties of the parser have been kept cofis$tsrgection

will investigate variations over different features of the parser on that idigta
employed above. In particular, we will examine parser generalizability and
feature locality. These will in different ways elucidate further the natéithe
effects of our set of linguistic features.

9.3.1 Parser comparison

In the experiments in section 9.2, we have exclusively employed the MaltParse
system for data-driven dependency parsing. The aim of this sectiorsie
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pare the effect of the linguistic features investigated above when employing
a different parser. In particular, we will investigate the stability of theatffe
across parsers and to what extent they are dependent on certadntjg® of

the parser.

As we mentioned in section 8.1.3, we may distinguish roughly between
two current approaches to data-driven dependency parsing: dépd-pased
approaches and the transition-based approaches (McDonald amd2007).

The main characteristics of the two approaches may be summarized as follows:

Graph-based locate the highest-scoring dependency graph given an induced
scoring function

e global training
e exhaustive search/inference

Transition-based locate the optimal transition sequence given an induced
parse guide

e |ocal training
e greedy search/inference

The graph-based approaches typically employ global training and iraluce
scoring function for dependency graphs. Parsing is thus constsiedaach
through all possible dependency graphs for a sentence to locate thestiigh
scoring graph. Transition-based approaches in contrast employtiasahg

in the induction of a parse guide which in combination with a greedy search
algorithm optimizes the parse transitions. As a practical consequence of the
differences in induction and search, the feature models employed aleo diff
Graph-based approaches typically employ a rather limited feature model in the
representation of dependency graphs, whereas transition-bgsedetpes op-
erate with a richer feature history in order to compensate for the decompositio
into transitions. These two approaches thus differ with respect to a nuwhber
properties, however, achieve comparable overall results in depgngarsing
(Buchholz and Marsi 2006). It might therefore be interesting to comibeere
effect of the linguistic features studied above.

9.3.1.1 MSTParser

MSTParser (McDonald, Crammer and Pereira 2005; McDonald et ah)200
is an instance of a graph-based data-driven dependency p&résrwe men-
tioned above, parsing with MSTParser consists in locating the highesgcor

186\ STparser is freely available from http://mstparser.sourceforge.net
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MaltParser MSTParser
Unlabeled Labeled Unlabeled Labeled
NoFeats 89.87 84.92 89.67 82.91
Anim 89.93 85.10 89.82 83.04
ADPC 90.17 85.45 90.00 83.22
ADPCV 90.42 85.73 90.21 83.41

Table 9.21: Overall results for experiments comparing MaltParser ai®@TMarser,
expressed as unlabeled and labeled attachment scores.

dependency graph according to a scoring function. The scoringiduanis in-
duced through global training with features of the head, dependenglbhasv
elements occurring in the vicinity of these (before/after/between). Glaboat tr
ing is training based on the global dependency graph and featureeeetotie
not limited to previous parse decisions. However, the vast space dbjiess
ties, in theory all possible subgraphs, in practice limits the expressivefiess
the feature model. The feature model in MSTParser is hard-codecs hemc
not be modified as easily. Our additional linguistic featuresafs) are em-
ployed more restrictively in the scoring of edges than the part-of-spaedh
lexical features and represent only the head, dependent and ctiopsof
these. Furthermore, dependency labels are not used as featungspduising.

9.3.1.2 Comparative experiments

In a set of experiments we run MSTparser on the NoFeats, Anim, ADPC
and ADPCYV data sets from Talbanken05 employed in our earlier experiments
Apart from the choice of parser, the experimental setting and evaluatian me
sures are identical to the earlier experiments and MSTparser is run wathldef
settings.

Table 9.21 shows the overall results in the MSTParser experiments and con
trasts them with the corresponding MaltParser results. We compare tlts resu
for both parsers individually with a baseline employing no additional linguistic
features (NoFeats) and experiments testing the addition of informatiordregar
ing animacy (Anim), animacy, definiteness, pronoun type, and case (A\ADPC
as well as verbal features (ADPCV). These are the equivalents @xiberi-
ments detailed in sections 9.2.2 and 9.2.7 above.

First of all, we may note that the general results, with or without added
features, are lower than the corresponding results obtained with MadtPars
The most notable discrepancy is in the labeled results. Table 9.22 shows an
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Gold System #

SS 00 718
++ ++ 674
AA OA 557
ET OA 489
AA AA 481
ET ET 469
OA ET 465
00 SsS 461
AA RA 451
UK UK 435

Table 9.22: 10 overall most frequent error types for MSTParser on theddts-data
set, wheress=subjectoo=object, ++=conjunctioryA=other adverbial,
OA=0bject adverbialeT=nominal post-modifierrA=spatial adverbial,
UK=subjunction.

overview of the ten most common labeled error types for the MSTParser bas
line. It exhibits some differences from the most common error types for the
MaltParser baseline, as presented in table 8.1 in section 8.2.3. In general, w
find that attachment errors, such as ++_ A4, AA, ET_ET, UK_UK, are more
common among the MSTParser errors. These are errors where theddape

is labeled correctly, but where the attachment is incorrect. In section 8.3 w
noted that confusion of subjects and objects, as well as various &lverb
lations constituted the most common errors in the MaltParser baseline results.
We find the same error types in the results for MSTParser as well, and the
SS 00 error type is in fact the most common error type made by the baseline
parser. Thess 00 andoo_sserrors show very similar properties to the er-
rors analyzed in section 8.3.2. There, we found that the distribution ofserr
differed from the overall distribution of subjects and objects with resfmect
word order and morphological marking. In other words, the subjectsobnd
jects which deviated from the norm were overrepresented among ths.erro
We find the same, clear pattern in the baseline results for MSTParser. 83.1%
of thess 0o errors are postverbal and 94.3% are realized by a noun or case
ambiguous pronoun. For th@o_sserrors, we find that 35.4% are preverbal
and 96.7% are nouns or case ambiguous pronouns.

As table 9.21 shows, the added features have a positive effect oallover
results also when employing MSTParser and we find that all differerees a
significant compared to the NoFeats baseline. The addition of information on
animacy causes a clear improvement in unlabeled resut.0904) and a
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NoFeatgst AnimusT

DT 94.14 94.49
SS 87.32 87.60
ET 71.38 71.81
++ 90.50 90.75
AN 30.88 32.43
ROOT 94.60 94.72
cc 76.95 77.15
TA 62.39 62.62
PA 93.77 93.82
VG 92.86 93.01

Table 9.23: 10 most improved dependency relations for the MSTParsér adtded
information on animacy, ranked by their weighted differen€balanced
F-scores.

smaller improvement 0.003) in labeled results. This is the converse situ-
ation from the results for MaltParser, where the observed improvement wa
largely in terms of labeled results. If we examine the sets of attachment er-
rors, we find the most notable improvement for cases of pronounssrand
verbs. These are mainly errors in attachment to verbs (argument attaghmen
as well as attachment of nominal elements to other nominal elements (phrasal
attachment).

Table 9.23 shows a ranked list of the dependency relations which show the
largest improvement in the Anigsr-experiment. Ranked at the top of the list
are the determine(r) and subject relations§). A closer look at the results
shows that the improvement in labeled results is largely due to the improved
attachment. As a consequence, we observe a notable reduction in totamumb
of errors for error types involving ambiguities between a phrasal andgala
reading, such ass DT, DT_Ss We may note that the performance for thie
relation is in fact identical for MaltParser and MSTParser with a baseline F-
score of 94.14 and the effect of the animacy information causes a neamhy-id
cal improvement for this relation to 94.48 and 94.49, respectively. A ciéar d
ference between the two systems, however, is found in improvement in terms
of labeling only. In contrast to the MaltParser results, performance udoies
improve for the argument relations ofb andsr. The total number o§s 00
andoo_sserrors, representing largely a labeling error, also does not decreas
notably18”

187The results show a small improvement of 2.6% fordize sserror type, however, these are
all due to corrected attachment errors of DT type in the immediately preceding context,
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Freq NoFeaigst ADPCVyst

DT 0.1081 94.14 95.22
Ss 0.1105 87.32 88.10
PA 0.1043 93.77 94.21
ET 0.0523 71.38 72.13
00 0.0632 79.92 80.39
++ 0.0422 90.50 91.13
ROOT 0.0649 94.60 94.99
cc 0.0343 76.95 77.61
AA 0.0537 63.80 64.18
+F 0.0099 45.38 46.70

Table 9.24: 10 most improved dependency relations for MSTParser witteddn-
formation on ADPCV, ranked by their weighted difference afanced
F-scores.

In the ADPC and ADPCV experiment we find a significant improvement
of overall results (g:0.0001) both in terms of labeled, as well as unlabeled re-
sults. Table 9.24 shows the performance per dependency relation fabDthe
PCV experiment and we find an improved analysis for all argument relations
We may conclude that the added information has a general positive &ifect
with a parser which is radically different from that of MaltParser. Wenfibu
that the largest effect is in terms of unlabeled results, hence an indratse
tachment accuracy both for clausal and phrasal constituents. Eyvese s@n-
erally observe aless notable improvement in terms of labeled results compared
to the results in the experiments with MaltParser. McDonald and Nivre (2007)
show that MaltParser cross-linguistically has a better performance fferaco
gument relations like subjects and objects than MSTParser and sugdest tha
possible reason for this is the fact that MSTParser does not condititimeon
previously assigned dependency relations during parsing. The resuitsur
experiments corroborate this and indicate that the improvement in terms of ar-
gument analysis is partially dependent on properties of the precedihg@na
during parsing. We have also noted that the additional linguistic featuees ar
employed highly locally in MSTParser. In the following section, we will in-
vestigate the influence of feature locality in argument disambiguation further.

see section 8.3.2 and examples (163)—(164).
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Unlabeled Labeled

NoFeats 89.87 84.92
Anim 89.93 85.10
ADPC 90.17 85.45
Animocal 89.93 85.08
ADPC_ gcal 90.16 85.39

Table 9.25: Overall results for experiments with feature locality in [kParser.

9.3.2 Feature locality

In the experiments in section 9.2 above, we have employed the same feature
model whilst varying the input of the linguistic features. The experiments with
MSTParser discussed above suggested that conditioning on projuérties
preceding linguistic context is important in argument disambiguation. Varying
the feature model of the parser provides a manner of testing the influénce o
our features further.

The feature model employed by the parse guide in MaltParser provides a
rich history for each transition. The feature model in figure 13 showsthieat
additional linguistic features, represented by the attribaters, are employed
for highly local tokens in a candidate head-dependent relation, as svel a
kens which are further removed in the dependency graph, such agsiahd
grandparents.

We perform a set of experiments where additional linguistic features are
limited to the token on top of the stack and the next input token,top.and
next The FEATS-features are thus limited to a highly local context, whereas
features for the remaining attributeshrRM, POS DEP are kept constant. Table
9.25 shows the overall results for two experiments employing this local geatur
model with various argument features: Anigxy, where animacy information
is included, and ADP(Gcal, Which employs information on animacy, definite-
ness, pronominal type and case. We chose to focus on argumenefeand
not include verbal features, in order to enable isolation of the effectsgqun
ments.

The results indicate that the observed effect of the argument features is
largely local. Both experiments (Animga, ADPC oca)) Show slightly, but not
significantly, lower overall results compared to the counterparts employing a
full feature model (Anim, ADPC). This means that the added information re-
garding candidate head and dependent is responsible for a majorityiof-the
provement observed with the added features.
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Freq NoFeats Animpcal Freq NoFeats ADPGcal
DT 0.1081 94.14 94.55 DT 0.1081 94.14 95.14
ss 0.1105 90.25 90.65 ss 0.1105 90.25 91.12
oo 0.0632 84.53 84.83 PA 0.1043 94.69 95.31
AA 0.0537 68.70 69.05 oo 0.0632 84.53 85.47
PA 0.1043 94.69 94.78 ET 0.0523 76.46 77.09
TA 0.0249 70.29 70.64 AA 0.0537 68.70 69.21
OA 0.0305 70.63 70.90 sp  0.0297 84.82 85.54
AT 0.0441 95.76 95.92 Fs 0.0050 71.31 74.08
Uk 0.0305 93.17 93.39 OA 0.0305 70.63 71.00
sp  0.0297 84.82 85.02 10 0.0024 76.14 79.68

Table 9.26: 10 most improved dependency relations with the local featnodel
and animacy features (left) and animacy, definiteness gomotype and
case features (right), ranked by their weighted differeoicbalanced
F-scores.

In table 9.26 we see a ranked list of the most improved dependency rela-
tions, compared to the NoFeats baseline, in the experiments with a local feature
model. Compared to the full feature model counterparts we observe s@newh
lower results for the argument relations. In parallel with the observatiods ma
in the MSTParser experiments, we find that threrelation is the relation for
which we find the largest improvement, clearly indicating a local effect of the
features. The determiner-head relation constitutes a phrasal conterd two
nominal elements must be disambiguated. On several occasions, we tede no
the animacy effect in genitive constructions. Determiners are typicallymot a
imate, unless marked with genitive case, and these are inherent propérties
the nominal in question. Differentiating features of the two nominals clearly
benefit disambiguation, and we observe improved attachment for detesminer
as well as labeled improvement for tbe_ssandss DT error types. Unlike
the results obtained with MSTParser, however, we also observe imppeved
formance for a range of argument relations in the ARy experiment, such
as objects @0) and subject predicatives#®). The fact that MaltParser con-
ditions on preceding dependency relations is a factor which still distingalishe
the two parsers. For theo andsprelations, which are predominantly found in
postverbal position, knowledge regarding assignment of preveepatlents
is clearly important for correct analysis.

The overall results presented above cover some interesting differeeee
tween the local and full feature model parsers which a further erralysis
reveals. Table 9.27 shows relevant excerpts from the confusion nsafdce
thess, 00, sk, Fsandio argument relations. It provides the total number of
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NoFeats Animgcas ADPCiocai  Anim  ADPC
Gold System # %tot| # % # % # % # %
SS 00 |446 25.9419 6.1393 11.9388 13.0361 19.1
00 ss [309 23.8299 3.2274 11.3263 14.9251 18.8
SS SP |206 12.0202 1.9202 1.9203 1.5188 8.7
SP Ss |240 31.3231 3.8225 6.2231 3.8213 11.2
FS ss (281 93.0279 0.7251 10.7272 3.2241 14.2
IO 00 |97 67495 2191 6.2 95 2.1 89 8.2

Table 9.27: Total numbers of errors for error types in experiments withlbcal fea-
ture model (AniMocal, ADPC_gca)) compared to the full feature model
baseline (NoFeats) and respective counterparts (Anim,@DP

errors for error types expressing confusion of argument relatiotiseifocal
experiments, compared with the full feature model baseline and the respecti
counterparts. The first two rows show errors of the typesoo andoo_ss

and we find an improvement with local features for both error types in both
experiments. A comparison with the results using a full feature model further
more shows that errors of these types further improve with the use of s lo
features. We observe the same pattern for other error types involviegtiie

sion of argument relations. For instance, we find a reduction in total nember
of errors for thess spandsP_sserror types in the ADPGcq-experiment,
stemming from the addition of the definiteness feature. We also observe a fur
ther improvement for both of these with the full feature model. Error types
expressing confusion of other argument relations, suagsassandio_00,
presented in the last rows of table 9.27, further corroborate the defiect.

9.3.3 Features of argument differentiation

It is clear that the addition of argument features have an effect on tigsis

of arguments, both in a highly local setting with no structural context, as in the
MSTParser experiments, in a local setting with a structural context, as in the
local MaltParser experiments, and clearly also in the experiments with a full
feature model in combination a structural context.

The results of the experiments performed in the current section highlight
the relative aspect of argument disambiguation and argument differentiation
in general. Arguments are differentiated not only by inherent propetiigs
also by their properties relative to other arguments. As we discussedpn cha
ter 3, the linguistic dimensions by which arguments tend to differ incur soft,
rather than hard effects. As we know, knowledge that an element is in@nima
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Feature Application
Definiteness POS-tagger
Case POS-tagger

Animacy -NN  Animacy classifier
Animacy -PN  Named Entity Tagger
Animacy -PO  Majority class

Tense, voice POS-tagger

Table 9.28: Overview of applications employed for automatic featurguasition.

or indefinite, is often, in itself, not sufficient evidence for interpretatisrsay,
object. Additional knowledge with respect to the linguistic context of the el-
ement provides further knowledge. For instance, knowledge thatiarats
definite nominal has been assigned subject status in preverbal positoly cle
makes an object relation for the inanimate element more likely.

9.4 Automatically acquired features

A possible objection to the general applicability of the results presenteag¢abov
is that the added information consists of gold standard annotation from-a tree
bank. However, the morphosyntactic features examined here are foraste

part straightforwardly derived (definiteness, case, tense, voickyepresent
standard output from most part-of-speech taggers. In chaptersl &,ane
showed that the property of animacy could be fairly robustly acquirecidior-

mon nouns by means of distributional features from an automatically parsed
corpus. In this section we investigate parsing with automatically acquired lin-
guistic features.

9.4.1 Acquiring the features

The linguistic features may be acquired through the use of different NLP-
applications and table 9.28 shows an overview of the applications employed
for the automatic acquisition of our linguistic features. For part-of-sptaagh
ging, we chose to employ MaltTagger — a HMM part-of-speech tagger for
Swedish (Hall 2003). The pretrained model for Swedish employs the SUC
tagset (Gustafson-Capkova and Hartmann 2006), exemplified by thefpar
speech tagged version of (182) in (183) below.
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(182) Nagra har valts ut och med dem skall man nu
some have chooserAss out and with them shall one now
borja slutférhandlingen
start negotiationpEF

‘Some have been chosen and we will now commence negotiations with
them’

(183) Example (182); part-of-speech tagged with SUC tagset:

Nagra dt.utr/neu.plu.ind

har vb. prs. akt.aux = tense, voice
valts vb.  sup. sfo = tense, voice
ut pl

och kn

med pp

dem pn.utr/neu.plu.def. obj = case

skall vb.  prs. akt.mod = tense, voice
man pn.utr.sin.ind. sub = case

nu ab

borja vb. inf. akt = tense, voice
slutférhandlingen  nn.utr.sin. def.nom = definiteness, case

The SUC part-of-speech tag set distinguishes tense and voice fa&; verin-
inative and accusative case for pronouns, as well as definitendsgeaitive

case for nouns. The experiments with the individual verbal featussited

in section 9.2.6 clearly showed the benefit of mapping the tense values to a
binary set of finiteness features and this mapping was performed directly f
the acquired feature$?

The experiments with features expressing pronoun type, described-in se
tion 9.2.4 above, showed that the effect of this feature was largely due to th
treatment of non-referential pronouns. Acquisition of non-referbtytia not
a trivial task, although it has recently been approached with machinadgar
(Boyd, Gegg-Harrison and Byron 2005). Given the fairly modest irnp&this
feature, however, acquisition of non-referentiality is not pursueithéuin the
present context.

9.4.1.1 Animacy

The feature of animacy is clearly the most challenging feature to acquire auto
matically. Recall that Talbanken05 distinguishes person referencé fama-
inal constituents, and as shown in section 7.1.2, 97.8% of the nominal tkeeban

188present, past, imperative and subjunctive forms are mapped to thefémitze €Vv), all
other forms are mapped to the non-finite featwk (
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instances annotated as animate are nouns and pronouns. Hence we \&ill in th
following focus on automatic animacy annotation for nouns and pronouns.

Common nouns

The animacy classifier developed in chapter 7 classifies common noumns base
on their syntactic distribution in the Swedish Parole corpus. Whereas the gold
standard classes are employed for training of the classifier, the distriution
data is taken from the considerably larger, automatically parsed Parole cor
pus. The common nouns in Talbanken05 are classified for animacy following
a leave-one-out training and testing scheme where each afrtbans in Tal-
banken05 are classified with a classifier trainesent instances®® This en-
sures that the training and test instances are disjoint at all times. Moyduer
fact that the distributional data is taken from a separate data set emsures
circularity since we are not basing the classification on gold standardgars

Proper nouns

In the task of named entity recognition (NER) (Tjong Kim Sang 2002b),grop
nouns are classified according to a set of semantic categories (se€héng.,
chor et al. 1999). For the annotation of proper nouns, we make useaohad
entity tagger for Swedish (Kokkinakis 2004), which is a rule-based tagge
based on finite-state rules, supplied with name lists, so-called “gazett€bes”.
tagger distinguishes the category ‘Person’ for human referring propens
and we extract information on this category.

Pronouns

In section 6.2.3 we extracted information on pronominal reference to nouns
based on simple heuristics with respect to a set of pronouns and syntctic p
sition (theANAAN/ANAIN features). Recall that a subset of the personal pro-
nouns in Scandinavian, as in English, clearly distinguish their referentesth
gard to animacy, e.dhan, dethe, it'. There is, however, a quite large group of
third person plural pronouns which are ambiguous with regards to the epima
of their referent. The ambiguous pronouns include the personal pnsne.g.,

de, dem, derahey, them, theirs’ , demonstrative pronouns, edggsdthese’,

as well as quantifying pronouns likeagge, alla, mangaboth, all, many’.

18%We employ the MBlyp: classifier described in section 7.3.3.
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Dimension Features Instances Correct Accuracy
Definiteness DD, @ 40832 40010 98.0
Case GG, AA, @ 68313 67289 98.5
Animacyynpnpo HH, @ 68313 61295 89.7
Animacyyn HH, @ 40832 37952 92.9
Animacypy HH, @ 2078 1902 91.5
Animacypo HH, @ 25403 21441 84.4
Finiteness FV, @ 30767 30035 97.6
\oice PA, @ 30767 29805 96.9

Table 9.29: Accuracy for automatically acquired linguistic features.

The pronominal part-of-speech tags from the part-of-speech taggigrguish
number and gender and in the animacy classification of the personalm®no
we classify based on these tags only. We employ a simple heuristic where the
pronominal tags which had more than 85% human instances in the gold stan-
dard are annotated as humdR.This gives us the personal non-neuter pro-
nouns, likevi, oss, han, du, mame, us, he, yousgG, one’, as well as the set of
genitive pronouns, likein, min, sinayour, mine, theirs’, as animatei).1%*

The pronouns which are ambiguous with respect to animacy are not sethota
as animated).

In table 9.29 we see an overview of the accuracy of the acquired feature
i.e., the percentage of correct instances out of all instances. Note ¢éhad-w
here to the general annotation strategy in Talbanken05, where eachs@imen
(definiteness, case etc.) contains a null categomhich expresses the lack of

a certain property.

Many of the dimensions exhibit quite skewed distributions, hence in table
9.30, we present the class-based measures of precision and reeatfoof
the non-null features. Acquisition of morphological definiteness for commo
nouns is clearly reliable, with an overall accuracy of 98.0, despite aezkew
distribution of classes. Precision and recall for the definite featuwgi€ 97.7
and 96.0, respectively. With respect to case, a property of noungranduns,
we find an overall accuracy of 98.5, as table 9.29 shows. Howeveggtiigve
and accusative case features are seriously outhumbered by thenssit of

190 manual classification of the individual pronoun lemmas was also ceresid However,
the treebank has a total of 324 different pronoun forms, hence tee épr a heuristic classifi-
cation of the part-of-speech tags instead.

193we manually excluded the third person non-neuter prorgem‘it’ from this group of
human-referring pronouns.
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Feature Gold Automatic Correct Precision Recall

DD 14094 13924 13598 97.7 96.5
GG 3756 3414 3321 97.3 88.4
AA 1745 2180 1707 78.3 97.8
HH 16875 10777 10317 95.7 61.1
HHyn 6010 3538 3334 94.2 55.5
HHpN 1056 920 900 97.8 85.2
HHpo 9809 6319 6083 96.3 62.0
Fv 20818 20560 20371 99.1 97.9
PA 2413 3067 2259 74.0 93.6

Table 9.30: Class precision and recall for automatically acquireddistic features
compared to gold standard.

nominative, instances. As table 9.30 shows, acquisition of genitive cases sh
a somewhat lower recall of 88.4. For accusative case we observeposite
situation where, the part-of-speech tagger is overgenerating comigatiee
gold standard.

It is not surprising that we observe the largest discrepancies fromatide
standard annotation in the automatic animacy annotation. In general, the an-
notation of animate nominals exhibits a decent precision (95.7) and a lower
recall (61.3). The automatic classification of human common nouns also has
a quite high precision (94.2) in combination with a lower recall (55.5). As we
noted in chapter 7, this is an advantage provided the skewed distribution of
the classes in the corpus, since it indicates that the classifier is congeimati
terms of class assignment to the minority class. The named-entity recognizer
shows more balanced results with a precision of 97.8 and a recall of 86.2 an
the heuristic classification of the pronominal part-of-speech tags gi/bgh
precision (96.3) combined with lower recall (62.0) for the animate class.

Just as for the other morphological features, the acquisition of thelverba
features of finiteness and voice from the part-of-speech taggeniselable,
with accuracies of 97.6 and 96.9, respectively. The passive feainfesiguent
and shows a quite low precision (74.0) due to syncretism isthefix which
is employed for both passives and deponent verbs.

9.4.2 Experiments

The experiments assess the extent to which we may obtain the same effect
from the linguistic information with automatically acquired features. This is
an important part of assessing the scalability of the results discusseel abov
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Gold standard Automatic

Unlabeled Labeled Unlabeled Labeled
NoFeats 89.87 84.92 89.87 84.92
Def 89.87 85.02 89.88 85.03
Case 89.99 85.13 89.95 85.11
Finite 90.24 85.33 90.15 85.23
Voice 89.81 84.97 89.83 85.00
Anim 89.93 85.10 89.86 85.01
Animyn 89.81 84.94 89.86 84.99
AnimNNpN 89.85 84.98 89.85 84.97
ADC 90.13 85.35 90.01 85.21
ADCV 90.40 85.68 90.27 85.54

Table 9.31: Overall results in experiments with automatic featuresparad to gold
standard features, expressed as unlabeled and labelelthattat scores.

9.4.2.1 Experimental methodology

The experimental methodology is identical to the one described in 9.2.1 above,
the only difference being that the linguistic features are acquired autothatica
rather than being gold standard. As before, all experiments are padarsing
10-fold cross-validation on the written part of Talbanken05 and the rieatu
model is the extended feature model in figure 13. In order to enable & direc
comparison with the results from the earlier experiments, we employ the gold
standard part-of-speech tags, as before. This means that the gati¢brthe
various linguistic features are defined is identical, whereas the featluresva

may differ.

9.4.2.2 Results

Table 9.31 presents the overall results with automatic features, compared to th
gold standard resulf$? As expected, we find that the effect of the automatic
features is generally less pronounced compared to the gold standatéreou
parts. However, all automatic features improve significantly on the NoFeats
baseline. In the error analysis we find the same tendencies in terms of im-
provement for specific dependency relations and error types.

192The results for the gold standard combined experiments ADC and ADC\lie %31, are
somewhat lower than the combined results presented in section 9.24 tisenformer experi-
ments do not include the pronoun type feature.
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Morphological features

The morphological argument features from the POS-tagger are releables

saw above, and we observe almost identical results to the gold stansiaitd.re
The addition of information on definiteness causes a significant improvement
(p<.01), and so does the addition of information on case.(01). The im-
provement in terms of performance for specific dependency relatiodsas a
almost identical, with only small, non-significant variations. As before, the
addition of information on definiteness causes the largest effect in terms of
performance for thesp relation, as well as improvement for tlss and 00
relations. Case information benefits the analysis for determiners andsprepo
tional complements, but also argument relations sudsaso, spandio.

In parallel with the gold standard results, we find that the single feature
which has the most notable effect on performance is the feature of fingene
(p<.0001). It influences the analysis of the argument relations, as well as the
verbal relations.

Animacy

The addition of the automatically acquired information on animacy shows
some interesting results. First of all, the addition of all acquired animacy in-
formation for nouns and pronouns (Anim) causes a significant improvemen
(p<.03), even though it is smaller than in the gold standard experiment. We
find that theoo andssrelations are the dependency relations which exhibit the
largest improvement. A clear difference from the gold standard expetimen
however, resides in the performance for therelation, where performance
actually deteriorates slighth?3 This is largely due to the set of plural pronouns
mentioned above, which are ambiguous with respect to the animacy of their
referent. In the gold standard, however, their animacy in the speciftexton
has been manually determined. These pronouns may furthermore fungtion a
determiners, in which case they are never annotated as animate. Cariseque
animacy serves as an indicator of clausal as opposed to phrasal atgtates
which is not provided with the automatic annotation.

We may examine the effect of the different sources of animacy informa-
tion, i.e. the animacy information supplied for common nouns, proper nouns
and pronouns, by examining their effect on parse results. As the rasigis
ble 9.31 indicate, it is the information supplied by the animacy classifier for
common nouns which largely accounts for the improvement observed with

193F_scores for theT relation go from 94.14 in the baseline to 94.09 in the Anim experiment
with automatic features.
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the addition of this feature. This is surprising since the recall for this feasur
quite low. The addition of information only for common nouns in the Agirn
experiment causes a significant improvement in overall resut<04). In the
corresponding gold standard experiment, the results are not signifibattty

than the baseline and the main, overall, improvement clearly stems from the
animacy annotation of pronouns. This indicates that the animacy information
for common nouns, which has been automatically acquired from a consider-
ably larger corpus, captures distributional distinctions which are impdidant

the general effect of animacy and furthermore that the differences the

gold standard annotation prove beneficial for the results.

An error analysis shows that the performance of the two parsers with re-
spect to argument relations is very similar and we observe an improved analy
sis for thess, 00, Sk, 10 with only minor variations®* This in itself is remark-
able, since the covered set of animate instances is notably smaller in the au-
tomatically annotated data set, as shown by table 9.30 above. We furthermore
find that the main difference between the gold standard and automatigynim
experiments does not reside in the analysis of arguments, but rathen-of no
arguments. One relation for which performance deteriorated with the added
information in the gold Animyn experiment is the nominal postmodifier rela-
tion (ET) which is employed for relative clauses and nominal PP-attachment.
With the automatically assigned feature, in contrast, we observe an improve-
ment in the performance for ther relation, compared to the gold standard
experiment, from a F-score in the latter of 76.14 to 76.40 in the former. Since
this is a quite common relation, with a frequency of 5% in the treebank as a
whole, the improvement has a clear effect on the results.

The analysis of postnominal modification is influenced by the differences
in the added animacy annotation for the nominal head, as well as the internal
dependent. If we examine the corrected errors in the automatic experiment,
compared to the gold standard experiment, we find elements with differing
annotation. In general, the relation of postnominal modification dispreters a
tachment to animate nominals. Consider (184)—(185) below which illustrate
corrected errors of the typasr oA andET_AA, respectively. The nominal
heads in these constructiongin ‘friend’ and kandidater‘candidates’, are in-
stances which are annotated as animate in the gold standard, but inanimate in
the automatically classified data set. The automatic annotation as inanimate
results in a correct attachment and labeling of the modifiers, a relativeeclaus
in (184) and the head preposititih ‘to’ in (185).

194The gold standard Animy results exhibit slightly better performance for the and sp
relations, whereas the automatic Apjmresults show slightly better performance for the
andio relations.
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(184) De flesta vill ~trots allt ha en riktig van att halla
the most want after all have a real friend to hold
ihop med
together with
‘Most people, after all, want a real friend to be together with’

(185) For kandidater till landsting och kommunfullméktigegaller
for candidates to municipals and boards holds
fortfarande bostadsbandet
still residence-restrictiobeF
‘With respect to candidates for municipal boards, the restriction on
residence still holds’

We also observe an effect of differing annotation for the nominal degretrin
prepositionakT constructions. Preferences with respect to animacy of preposi-
tional complements vary, as we noted in section 7.1.2 and illustrated with table
7.5 on page 137. In (186), the automatic annotation of the gumanimal’

as animate results in correct assignment ofgheelation to the preposition
hos'‘among’, as well as correct nominal, as opposed to verbal, attachmest. Th
preposition, as we recall, is one of the few with a preference for animate co
plements. In contrast, the example in (187) illustratesraocA error, where

the automatic classification dfarn ‘children’ as inanimate causes a correct
analysis of the head prepositiom ‘about’.

(186) ...mer permanentasamhallsbildningar hos olika djur
...Mmore permanent societies at different animals

‘... more permanent social organizations among different animals’

(187) Foraldrar har vardnaden om sina barn
parents have custodyper of their children

‘Parents have the custody of their children’

A more thorough analysis of the different factors involved in PP-attachisen

a complex task which is clearly beyond the scope of the present study. We ma
note, however, that the distinctions induced by the animacy classifier based
purely on linguistic evidence proves useful for the analysis of bothnaegis

and non-arguments.

Selectional restrictions revisited

In section 9.2.8, we investigated enrichment of the treebank annotatiors by ex
tension to verbal classes of selectional restrictions centered aroundttbe
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of animacy. We concluded that the added information caused more damage
than good, in spite of modest improvements for argument relations. In particu
lar, we found deterioration in attachment caused by the addition of vddsal c
information.
We noted earlier that a larger data set might provide more reliable general-
izations regarding verbal semantics. We therefore extracted selecesirad-
tions from the automatically tagged and parsed version of the Parole corpus
where animacy was assigned automatically, as detailed in section 9.4.1 above.
The selectional restrictions were otherwise extracted and selectionaiass
tion was calculated in a manner identical to the one described in section 9.2.8.
The only restriction placed on the extraction was a frequency threshdld of
overall instances in the Parole corpus. Clearly the data employed is censide
ably more noisy, relying on fully automatic annotation. An inspection of the
resulting classification shows that the noise in the data influences the selec-
tional associations. We examined the selectional association scoresedcquir
for the verbsskriva ‘write’ and visa ‘show’ which we discussed in section
9.2.8. These indicate that associations with the animate class in general are
considerably lower than under treebank acquisition. This is not surgsgice
we rely on automatic animacy classification with a quite low recall. However,
we also know that the classifier has fairly good precision, so we may assume
that the quality of these restrictions is reasonable despite the variation.g-or th
subject argument of the vedkriva ‘write’, we find that the association with
the animate class is 0.76, compared to 0.95 in the gold standard experiment.
For the parse experiments we set a selectional association threshol8 of 0.7
in order to take into account the noise in the data. This gives us a verydigh c
erage of the treebank verbs, unlike the previous experiments. With adhdes
of 0.75, as many as 91.7% of the verb tokens receive a class. A clogeaitloo
the classes shows that several reasonable distinctions are capterag|iged
by (188)—(191) which show Talbanken05 verbs from the differtagses with
a threshold of 0.75:

(188) AnimSS: lara ‘learn’, beratta‘tell’, hitta ‘find’, marka‘notice’, jobba
‘work’

(189) InanSS : gélla ‘concern’,hander‘happen’,kosta‘cost’, betyder
‘mean’, minska’lessen’

(190) AnimOQ bry ‘bother’, gifta ‘marry’, forlata ‘forgive’, alska‘love’,
umgassocialize®%®

195The class oAnimOOinclude a group of so-calledeponenterbs, characterized by a pas-
sives-suffix, but which have an agentive semantics. Examples in¢clogpashope’, trivas ‘en-
joy’. These have been part-of-speech tagged as passives, theircgubject has been recorded
as an object in terms of selectional restrictions.
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Unlabeled Labeled

NoFeats 89.87 84.92
Anim 89.86 85.01
SRy.75 89.89 84.91
SRy 75&ANiM 89.92 84.95

Table 9.32: Overall results for experiments with selectional resimit$ acquired
from the Parole corpus with automatically acquired animadyrma-
tion.

(191) InanOO: utféra‘execute’,gbra ‘do’, sbka'seek’,ge‘give’, veta
‘know’

ThelnanOO class is in clear majority and is assigned to 84.8% of the tokens.
Inaccuracy in the annotation for the inanimate class along with overgemneratio
of passives for verbs, as discussed above, is the cause of thieneeation.

We perform two parse experiments with the acquired selectional restric-
tions, one with only verbal classes ($R) and one with the acquired animacy
information as well (SR7s&Anim). Table 9.32 shows the results which do not
differ significantly from the baseline. We may note, however, that unlike the
gold standard experiments, we observe an improved, rather than detiedior
attachment accuracy, given by the unlabeled attachment score. Thistis mos
likely a result of the increased coverage of classification.

Feature combinations

In parallel with the results achieved with gold standard features, weabaar
improvement of overall results compared to the baselire@@01) and each of
the individual features when we combine the features of the arguments;(AD
p<.01) and the argument and verbal features (ADC¥X;GD01).

Table 9.33 shows the dependency relations which improve the most in the
ADCV-experiment and table 9.33 shows the ranked list of argument regation
only. We may compare the results here with the corresponding information
for the gold standard experiment ADPCV presented in table 9.12 above. We
find that the ranked lists are nearly identical, but with overall somewhatr lowe
results in the experiment with automatic features. We thus observe the same
tendencies with the automatically acquired features. With respect to argument
relations, we find improvement for all relations except Herelation. This
difference is clearly due to the fact that our set of automatic featuresruie
include information on referentiality for pronouns.
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Freq NoFeats ADCV Freq NoFeats ADCV
Ss 0.1105 90.25 91.32 ss 0.1105 90.25 91.32
00 0.0632 8453 86.10 oo 0.0632 8453 86.10
DT 0.1081 94.14  94.67 sp 0.0297 84.82 85.80
VG 0.0302 9465 96.44 AG 0.0019 73.56  81.02
PA 0.1043 94.69 95.06 FO 0.0009 56.68  65.38
ROOT 0.0649 86.71 87.26 vo 0.0007 7210 83.12
+F 0.0099 52.07 55.27 vs 0.0006 58.75 68.75
SP 0.0297 84.82 85.80 Es 0.0050 71.82 72.60
MS 0.0096 63.35 66.06 10 0.0024 76.14  76.29
AA 0.0537 68.70 69.04 op 0.0011 2791  30.77

Table 9.33: 10 most improved dependency relations with automatic ADEatdres
(left) and improved argument relations with automatic AD@dtures
(right), ranked by their weighted difference of balancesiceres.

9.5 Summary of main results

The error analysis presented in chapter 8 revealed consistent ersyrstat-
tic analysis, namely the confusion of argument functions, resulting frord wo
order ambiguity and lack of case marking. In the current chapter, degper-
iments have been reported which examine the effect of various linguistically
motivated grammatical features hypothesized to target these errors.

A set oflinguistic featuresvere formulated which capture different aspects
of argument relations. The features provided approximations of linguistic d
mensions shown to be involved in argument differentiation in a range of lan-
guages, as well as more language-specific properties of Scandiaagiament
realization. An extended feature model enabled us to experiment with the add
tion of lexical information for arguments through features expressing ayima
definiteness, pronoun type and case. The experiments showed thétatace
individually causes a significant improvement in terms of overall labelegtacc
racy, performance for argument relations, and error reduction ésplecific
types of errors performed by the baseline parser. Error analysisarargphe
baseline parser with new parsers trained with individual featureslrénein-
fluence of these features on argument disambiguation. We find that animacy
influences the disambiguation of subjects from objects, objects from imdirec
objects as well as the general distinction of arguments from non-arguments
Definiteness has a notable effect on the disambiguation of subjects and sub
ject predicatives, and pronoun type distinguishes between referantiaion-
referential subjects. Information on morphological case shows a dieat e
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in distinguishing between arguments and non-arguments, and in particular, in
distinguishing nominal modifiers with genitive case. Experiments with fea-
tures of the verb included information on tense and voice, and furthermore
established the importance of the property of finiteness in parsing of Bcand
navian. The final experiments combining all features, exhibited a cumulative
effect of the linguistic features and also served to validate the choice s# the
features as important factors in argument disambiguation. The ADPCV-expe
iment which combined information on animacy, definiteness, pronoun type,
case and verbal features showed results which differed significantty the
baseline, as well as each of the individual experiments@O01). We found
clear improvements for the analysis of all argument relations and clear erro
reduction in terms of argument disambiguation. For the error types cogfusin
subjects and objects$ 00, 00_s9), for instance, we observe a 44.6% and
46.0% error reduction compared to the baseline.

In section 9.2.8, we furthermore enriched the treebank annotation with
selectional restrictions, a relational category expressed as a lexinahse
property of the verb which determines the animacy of its arguments. The study
discussed in section 9.2.8, showed the importance of dealing with variation
in restrictions and a probabilistic measure of selectional association allowed
us to experiment with various levels of gradience for the selectional restric
tion classes. Experiments testing the effect of selectional restrictiongedqu
from the treebank, as well as restrictions acquired from an automaticalby an
tated and considerably larger corpus, gave inconclusive results arfiouwd
no significant improvements compared to the simple addition of information
on animacy. The experiments indicate that information on argument animacy
can, and should, be utilized independently of selectional restrictionstitem
verb.

In section 9.3 we examined the effect of variations over properties of the
parseron argument disambiguation. The application of a graph-based, data-
driven dependency parser to the same data sets as earlier enabléstiven
study of argument disambiguation. We observed significant improvements with
the added information, however, the error analysis for argument reddtigh-
lighted the importance of conditioning on a rich linguistic context. Experi-
ments with a local feature model for MaltParser further elucidated the relativ
influence of our features in argument disambiguation.

Thescalabilityof the results was addressed in section 9.4. In contrast to the
earlier experiments, the linguistic features employed during parsing were ac
quired automatically. We found that the results may largely be replicated with
automatic features and a generic part-of-speech tagger. All addedsegave
significant improvements over the baseline and the tendencies in termsrof erro
reduction for specific dependency relations were highly similar. We furthe
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more employed annotation from the animacy classifier developed in chapter
7 during parsing, and in this way externally evaluated the lexical information
acquired there. The application of animacy information based purely on lin-
guistic, distributional data proved to capture important distinctions which gave
a performance which was as good as, and even slightly better than, the gold
standard counterpart experiment.






CONCLUDING
REMARKS

In the introduction to this thesis we set out to study linguistic factors involved
in argument differentiation and made the initial assumption that these may
be studied using data-driven methods which generalize over langutgedda
unifying theme in the work presented here has been the induction of linguistic
generalizations from differential properties of syntactic arguments inkge
data. Consistent correlations between the morphosyntactic and semaltic rea
ization of arguments have been exploited in the lexical acquisition of animacy,
which was the topic of chapters 6—7 and in argument disambiguation in syn-
tactic parsing, which was the focus in chapters 8-9.

In this final chapter, we conclude the thesis by outlining its main contribu-
tions and directions for future work. We will in particular describe the main
findings which unite the thesis, as well as more specific contributions internal
to its two main parts.

10.1 Main contributions

The underlying methodological conviction expressed throughout this thesis
has been an empiricist one, focusing on the essential role of langutae da
in linguistic investigations. We have shown how data-driven, computational
models of language can be employed for linguistic investigations and in turn
how linguistic generalizations can improve on computational models.

The main contributions of the thesis are found in its attempt to unify in-
sights from different subfields of linguistics, in particular theoretical com-
putational approaches. We have seen how the study of soft constaihts
gradience in language can be carried out using data-driven modelsaged h
argued that these provide a controlled setting where different factoydma
evaluated and their influence quantified. By focusing on empirical evaiyatio
we have come to a better understanding of the results and implications of data-
driven models and we have shown how linguistic motivation in turn can lead
to improved computational models. Data-driven models clearly benefit from
linguistically informed feature selection and error analysis.
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10.1.1 Lexical acquisition

The initial assumption made at the beginning of Part Il is that there is a close
relation between the syntactic distribution of nouns and their semantic prop-
erties; so close, in fact, that we may approach the latter by generalizing ove
the former. A corpus study of the distribution of human and inanimate nom-
inal elements, detailed in section 7.1.2, confirms the central role of animacy
in argument differentiation and shows significant distributional diffeesrize-
tween the distinctions in argumenthood established in chapter 3.1: subject and
object, core and non-core arguments, as well as argument and guomeatt.

We approach the task of animacy classification for nouns through dadr
lexical acquisition based on morphosyntactic distributional data which @aptur
exactly the tendencies in argument differentiation discussed above.

The task of animacy classification is not a widely studied one in computa-
tional linguistics, allthough it resembles other semantic classification tasks like
named-entity recognition or verb classification. A main contribution of Part Il
is thus found in the definition of the classification task and the identification
of several factors central to its performance. We have shown thaifdasion
performance is influenced by several factors, such as data rafatse and
sparsity, the size of the data sets and their class distribution. Obtaining animacy
data is another topic which has been dealt with extensively. We have exView
and evaluated annotation schemes for animacy and addressed the yeéntor
classes through empirical investigations into the dimension of animacy and its
gradience.

In chapters 6—7 we identified several factors which individually andm-co
bination influence the classification results. We varied the feature repaese
tion of the nouns, from a small set of theoretically motivated features to a
more general feature space. An accuracy of 95% was obtained orllasstna
of high frequency nouns with only seven morphosyntactic featuresyaras-
certained that backing off to a smaller set of the three most frequentdsatur
allowed us to maintain similar performance for nouns with considerably lower
frequencies<50). The scaling of the classification task to a larger data set ex-
tracted from an annotated treebank, highlighted the skewed distributioe of th
classes of animate and inanimate, showing an approximate 10-90 split in the
data. An important part of dealing with the skewed class distribution wasifoun
in extending the feature space to include more information on each individual
noun. We also saw how the size of the data set influenced the performiance
the classifier, however, notwithstanding the influence of data sparsitpowe
tain results for animacy classification, ranging from 97.3% accuracy t804.0
depending on the sparsity of the data. With an absolute frequency threshold
of 10, we obtain an accuracy of 95.4%, which constitutes a 50% redudtion o
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error rate. The classifier is conservative with respect to the minority ofass
animate instances and, with a frequency threshold of 1, it exhibits a precisio
of 79.1 and a recall of 40.5 for the animate class. The correspondinigsrés

the majority class of inanimate elements is 94.6 and 99.0.

We initially defined the classification task as a binary one with the classes
of ‘animate’ and ‘inanimate’. Gradience in the animacy dimension was estab-
lished through experiments with varying class granularity as well as a com-
parison of human and automatic annotation for the dimension of animacy. In
section 6.6, we included a set of collective nouns denoting organizations in
our data set. Results from a three-way classification experiment shoaed th
these constitute a distinct group based on linguistic distribution due to their
potential for both highly agentive, as well as mass-like readings. Clugterin
experiments with the same data set clearly supports a main distinction between
animate and inanimate entities, with a gradience of the animate category which
extends to the aforementioned group of organization nouns. A companfison
nouns which show gradient properties in the human annotation for animacy
and in the automatic classification underline the fact that animacy classifica-
tion strictly deals with animacy as a linguistic category. We find that 53.1% of
inanimate entities which are misclassified as animate by the automatic classi-
fier are elements of gradient animacy, such as animals, collective nodns an
abstract or vague nouns. The treatment of animacy as a denotatiopattgro
based only on linguistic evidence has lead to a consistent annotation which
captures relevant information in the task of argument disambiguation.

Distributional features and a denotational treatment of animacy weredargue
to constitute prerequisites for acquisition of lexical preferences bassdft
probabilistic constraints on arguments. We have seen that proposedtitianc
relevant to the animacy dimension may be explored employing machine learn-
ing. The extensive feature analysis performed throughout Partslkclearly
shown the acquisition of these functional, distributional preferencesoive
clude that statistical tendencies in argument differentiation with respect to the
dimension of animacy supports automatic classification of unseen nouns and
has been shown to be robust, generalizable across machine learniripaigo
— both supervised and unsupervised — as well as scalable to largeet$ata s

10.1.2 Parsing

Part 11l of this thesis was devoted to the study of argument disambiguation in
data-driven syntactic parsing. The main goal of this part of the thesisomas
vestigate the influence of various linguistic features on argument disambigua
tion. We motivated the choice of a data-driven parser by the direct rethijpn
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to frequency in language use which alleviates the need for explicit formulatio
of constraints on arguments. Moreover, a dependency represeregaabies
acquisition of generalizations at the level of grammatical functions, alstrac
ing away from specific, structural realizations, whilst limiting the structural
assumptions to the minimal syntactic relation between a head and its depen-
dent. For our experiments we employed MaltParser, a language-indgagend
system for data-driven dependency parsing.

In order to enable a detailed study of the influence of different featwes
developed an explicit methodology for error analysis of the results, elyer
we manipulate sets of errors and in this way quantify improvement and deteri-
oration of results. The results from a baseline parser were analyzédiec
8, where we employed only a limited set of features to represent tokens in the
parse configuration: part-of-speecio, lexical form FORM) and previously
assigned dependency relationg€ PREL). We noted the acquisition of a range
of generalizations regarding syntactic arguments based only on the distmibu
of these features in the data, such as the canonical ordering of artp,icetn
egorial and lexical preferences with respect to argument realizattha aga-
sonably good distinction of arguments from non-arguments. The eratysas
also revealed consistent errors in argument assignment, and we detktinaine
properties common to Scandinavian type languages, namely word order var
tion combined with little morphological marking, were largely responsible for
these errors.

Following the initial error analysis presented in chapter 8, we performed
a set of experiments with an extended feature model and linguistically moti-
vated features. The features of animacy, definiteness and referentiali¢y
motivated by linguistic studies employing typological, theoretical and psy-
cholinguistic data and found to be important in argument differentiation, as
presented in chapter 3. Furthermore, features representing caseaiehvoice
were features which approximated defining properties of argumentagaiiz
in Scandinavian type languages, as presented in chapter 4. Eacle fiealiur
vidually caused a significant improvement in terms of overall labeled acgura
performance for argument relations, and error reduction for thefgpgpes
of errors performed by the baseline parser. We furthermore estabtisaiethe
replacement of verbal tense with the property of finiteness significantly im-
proved the effect of verbal features. We also achieved a cumuldfes @
the combination of the features which differed significantly from the baseline
as well as each of the individual experiments:(p001). Moreover, resulting
error analyses revealed the acquisition of functional preferences fange
of argument relations and linguistic features in line with the observations in
chapter 3.
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Comparative experiments on identical data sets with a graph-based depen-
dency parsed, MSTParser, gave significant improvements in resultseatso
Moreover, the results highlighted the importance of conditioning on the pre-
vious linguistic context for improved argument disambiguation, and lead us
to experiment with feature locality in MaltParser. With a highly local feature
model, where additional linguistic features were limited to candidate head and
dependent during parsing, we found that our features gave cleannapents,
however, lower effects in terms of argument disambiguation.

The features employed initially were gold standard features taken from the
treebank annotation. The scalability of the results achieved with the gold stan-
dard annotation was addressed and largely confirmed in section 9.4. Similar,
although slightly lower, results in terms of parse performance were achieve
with a set of automatically acquired features taken largely from a genetic pa
of-speech tagger. We applied the animacy classifier developed in cliapidr
found that it captured linguistic distinctions which proved important for the
disambiguation of arguments. The addition of automatically acquired animacy
information for common nouns resulted in a significant improvement of over-
all parse results and was shown to give as good, or even slightly bedelts
than the gold standard counterpart. Error analysis revealed the irglwénc
gradient animacy categories.

10.1.3 Argument differentiation

The ability to distinguish between different types of arguments is central to
syntactic analysis, and the way in which this is done is dependent on a range
of interacting factors. In this thesis, we have approached the topic af arg
ment differentiation by establishing a set of argument distinctions and & set o
linguistic dimensions which we hypothesize to be correlated. We have further
more argued that data-driven models can provide an elucidating pevspec
on the coupling of arguments and linguistic properties without an explicit ex-
pression of a set of constraints. Generalization over language dashdwae
consistent statistical tendencies in argument realization and we haveaeen h
these may be employed to acquire linguistic categories.

In the initial chapter we posed two main research questions, repeated below

1. How are syntactic arguments differentiated?

e Which linguistic properties differentiate arguments?
e How do linguistic properties interact to differentiate an argument?
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2. How may we capture argument differentiation in data-driven models of
language? What are the effects?

More than anything, we hope to have shown in this thesis that these arsintere
ing and worthwhile questions. We have also provided some possible answer
which highlight different aspects of argument differentiation.

First of all, we may conclude that differentiation of arguments takes place
relative to several distinctions in argumenthood, such as the distinction be-
tween the two arguments of a transitive construction, the subject and object,
the core and non-core arguments, as well as the main distinction between arg
ments and non-arguments. Our results emphasize this relative naturei-of arg
ment differentiation. The most important distributional features employed for
animacy classification, such as thiesJ, oBJandGEN features, provide infor-
mation regarding important distinctions in argumenthood, hence environments
which tend to exhibit differential properties. The parse experiments highlig
this point further, and we find that error reduction in terms of argumeanuis
biguation increases in line with conditioning on the linguistic context in terms
of grammatical relations and linguistic features.

The formulation of question 1, which asks how arguments are differenti-
ated, furthermore points to part of the answer, namely: through a set-of lin
guistic properties. In this thesis we have identified several such prapertie
and, perhaps more importantly, attempted to explicate and evaluate the con-
ditions under which these properties affect syntactic argumenthoodaWée h
examined linguistic properties, such as animacy, definiteness and tefkign
which are relevant to a range of languages, as well as more langpagiics
properties relating to morphological and structural properties, suchsasand
finiteness. With respect to levels of linguistic analysis these properties-repr
sent a mixture, ranging from semantic and discourse-oriented propersies
well as morphosyntactic ones. We propose that the interaction of the linguis-
tic properties is probabilistic and that the frequency distribution of linguistic
properties relative to different distinctions in argumenthood in languatge da
directly determines their importance in argument differentiation. These results
are clearly compatible with a view of argumenthood as determined by a set of
soft constraints, as suggested by theoretical and psycholinguistic work

As mentioned above, one of the main contributions of this thesis is method-
ological and a large portion of this thesis has therefore been concestied
the second question posed initially, i.e., how argument differentiation may be
captured in data-driven models. In the introduction, we proposed to employ
theoretical proposals regarding argument differentiation to motivate five-de
tion of data-driven learning problems and thereby to guide generalization f
language data. In order to capture argument differentiation we hawveifated
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features which generalize over syntactic arguments as well as their linguistic
properties.

In general, we have seen that a separation of a notion of argumenthood
from specific morphosyntactic realization has been a key component in the
data-driven modeling of argument differentiation. This was achievedigfiro
distributional features in Part I, which generalize over specific stratteal-
ization, such as word order. This representation was shown to catatistical
tendencies in argumenthood with respect to the linguistic property of animacy.
In Part Ill, we studied argument differentiation in context through theystu
of argument disambiguation in a data-driven dependency parser fediSw
The error analysis showed that further improvement of argument analgs
partly dependent on properties of argument realization other than wded o
and morphology. The separation of functional arguments from struqtosa
tion which characterizes dependency analysis enabled the acquisitiomoof f
tional generalizations irrespective of structural realization. For Soawign
type languages, which are characterized by considerable wordv@adation
and lack of morphological marking, the separation of function from strattu
realization constitutes an important property. The acquisition of soft, func-
tional constraints is furthermore clear from the type of improvement which the
added information incurred. We found improvement largely in labeled results
caused by disambiguation of grammatical functions, rather than structsral p
sitions (attachment). For instance, for the errors confusing subjeatbjects
and vice versa, which were largely errors in labeling, we observedranre-
duction of 44-46% in the experiments combining all features. We found that
a majority of the improved errors were arguments which were non-carionica
in some sense, i.e., departing from the most frequent structural and ororph
logical properties. Improvement thus relied on other properties of angume
relations and the abstraction over specific realization in terms of depgndenc
relations.

The representation of the linguistic properties introduced in chapters 3-4
has also constituted an important part of the data-driven modeling of amjume
differentiation. We have throughout the thesis explicitly stated that daterdri
modeling relies largely on approximation. The formulation and evaluation of
the features proposed to approximate linguistic properties of arguments has
therefore constituted a central part of the work described above.

10.2 Future work

A natural next step is to extend the studies performed here to other laagyuag
The linguistic tendencies in argument differentiation presented in chapter 3
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have been attested in a range of different languages. The work orsiica

of animacy described in Part Il is based on linguistic generalizations releva
to a wide range of languages, for instance English (Zaenen et al..2004)
would therefore be interesting to experiment with animacy classification for
other languages. Properties of the Scandinavian languages which roag-be
nected with errors in argument assignment, see part Ill, turn out n&t isob
lated phenomena. A range of other languages exhibit similar propertres, fo
instance, Italian exhibits word order variation, little case, syncretism ireagre
ment morphology, as well as pro-drop; German exhibits a larger detynewd
order variation in combination with quite a bit of syncretism in case morphol-
ogy; Dutch has word order variation, little case and syncretism in agréemen
morphology. These are all examples of other languages for which thisres
described here are relevant. Work on subject-object disambiguatidtalian
suggests that a very similar approach might be worth pursuing also for this
language (Dell'Orletta et al. 2005, 2006). The cross-linguistic genatality

of our results can be tested empirically by data-driven dependendygaifs
other languages with motivated features.

Gradience in the animacy dimension was here addressed through experi-
ments with a more fine-grained set of classes. However, one might also dra
a more radical conclusion from the notion of gradience and dispense igith d
crete categories alltogether, opting for a continuous animacy dimension. As
a first step, application of a soft clustering algorithm might provide an ex-
ploratory overview. We have furthermore treated animacy as a lexicpépso
of nouns and adopted a denotational treatment of this property through typ
level classification. This has been shown to be a viable approach thtoegh
application of the animacy classifier during parsing. However, we haee als
discussed in several places, the influence of the linguistic context ereref
tial properties of nominal elements. An interesting possibility is thus to per-
form token level animacy classification, where type-level classificatiostco
tutes some sort of prior probability (Brew and Lapata 2004), and in addition
incorporating the specific linguistic context.

In the automatic acquisition of features for parsing, detailed in section 9.4,
we did not deal with the acquisition of non-referential subjects. As we hav
noted already, there are a range of quite different constructions \ithkide
non-referential subjects and the extent to which this is dependent on-the a
gument structure of the verb also varies. This makes classification of non-
referential subjects a challenging, but also interesting task since it povid
a more fine-grained picture of argument properties.

Finally, the work described in this thesis has been largely concerned with
syntactic arguments which are per definition subcategorized for by the ver
We have also discussed differentiation of arguments from non-arguniéms



10.2 Future work 269

error analysis for the baseline parser showed that confusion ofetiff&inds

of adverbials is a frequent error type in the parsing of Swedish, in addiio
confusion of arguments. The case of adverbial disambiguation constitutes
area with several commonalities to that of argument disambiguation. First of
all, adverbial placement is characterized by variation, in particular foligwin
the finite verb in Swedish (Andréasson 2007). Hence, an approaich wp-
erates with a separate level of functional analysis, like dependenoyntag

may capture regularities irrespective of structural realization, much like the
case of argument disambiguation.
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