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Abstract

Data mining is field that is increasing in importanand width of application day by day. A
sub-domain of data mining, the anomaly detectioalss rising in importance the last years.
Although discovered a long time ago, the last A@wyears the uses of anomaly detection are
increasing, therefore making it a useful techniqoediscover fraud, network intrusions,
medicine side effects and many other useful an@walithin a wide set of data. The task of
this master thesis is to find a more optimal angndakection technique to uncover fraudulent
use or addictive playing in the transaction datamline gambling websites. This work is
conducted on behalf of a Swedish company that ésgied in the field of data mining. For
the needs of this work an anomaly detection methasl been adapted, implemented and
tested. The evaluation of this method is done hyparing the results it brings with the
anomaly detection technique currently used forstmae purpose.
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1 Introduction

It is a commonly accepted fact that technology raaya is advancing rapidly. New or
improved versions of devices, programs and methoglsnaking our every day’s tasks faster
and more efficient. This technological progresals affecting the way that we manipulate
data. Today storage space is more affordable than At the same time, data collection has
become easier within the past years. People, nowadae more willing to share personal
data than 10 years ago. Moreover, the use of igtdras increased in such a manner that
internet itself can serve as a big data sourceryieere around us information is being
collected from government agencies, scientificitnbns and businesses to the tram stop or
super market around the corner. But what happeral these data? The average datasets
collected have increased so much that the storeedada really hard, if not impossible, to be
processed by human minds. The need of a procegsttrough these data and come up with
new relations, models or patterns has been grélader ever. This process is callBata
Mining.

1.1 Data Mining

1.1.1 What is Data Mining

Data Mining is the automated process of going tgholarge amounts of data with the
intention to discover useful information about thea that is not obvious. Useful information
may include special relations between the datagitpenodels that the data repeat itself,
specific patterns, and ways of classifying it aativering specific values that fall out of the
“normal” pattern or model. According to Tan et ddata mining blends traditional data
analysis methods with sophisticated algorithmspfocessing large volumes of data” [22]. It
also provides possibilities to explore data in neays with the use of artificial intelligence
techniques and neural networks.

Data Mining is derived by the combination of ditfat areas: Statistics, database technology,
artificial intelligence, pattern recognition, maeckilearning and visualization [10]. All these
fields have very vague borders that define thenis Tiakes it difficult to distinguish where
each of these fields overlap and where does oné &ed data mining begins. A good
description of data mining and the fields thatuefice it is provided in Figure 1
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Figure 1. Data Mining and the fields of influence



Data mining is usually applied to data that hasaaly been collected for different reasons.
This means that data mining is many times applee@ tdataset after the data have been
collected and stored and without taking into coasation the purpose of the data mining
procedures. Therefore it does not include any dallaction principles. This is the difference
with statistics. In statistics the data are coddn order to answer specific questions.

Knowledge Discovery in Databases

Data mining is a part of Knowledge Discovery in &lmses (KDD). As KDD, we define the
process of extracting useful information from “rawata. This process includes several
stages, as shown in Figure 2, where the raw datanput in the process, converted into an
appropriate format, applied data mining technigaad then post processed. In the pre-
processing procedure the data are selected, adaptedacceptable format and subjected to
“data cleaning”. In data cleaning, the data areckbe for invalid or double records leaving
only the useful data for the next step. In the postessing procedure, the results of the data
mining methods are converted into the useful infron. This might be different
visualisations of the results or display of theadaadtterns or results.[15]

Data Pre-Processing Data Mining Data Post Processning \

o= M=

Figure 2. The KDD stages

Additional issues on Data Mining

As it is mentioned earlier data mining is the psscef going through large datasets and
discovering information about the data. Howevet, albinformation retrieval processes can
be considered data mining processes. A simple temleof some fields in a table of a
database or the hypothesis that since an emplsyae pregnancy leave, she would be female
cannot be considered as data mining. The informdtat is revealed about the data should
not be clear before the process of the data mininigss the intention is to confirm a
hypothesis. Moreover, data mining procedures aree@i to performed tasks that are
impossible (or really hard) to be performed by homadn that sense, most of the cases, data
mining is called to work with really big amount déta, without this being restricting. It is
possible for a data mining procedure to discovepecific model in a relatively small dataset.
This should be held with additional cautiousnessa anodel would appear in every dataset if
the data mining engine searches enough. This isdhealleddata dredging(might also be
referred to as data snooping or fishing), whereodehis discovered in a dataset or a group of
different datasets that is too general to incliewhole data or datasets.[13]



1.1.2 Uses of Data Mining

Data mining, in its different forms, is used wideébglay and has resulted in the improvement
of many areas. Although a big part of it has beecuding on marketing and customer
relations there is a big variety of fields thatsitspreading. These fields are summarized by
Kantardzic in [13].

Mining in Financial Data

In the financial field data mining has been appt@éhformation concerning banking systems
for credit fraud detection, bank customers’ crddibjudgement, maintaining customers by
predicting whether the customer is probable toaya tompetitive company. Moreover data
analysis is applied to predict stock prices andkstendency in the stock value exchange.[13],

[6]

Telecommunications

Telecommunication is a field that is characteriséy high competition. The
telecommunication companies many times are factute challenge to invest big amounts
of money into new technologies with uncertain fatuin this field, data mining techniques
are applied for the classification of the consumpeblic and the prediction of its actions.
Prediction of the customer’s actions can be predjctvhat kind of services would a new
customer probably want, how can one make sure d@hatistomer will continue being a
customer and how is it possible to predict when ustamer will request a new
service/product. Moreover, in the domain of theeinét services, data mining is applied for
network intrusion detection. Specific data miningthods assist in the detection of intrusions
and malicious attacks like Denial of Service (Dagacks.

Retail Vendors

The product commerce is a domain that is also begpmmore efficient and competitive.
Since commerce is one of the oldest professiomdit pnargins today are getting slimmer and
every vendor's dream is to become a “market leadkdditionally, with the increase of e-
commerce, in the last 10 years, the marked hatlsée geographically but also in terms of
competition. Once providing goods online, peoplenirall over the world can make
purchases but you are also competing with vendors @all over the world. Therefore the
need for improved processes and smart businessmemieis bigger. This is where data
mining intervenes. Data mining is applied to assighe distinction of the advertising target
group (who is more probable to be interested in gpecific product and how could this
person be reached), in the product associatiorh (v sense of after purchasing diapers it is
highly possible to purchase baby milk) and in kagghe customer “loyalty”.

Medical Research

Data mining has been playing an important role he tesearch in new diseases and
medication. Patients’ medical histories are staredlectronic form containing information
about treatments and symptoms. Proper processitigsoinformation is proven to be really
useful. Moreover, the breaking of the genetic cimdthe DNA has opened new doors in the
treatment of chronicle diseases like cancer whenetic code anomalies can be detected.



National Security

Data mining has been proven to be really usefunaters of national security. After the
terrorist attack of September™,22001, the government of the United States matéqtwo
projects that were based on data mining and wasstin the prevention of terrorist attacks.
These projects were Terrorism Information Awarenéssd) and Computer Assisted
Passenger Pre-screening System (CAPPS II).TIA wasogram of DARPA, research and
development organization of the US Department debDee. The aim of this program was to
detect plans of terrorist attacks against targe&neerican interests. That was achieved with
the automated language translation of written é&xt recorded conversations and the pattern
recognition of information collected. CAPPS Il was program applying data mining
techniques to characterize the people about tovitly an aeroplane with a specific “score”:
green, yellow and red. The people with green waialde their luggage pass from the normal
control. The people with yellow would have theig@age pass from a special control check,
while the people with red would not be allowedIto [21]

1.1.3 Data Mining Techniques

As we saw from the uses of data mining, data mimsng big field with many applications.
This makes it an important part of KDD. Data miniagpossible to be studied and explained
easier if separated into sub categories accorditiget task that they perform. These are called
theData Mining Techniques

Within the data mining documentation, there are yrdifferent perspectives on how the data
mining techniques are separated. Most of theseeetises cover the same fields but with
different structure. The choice of the most appedpr separation of the data mining
techniques is mostly subjective. A quite commonasa{on is that made by Hand [10], who
separates data mining into categories accordintpgooutcome of the tasks they perform.
These categories are:

1. Exploratory Data Analysis. Which intents to explore the data without aiming
somewhere specifically but mostly to extract infatimn concerning the data. The
information aim mostly in assisting in the visuatisn of the data.

2. Descriptive Modelling. That tries to describe the data or the procebsdreate the
data. In this category data are classified intéed#nt groups with different methods.

3. Predictive Modelling: Classification and RegressionThat aims to predict new data.
This is achieved by creating a model under whiehdhta are reproduced. According
to the correctness of this model, the new valuegpeedicted.

4. Discovering Pattern and Rules This category tries to discover specific pattanal
rules of the dataset. Having defined a patternatfskt makes it possible to detect
values that are not complying with this pattern t#retefore are anomalous.

5. Retrieval by Content In this category a search for a specific patterapplied. This
category includes image search or web search.

Although complete, this perspective is not idealtfe analysis required in this research as
many of the fields are interloping quite often. Rbe works of this master thesis the
perspective of Tan et al. [22] is used to divide data mining techniques and explain their
use. According to this perspective, data miningdigided into four main categories:
Classification, Association Analysis, Cluster Are$yand Anomaly Detection.



1.1.4 Classification

Classification is the task of separating each ikaufra data set into a set of predefined
classes. Each record has a set of attributdsit characterize it. According to the values of x
the record is classified to one of the labels ie Het of class labelg. So the aim of
classification is to create a function f that wocllassify each attribute set(i.e. a record) to
one of the labels in the class labelyset

Classification can be used for Descriptive or Riixe Modelling. In predictive modelling
classification is used to label a set of alreadysteyg records in order to describe or
distinguish them in a better way by separating thetm different classes. In the predictive
modelling, classification is used to classify navd anknown records.

How does Classification work

The classification technique creates a classiboatnodel that classifies automatically new
records according to their attributes. For this eldd be created, @raining Datasetand a
Learning Algorithmis needed. A training dataset is a dataset wheredcords are already
classified. This is an input in the learning modélere with the use of the learning algorithm,
the classification model is created. After the tioraof the classification model, a test dataset
is used to estimate the accuracy of the classificanodel. The test dataset is a dataset that
the classes of each row are known but not providetie model. Therefore, the accuracy of
the classification can be calculated by compariomg many of the rows were misclassified by
the model classification. Many times the test dzttés a part of the training set that is not
provided in the learning process.

There are different techniques to apply data diaasion. These classification techniques are
called classifiers and although they obtain the esabjective can vary on they way they
achieve it and the effectiveness or cost of trgnin

Classifiers

One of the common classifiers is tbecision Treeclassifier. It is in fact the most common
and simple way to classify data into labels. ktassisted of a root node, some internal nodes
and one or more leaf or terminal nodes in treectira. When a new record is inserted, it
passes from the root nodes and then accordingetatthibute values it makes a route in the
internal nodes to end up in a leaf node that icthgs label to be classified. The tree structure
is created by the learning algorithms for decidiee. The most common algorithms used for
the creation of a decision tree model is the Hualkorithm, TreeGrowth, Cart, ID3 and its
extension C4.5.

A special attention should be paid in the traintagaset of the decision tree. If the training
dataset has too few records, then the decisionitelrave too few nodes therefore we would
have Model Underfitting.If the training dataset on the other hand, woudehtoo many
records, the model would start fitting perfectly tbe specific dataset and therefore
misclassify new records. This is callbtbdel Overfitting Model underfitting and overfitting

is a general issue of the learning datasets andti®nly encountered in decision trees. The
size of the training dataset depends on how sat@fathe classification error is.

Apart from the decision tree, there is a varietyclafssifiers used for classification today.
Some are as simple and others are more complicatede of the most common classifiers
are the Artificial Neural Networks, the Bayesiarafifier, the Rule Classifier, the Nearest



Neighbour and the Support Vector Machines. Eachdfribe classifiers has its own way of
classifying so when considering a classifying table best trade-off between learning and
preparation cost and classification error rate khba considered, although in many cases the
combination of different classifiers in @amsemble methad more effective.

1.1.5 Association Analysis

Association analysis is the technique of searcliangdata patterns and associations within
records of big datasets. That means that assatiatialysis tries to find if there are special
connections between the records of a dataset. fEuisnique is vastly used today for
marketing, advertising, inventory management otarusr relationship aims. It analyses data
that have been collected by purchases, customesartons or gallops — questioners but also
for more scientific reasons like the analysis fedises and their causes by looking on the
patients’ history.

Explanation of Association Analysis

In order to achieve its goal, association analyaislresses two main issues. Firstly, it needs
to make sure that associations encountered areseatiations and not happening by luck.
Secondly, the cost efficiency issue: the datasetsrieed to be analysed are usually datasets
containing big amounts of data, for example all pnechases made the last year in the main
branch of a supermarket chain. Searching for dedacations in datasets like this can be an
extravagant procedure.

The first issue is handled by measuring $upportof the Association Rules. In a simplified
example of a retail vendor, the purchase datasatdraonsist of a table containing the Items
to be searched for associations (i.e. the prodadgsjolumns and the transactions of what
items have been purchased. Therefore we haveetimsét, which is the list of available items
and the separate transactions that contain a setno$ which is a subset of the itemset. An
association rule would be the speculation that iipetems from the itemset are usually
being purchased together. When having an assatiaiie we can measure the validity of
this rule by measuring tifgupportandConfidenceof the rule. The support declares how often
this rule is appearing in the dataset while thefidence declares how often the items of the
rule appear together. Therefore, in a dataset wdicd the associations between the items by
creating association rules and measuring the stippdrconfidence of these rules.

However, in really big datasets the measure oktipport and confidence for all the possible
combinations of items can be really extravagantis Thrings up the second issue that
association analysis is addressing: The cost effay. Association analysis is trying to
measure the cost of finding associations in a datiag calculating the items that are most
probable to be included in an association rule witb main techniques: either by excluding
items that would not be in an association rule prréducing the number of calculations
needed to find the items that would be in an assioci rule.

The exclusion of items is achieved with #eriori algorithm. This algorithm is based on the
idea that if an item would be in an associatiorerdhen this item would be appearing
frequently. With the same sense, if an item dodsbetong to an association rule, this item
would no be appearing so frequently. The apriogpathm calculates the support of each
individual item and automatically excludes the isethat are found to have support below a
threshold.



On the other hand, the reduction of calculationgded to find items that belong to

association rules is done with tR®-Growth algorithm. The FP-Growth algorithm creates a
tree structure representation of the items, ordetirem by importance according to their
support and with the item combinations (as theyeappn the transactions) appearing as
branches. This is called the FP-Tree. After creathis “condensed” representation of the
data the association rules can be extracted bygat#tie combinations of items with the

highest support starting from the bottom of the tre

These two methods are the most common methodsafoulating the items that are most
probable to be in the association rules. After miefj the strongest combinations of these
items, the so calledandidate itemsethie association rules are extracted.

1.1.6 Cluster Analysis

Cluster Analysis is the method of grouping dateetbgr according to their characteristics in
groups (clusters) that characterise and describaldita. The task of cluster analysis is quite
similar to the task of classification. The diffecenis, however that classification tries to
separate data in to a set of predefined classde whtluster analysis the classes (clusters) are
created as part of the analysis. That is why mangg in the documentation, cluster analysis
is also referred to amsupervised classification

The cluster separation (the product of clusteryamis) can be calledlustering Clusterings
are separated in:

Partitional or Hierarchical . Clusterings are characterised as partitional wherdata points
are not overlapping while they are hierarchica dluster is consisted from many clusters. In
that case a data point belongs to more that orsteclwhere each cluster is a subset of the
other.

Exclusive, Overlapping or Fuzzy If the data points of a clustering belong onlydioe
cluster, then this is an exclusive clustering, whila data point belongs to more than one
clusterings equally, then it is overlapping. InZyzlustering each data point is assigned a
probability from O to 1 that it belongs to a clust€éhe sum of all cluster probabilities for a
data points are equal to 1.

Complete or Partial. Clusterings are also separated into complete vitwey group all the
data or partial when they leave data unclustered.

Clustering Algorithms

There are three common techniques of clusteringolydpg Prototype-Based clustering,
Hierarchical clustering and Density-Based clustgrifhese three methods are displayed with
the most common algorithms for technique.

The most common algorithm for prototype-based ehlusg) is theK-meansalgorithm. This
algorithm defines K cluster centres (centroids) geiates by assigning each data point to the
closest centroid and recalculating the centroidl tim¢ centroids do not change position. The
number of centroid K is a user defined parameter ianthe actual number of clusters the
specific clustering will have. The centroids in mo$ the cases are not in the position of a
point. Although simple and vastly used, this alton fails to cluster effectively data where
the points are not rounded-shaped in contrast thehK-metroid algorithm that the centroids
are represented by real points (metroids). Thisrdalgn however has a higher cost.

One of the most representative Hierarchical clusgemlgorithms is theAgglomerative
Hierarchical Clusteringalgorithm. In this algorithm, the clustering ssawith each point



considered as a cluster and gradually groupingthegeooints that are close to each other.
This is done until there is only one cluster. Theuging of points is done with the calculation
of the proximity matrix. The proximity matrix israatrix where the distance of two clusters is
calculated and stored. The most common ways taledécthe proximity of two clusters is the
MIN that calculates the minimum distance, MAX tlealculates the maximum distance and
Group Average.

Finally, Density-Based clustering is mostly appliadth the DBSCAN algorithm. This
algorithm is based in the centre-based approachrenihechecks inside the radium R of a
point. If the number of points found within the iawh is greater than a point threshold Tp,
then the point is a core point. If the number ohpois smaller that Tp but is inside the area
of a core point then the point is border pointaihy other case the point is considered to be a
noise point. In the evaluation of the points, tlbeecpoints are the centre of the clusters, the
border points are merged with the cluster and theerpoints are deleted

1.2 Anomaly Detection

Anomaly detection is the last category of the DMtaing separation as adapted according to
the perspective of [22] and the main subject of Work. The aim of anomaly detection is to

find objects that are deviating from the majorifytlie objects. In more detail, anomalies are
objects that do not fit to the rest of the data etat do not belong to any class or cluster.
This technique is proven to be really useful itdieike credit card fraud detection, where the
customers have a specific model of purchasing smadfis detected by purchases that are
outside this model, network intrusion detection,evehnetwork intrusions are detected by
values that do not fit the normal network funct{oapid increase of traffic, numerous remote
login failures etc).

Anomalies or outliers or deviations might rise frasaveral different reasons. The most
common anomaly is data collection errors or nolseors during measurements or data
collection might result in the appearance of anaomslvalues. This is a common reason for
anomalies and it is reduced significantly with delzaning as part of the data pre-processing
of the KDD.

Another form of anomalies is the anomalies produogdormal data. These are data that
have extreme values without being originally “antona” with the sense of being artificial.
An example of this is if we take the network intaurs detection systems mentioned above,
there might be moments where the network trafficildoe really high due to a new software
release where all the users would download ataheegime. This is an anomalous occasion
with the sense that it is not in the usual traffatues but this anomaly does not occur because
of an intrusion in the network. This category obaralies, the anomalies due to extreme
values of normal data, is a common reason for éfalsirms” and is an important issue that
reduces the efficiency of anomaly detection alpong significantly.

Finally, an anomaly might rise from data that aeated outside the data model or belong to a
different class. This is the kind of anomalies taabmaly detection is trying to reveal and
they might be the purchase of a product with aestaredit card number or a side effect of a
proven medicine that only occurs to persons witara allergy.

A significant role in the efficiency of an anomalgtection machine (as in all the data mining
techniques) is played by the training dataset. Aadgmdetection techniques can be
distinguished according the existence or not ofiming dataset into:

e Supervised anomaly detection, where there existaiming dataset with the normal
and the anomalous data being separated into classes



e Semi-supervised anomaly detection, where therdrigirding dataset that separates the
normal data into different classes but does ndudeclasses for the anomalies

e Unsupervised anomaly detection, where there isxmgience of a training dataset or
information about the anomalies.

There exist many theories that apply anomaly dietecDifferent theories serve better for

different natures of data and anomalies. Howeverli theories the choice of the correct

values for the parameters is important. The diffeedgorithms include parameters that when
set correctly according to the data, they redueeetiors that appear either by classifying as
anomalous data, data that are normal or by notctietedata that are in a small percentage
anomalous. Moreover, the decision of whether aralj anomalous or not is made by a
yes/no weight in some algorithms. This does ndecéfreality however, as in real data there
are different levels of anomalies and an objectlmmore anomalous than another.

1.2.1 Uses of Anomaly Detection

Today, anomaly detection spreads in a vast calleatf different fields and sciences and
plays a rather significant role in the improvemehthese fields. Some examples of these
fields are:

e Banking Systems’ Fraud Detection With the wide use of the e-commerce and web
banking or even mobile banking (the management lmdir&king account through text
messages) the risk of fraud increase daily. Anordakgction is used in this field to
detect fraud that can be of the form of stolen itredrd purchases or hacked web
banking accounts. In all of the cases the transaetctivities are examined to discover
transactions that deviate from the normal traneaaise.

¢ Network Intrusion Detection. This is one of the most common fields for anomaly
detection with a lot of work related to it. Theruion in a computer network can
cause big damages if not detected and stoppedyen Tihere are different ways of
network intrusions. Some intrusions can be deteeteder because they aim in the
temporal or permanent network destruction like Beof Service attacks. Others are
more difficult to be detected because they aimha silent existence and quiet
collection of information. For some of these wagspmaly detection and the close
monitoring of the networks can be the only way etedtion.

e Healthcare and Medicine. Anomaly detection is used for the improvement of
medicines with the examination of anomalous sidecés during the testing of a new
medication or even after the medication is promatethe market with the evaluation
of the medical record data. Additionally, anomadktection is used to make the
healthcare services more accurate (e.g. by sepagrtie pixels on a mammogram as
carcinogenetic or not).

e Customer Relation for Marketing Reasons Many companies that are dealing with
commerce or services and are directed dependemt thhe customer are facing the
need to insure the customers’ “loyalty” with theangng that their customers would
not choose their competitors over them. The usanoimaly detection can make it
possible to predict whether a customer is aboutveleand therefore alarm for
appropriate actions. To have an example, if in ¢ase of a airline company a
customer is travelling at least once every moritd,dustomer might have been going



for a different company if he has not travelled fmore than three months. This brings
in front the need to make appealing offers to nedfae¢ specific customer.

¢ Noise or Outlier Removal.Of course the list of uses of anomaly detection ld/dne
incomplete without this field. This is the reasdwattanomaly detection was created
initially and noise removal is considered as afag of the Data Cleaning process of
the KDD. In this field the detection of anomalissused to make sure that the data is
clean from values that are taking extreme valuestdwerrors in the data collection or
noise.

1.2.2 Approaches on Related Work

When intending to define the outliers of a datadedre is a variety of different techniques
that can do that. As the field of anomaly detectousts for a fair amount of time, there is
significant work made towards the effective detactiof anomalies. In the following
paragraphs different solutions of the problem afraaly detection are explained in brief. The
solutions are organized in different approacheraeg to the way that they detect the
anomalies. These approaches are based on thatsepaf the anomaly detection techniques
made in [22], while the first two approaches: siatistical approach and the distance-based
approached are also found in [13]. In general sttexific separation or similar distinction of
the approaches is supported by many researche($]4]

Statistical Approaches

In the statistical approaches the anomalies aextdet with the use of statistics. The creation
of a model makes the separation of the normal thatiafit the model and the anomalies that
decline from model. The majority of the statistiaiomaly detection methods build a
probability distribution data model and evaluates tprobability of each data object.
Consequently, the objects with low probability ar@malies.

Univariate Normal Distribution

In the family of continuous distribution, the norntat Gaussian distribution is characterised
by two values: the mean or averagand the standard deviatienso a distribution is of the
form N(u, o). The standard normal distribution is the disttidw that has a mean of zero and
a standard deviation of one N(0,1).

Probability Density
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Figure 3. Probability Density function for normastibution

A univariate distribution is a distribution thatshane attribute per data object. That means
that there is only one variabbe that changes. If we consider asa constant, then the
probability of [x}> ¢ is reversely proportionate to the value of ¢hére exists an that

a=P(xc),

where P(|xp ¢ ) is the probability of the value of x being gter than or equal to c. In the
standard normal distribution the probability thatabject is on the tails of the distribution is
really low. To give an example is 0,3173 for ¢ = 1, while for a c= 4,= 0,0001. The
variablea defines how rare the data object is

Although the univariate distribution seems simpid @ractical is not very applied because of
the variable restriction. In real life, the mosttbé cases have more than one variable that
change, therefore the univariate normal distributiannot offer a solution.

Multivariate normal distributions

In the multivariate normal distributions, a simil@pproach with the univariate approach is
used. The difference, however, is that in ordegesb the correctness of the results,the distance
from the centre is not a reliable measure sinceethee more than one attributes for each data
object. Instead the Mahalanobis distance is uséddam the point x and the mean point of
the data objects “x that is:

Mahalanobis(x, x) = (x -"X)&x -"x)"

Where S is the covariance matrix

Mixture Model for Anomaly Detection

This model applies anomaly detection by assumirg tiee probability of an object comes
from different probability distributions. In thisase, there are two different distributions, one
for the normal data and another one for the an@mnaupposing that we have a distribution
for the normal data M, a distribution for the antéie® A and a dataset D that contains the
mixture of the other two, the data probability dizition would be:

D(X) = (1 —\)M(X) + 2A(X)

wherel is the anomaly parameter with values from O to 1.

This anomaly detection algorithm starts by consmdgthat all the data are initially normal.
Therefore, if M and A are the probability distributions for normal datad anomalies for
time t, we would have M= D. Iteratively, each data object is moved frontdvA to create

the M4, and A.; datasets. After the new datasets have been crdadikelihood and log

likelihood are calculated according to the follog/equations:

L, (D) = H P (X| )= ((1_ ﬂ)lMJ H PMt j(ﬂwl H P/\ (Xi )j

% eM, X ehA

LL (D) =M, |logl—2) + Y1ogR, (%)+|A llogi+ 3 logP, (x)

% €My XeA
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with Pp, Byt and R; the probability distributions for D, Mand A.

By calculating the difference of the log likelihob@fore and after and comparing it with a
threshold, the algorithm decides whether the dbajact that was moved is an anomaly or not.
In other words ifA = LL{(D) — LL.1(D) andA>c , where c is the threshold, then the point x is
an anomalous data point.

Principal Component Analysis

The Principal Component Analysis (PCA) is anothethnd used to detect anomalies. This
method is not totally a statistical method as igioates mostly from mathematics. It has been
applied in different fields of mathematics andistats for more than 70 years. It is used to
reduce the dimensionality of the data and reveta patterns. PCA is based on the creation of
a covariance matrix of the data and the calculatibthe eigenvalues of this matrix. The M
eigenvectors corresponding to the M largest eigeegaof the covariance matrix, define a
linear transformation from the N-dimensional spé@ean M-dimensional space where the
features are uncorrelated. After the dimensionsfamation, (i.e. the mapping of the data
onto new axes), patterns are revealed and anonaaéiesasier to detect. [12]

With the use of PCA, Lakhina et al. [16] are detegtanomalies in computer networks. In
their method they are applying the PCA to transfer data into a new set of axes, the
principal components. After the dimension transfation, the projections are separated into
two spaces, the normal and the anomalous. In dodelassify the projections as normal or
anomalous, they have created a method that is baseal threshold value. If the values
overcome the threshold then the projection beldoglse anomalous space.

In a similar approach Ali et al. [3], are using (R€A also for detecting network anomalies. In
their approach they are collecting the data from rietwork, converting them to zero-mean
data, creating the covariance matrix, retrieving éigenvectors and eigenvalues with the use
of and open source Java library “Colt” and finatlseating the matrix ofinal dataThis
matrix is consisted from the data items as coluamtsthe dimensions as rows that reveals the
pattern between them. By examining this matrix,naaltes can be detected in terms of data
objects that escape from the patterns.

Distance-Based Anomaly Detection

If an object is an anomaly, then it will be furtherdistance than the rest of the objects. This
is the main idea of the distance-based or proxumétyed anomaly detection approach, as
implied by the name. A good technique to detechaals with this approach is the nearest
neighbour technique used for classification.

The nearest neighbour technique for classificatl@ssifies a data object according to the
majority of the class that the k closest data dbjecound it belong. So if an object is in the
middle of a group of objects that belong to the sgmoup, then this object will also belong to
the same group. With the number of nearest neigistdgibeing a user defined parameter.

In the same concept, the nearest neighbour tecaricganomaly detection defines anomalies
as the data objects that have the longest disttiogetheir k closest data objects. In other
words, the data objects that are more distant frenest.

An important issue is the correct value for theapagter k, as in the nearest neighbour for
classification. A too small value for k will leachto miss-classifying normal data as
anomalies, while a too big value for k will leadanmiss-classifying anomalies as normal
data. This technique, is performing adequately welh relative small dataset but as the
dataset increases, the algorithm spends more arel negpurces in calculating the anomalies.
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Additionally, the nearest neighbour for anomalyed&bn fails to find anomalies correctly in
datasets where there are groups of data objecksdifferent density. This is because in a
dense-allocated group an anomaly might be of theesdistance of a normal data object in a
sparse-allocated group.

The nearest neighbour method for distance-basetiagaletection is used by Angiulli et al.
[4]. In this approach the method of the nearesgiM®ur for anomaly detection is applied to
create a weightv of the data objects according to the distance filwernk nearest neighbours.
In continuation, a Solving S&is created as a learned model containing thealgésts with
higher score (i.e. the most anomalous data objed@is¢ solving set S is used for the
prediction of anomalous objects.

In a similar approach, Ren et al. [19] used a nektipate similar to the nearest neighbour to
createNeighborhood®f data objects. A neighbourhood of a data obgetite area around the
object in a radius r. The difference is that thietimd can characterize a whole
neighbourhood as anomalous if a data object is atmra within the neighbourhood. In this
approach, the P-Tree, a method of calculating ibtantces of the different parameters of the
data objects is used. This method creates a tmeetwste of the binary values of the
parameters (attributes) of the data objects inrabe processed faster.

Density-Based Anomaly Detection

In a quite similar perspective, anomalies are the& dbjects that are sparse-situated in
concern to the rest of the objects. In this setteedensity of an object with its surrounding
objects is the inverse indication of the anomalelef that object. There are several methods
that use this approach.

One technique is to calculate the anomaly levetdlgulating the average distance of the k
nearest neighbours, where the smaller the distahe® object from its nearest neighbours,
the higher the density and therefore the smalleatiomaly.

Another technique is measuring the density with tlemsity-based clustering algorithm

DBSCAN. As mentioned in the clustering analysistisec this algorithm takes an object as

the centre and checks the density of this objeatdunting the objects that are located inside
a radium r. Depending on the number of objectsahtkd inside the radium, the level of

anomaly of the object under estimation is calcadate

As it is only natural, in both algorithms the lewdlaccuracy relies on a big percentage on the
values chosen for the user specified parameters trearest neighbours and the length of the
radium d. However, both of these methods have aheesdrawbacks with the distance-based
approach. Since they only measure the local dentliyy are not detecting anomalies
effectively for datasets that have groups of defedensities. A good approach that addresses
this issue is the approach of the Local OutlienéaOF) technique by Breunig et al. [5]. In
this technique the level of anomaly of an objectréhcalled Local Outlier Factor) is
calculated as a proportion of the density of eacthe minimum nearest neighbour points
MinPts with their nearest neighbour points arounkl distance. In this sense, as shown in
Figure 4, an object (Xhat is located in the core of a sparse clustereacharacterised as non
anomalous (low LOF) while an object @at is outside a dense cluster can be charaateris
as anomalous (higher LOF) although @ight have more objects in a smaller distance that
O:. This occurs because although Ras more objects in a smaller distance, thus highe
density than @ the density of the objects close teWath the objects around them is really
higher therefore giving a high LOF for,OQn Figure 4, a normal density-based or distance
based algorithm would give classify only to theeahjQ as anomaly and considep @s a
cluster object.
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In the same approach, Lazarevic et al. [17] is eqing the Local Outlier Factor method with
a method called Feature Bagging for Outlier Detectilhis method applies the LOF method
many times for different features (attributes) eatfire sets of the dataset objects. After
collecting the LOF for each attribute it combinke factors to end up with the final anomaly
weight for each object. The factor combining metHod different attributes of the data
objects is similar to the page ranking of the we#rsh engines.

0Os

Figure 4. Clusters with different density

Clustering-Based Anomaly Detection

In the previous section, when talking about clusteralgorithms, we saw that DBSCAN
algorithm classifies the objects in three categoribe core points, the border points and the
noise points. Although in cluster analysis the agisints are consider noise and discarded, in
anomaly detection some of the noise points mighthbeanomalous points. In a more general
description it would be right to say that in clusbeased anomaly detection, the anomalous
points are the points that do not belong to a $igeduster.

One of the most common ways to apply cluster-basedmaly detection is with the
prototype-based clustering. In prototype-basedtetirgy as previously explained in the K-
means algorithm the centre of the cluster is catedl and the anomalous objects are detected
by measuring their distance from the cluster ce(dtemtroid in the case of K-means). An
example of K-means anomaly detection is encount@4fby Zanero et al. where they are
detecting network intrusions with anomaly detection

For the same purpose, the network intrusion detectLeung et al. [18] are applying
classification by first mining for frequent datasetherefore, they have created the fpMAFIA
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clustering algorithm that is based on the functibpaof the Apriori and FP-Growth
association analysis algorithms.

Khan et al. [14] in their proposal, which is alsw fletecting network intrusions, are applying
anomaly detection with the use of the Support fedachine. In their suggestion, as the
training of the SVM requires many resources, they asing the hierarchical clustering
algorithm Dynamically Growing Self-Organization €&rdDGSOT) to detect the training
points for the SVM machine.

Finally, in a slightly different approach, Abe ¢t[4] are detecting anomalies with the help of
a classification algorithm and thensemble-based minimum margin active learningthis
method they are teaching a classification algoritbndetect anomalies from a dataset. The
training dataset is a real data dataset with faloeralies inserted manually.

The cluster-based anomaly detection methods, haweweounter the same issue with the

Proximity-based approach. In the case that diffedusters have different densities, an

anomaly might be closer to the centre in a dengstal than a normal object in a sparse
cluster. This issue is addressed either by calaglahe relative object distance that is the

distance of the object from the cluster centreegpect to the mean distance of the all objects
of the cluster or by the Mahalanobis distancehirelated work mentioned for this approach

there is no specific reference to whether they eskithis issue.

Evolutionary Algorithms

All the above techniques have been noted to braigfging results in different natures of
data. Since the majority of these techniques, heweare based on detecting outliers by
measuring their distance or density from the objecbund them, they are proven to perform
poorly in very large datasets with many dimensiofiflat is because locality or
neighbourhoods becomes more difficult to defingparse data. This issue can be faced with
the Evolutionary Algorithm approach.

The evolutionary algorithm idea is based on thew@an view of evolution. This view
supports that since in nature the resources afitetiimhe different species have to compete
for them. This leads to nature having a selecti@chmanism for the individuals of every
species where the fittest survive. In continuatios fittest individuals of each species mate
and create even fitter offsprings. With the samacept, in evolutionary algorithms, the
solutions of a problem are the individuals that @raracterised by a fitness score. The fittest
individuals are then chosen through a selectionhax@sm to survive and produce offsprings
(i.e. new solutions). The offsprings are producgdloning the individuals and re-arranging
their genes (i.e. crossover), by cloning the intlials and replace part of the genes with
random genes (i.e. mutation) or by combining theegeof two or more individuals (i.e.
recombination). [7]

When applying evolutionary algorithms for anomastettion as in the method proposed by
Aggrawal et al. [2] the anomalies are detectedtbghsng the behaviour of projections of the
dataset. An anomaly is the lower-dimensional ptajacthat is locally sparse and therefore
difficult to detect. The evolutionary algorithm isput with the dimensionalityk of the
projections and the number of projectioms In continuation, it starts with a number of
random solutions and through the processes oftsmlecrossover and mutation that perform
a combination of hill climbing, solution recombiitat and random search over the space of
possible projections stores the anomalies untiteéhmination condition is met.
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1.3 Problem Definition

Anomaly detection has been existing for severahdes but it was only until the last decade
that it has been evolving with a fast pace. Thanastly due to the fact that before there was
no or very small practical use of this field of @ahining. Within the last years the fields
where anomaly detection is used effectively areeiasing. However the progress is many
times towards specific directions. Today there idam amount of different solutions
considering the time that it has been efficiendgaarched. The choice on these solutions is
sometimes hard as there is no one solution thbeti®r than the rest, but each solution is
suitable under some specific conditions. This coaees result to the fact that in anomaly
detection each new solution implemented is mora sblution tied to the nature of the data
than a global solution that would cover a greatiarere of cases of anomaly detection.
Therefore, when choosing an anomaly detection ndetboadapt to a new problem it is
important to look on the particularities of the cifie dataset that the method will be applied.
Particularities might be the number of parametdrghe data objects, the total size of the
dataset, how are the data organised (i.e. if tre@yare grouped in clusters, if they have a
specific pattern, if they repeat themselves) anfibdb.

This report is the documentation of the effort tcaunter the most optimal solution for
anomaly detection on online transactions. In othends, to answer the research question:

“what is the most efficient method for online gdimdpoutlier detection?”

The specific thesis work is conducted on beha# 8wedish company that is engaged on data
mining applications. The main effort of the workiasdetect any kind of fraud, misuse or user
addiction on the activity held in several web sitest provide online gambling. As a product
of this work a new method adapted to the specidieds will be developed and tested. The
efficiency of the method will be tested by compgrthe results that it brings with the results
of the anomaly detection method applied currentlyhe results prove to be satisfactory, the
substitution of the current method in the compayyhiss method will be examined.
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2 Approaching the Problem

In order to provide an answer to the research guestn approach was used to address the
problem. This approach is consisted of severalssteymich have been modified from the
initial planning during the process of this workhel steps have been changing within the
work progress to adapt to the new demands in cmlexddress the problem in a more
effective way. In brief the steps that were follaegan be explained as:

Literature Research

As a beginning, a deep insight on the anomaly tietecssue and in data mining methods in
general was necessary so there would be an adelnatdedge background. This was
obtained through the published literature and enkiasources that are focusing on these
fields. The greatest part of this knowledge backgtbis displayed in the introductory chapter
of this report. After a sufficient level of the dam was obtained, a clear view of the advance
on this field was necessary. Related work, methbeds have been developed for anomaly
detection for different domains were studied. Tharse of information at this stage was
mainly published articles on conferences likee International Conference on Knowledge
Discovery on Databases the ACM international conference on Information anawtedge
managemenand books on anomaly detection and data mining.t dbthe methods studied
are analysed in the “Approaches on Related Worktice, there have also been several
methods that are studied and have not been anajtbed because their approach is analysed
by a newer method or because they were consideteblete”.

Study of the Data to be used

During the study of the related work, it was mabbacthat there are several approaches that
promise effective results but are bound by the aittaristics of the data that they are created
or tested. In other words, many of the algorithnoabl bring satisfying results if applied to
data with the same characteristics as the dataltegtare created for but it is not certain that
they would be as effective if they would be appliediata of different nature. Consequently,
studying the nature of the data was essentiahi®istlection of the proper anomaly detection
method.

Choice of the anomaly detection method

Having defined how the expected data would be ctiwce of the proper algorithm was an

achievable task. The majority of the methods dexedoare dealing with network intrusion

detection in order to raise intrusion alarms arkk tactions against these intrusions. The
datasets, in most of the cases are datasets ofetineork traffic that do not include many

parameters, or at least not as many as the dabasetused for this work. Therefore, choosing
a method that is proven to work for network intamstdetection is not necessary that it will be
effective for this work’s task. It should be a nedithat can effectively handle the variety of a
larger number of parameters and would allow the remof parameters to increase.

Method Adoption and Implementation

After settling on the anomaly detection method, thethod was modified to depict the
specialities of the specific work and then impletedn

Applying the Method

With the termination of the method implementatieeyeral datasets were applied to the
method to extract the anomalies. The datasets efdrath of the time vertical and user based
data groups (see paragraph 2.1).
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Method Evaluation

In order to evaluate the method created, it wolddcbmpared with the method currently
applied for the same task. Therefore the datasets applied on both methods and the results
where compared. According to the similarity or eliince of the results, the method would be
evaluated. An important issue would be in the a#sdifferent results. In this case, manual
evaluation of the results would be necessary taddeon whether the anomalies were real
anomalies or false alarms.

Method Optimisation

After the completion of the testing and comparirighee method a good feedback for the
method’s accuracy was created. Using this feedbalpged to “fine tune” user parameters so
the method would work more effectively and redueefalse alarm rate.

2.1 The Nature of the Data

During the study of the data to be mined, severarésting points came up that prove to be
determining on the decision of the chosen methadoetamplemented. Before examining the

points, it would be wise to elaborate on the daia their source. As mentioned previously,

the data derive from online gambling activity. Tdwurce of this data is several websites that
include many transactions by many users everydhis dan make them easily a target of
fraudulent activity. The aim of the data miningktas to detect any fraudulent activity as

much as any addictive playing.

More specifically, the dataset includes many actisers registered that are making a lot of
transactions within a short time. These two pomasult in the size of the dataset being
prohibiting large for many anomaly detection alguns. Moreover, since the websites have
such a high traffic rate with active money trangmd, they are becoming a target of
fraudulent activity easier. Therefore, apart froighhrequirements in speed and the ability to
manipulate big amounts of data, there are alsoir@gents in the effectiveness of the
method. In other words, the method should not Iog failt tolerant.

One additional issue is that the dataset shouttlralsasure the time that the user is spending
on the website. This can prove to be useful in loéhfraud detection and addictive playing
detection.

The anomaly detection analysis would be done in different axes. Firstlfime vertical
where all the transactions of all the users withitlefined amount of time would be analysed
for outlying transactions. Secondlyser basedwhere each user would be analysed for
changes in the transaction patters or for extrersighnge values. Consequently, if a user is
executing transactions based upon a specific patied suddenly this pattern changes,
depending on the differentiation of the pattern #mel weight of the pattern, this might be
alarming.

Another restricting fact is that the datasets taded include a big number of variables. This
occurs because the amount of the information thesds to be controlled to uncover
fraudulent activity is large. Moreover, since thé&econstantly new fraud methods created,
the field of fraud detection is a field that is stantly expanding to be up to date. Therefore,
the number of parameters included in the datasghtmincrease to include detection for
different fraud methods. A fact that results inteoosing an algorithm that should perform
well under multidimensional datasets.
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For this reason, the constant update of fraud tdetemethods, the use of a training set is not
advisable. Using an algorithm which requires tragniwould mean that the training set would
have to include all kinds of fraudulent anomalyedéibn types. An algorithm like this might
not perform in anomalies deriving from a fraudul@etivity that was not included in the
initial training set.

2.2 The Anomaly Detection Method

Choosing the proper method

In the section Approaches on Related Work of tleeipus chapter, several definitions for the
anomaly or outlier in a dataset were given. Thetmeggresentative definition would be that
an anomaly is the data object that declines orighddlatantly different” [12] from the rest of
the objects. In order to choose a proper meth@ppdy, the nature of the data as much as the
expected result of the data mining task shouldakert into consideration.

As explained in the previous paragraph, the datetmined have a big number of parameters
and this number might change in the future. A fdwt by definition gives a great
disadvantage to most of the distance and densisedbanethods since the demand in
computation resources increases vertically in gelatatabase (either in terms of width i.e.
many parameters or in terms of length i.e. mangmax). This occurs because if we take the
example of distance based methods, the distanogebettwo data objects should be
measured as the distance between all the paranoétdrsse two objects. Suddenly, with the
increase of the parameters the computational regsuncrease exponentially. Therefore the
methods proposed by Anguilli et al. [4] and Rerale{19] were not suitable for the specific
work.

Additionally, in the previous section it was explad that the specific data mining task is not
advisable to include a training dataset. Taking #s a fact, the methods proposed by Abe et
al. [1], Aggarwal et al. [2], Khan et al.[14] andeR et al.[19] are not possible to be
implemented for this dataset. The Evolutionary Aidjon method [2] however, appears to be
a quite promising approach with positive resultgha issue of large databases. The use of
this method in the specific work is believed thavould not bring as satisfying results as the
method finally applied.

The method of Zanero et al. [24] was considerednappropriate because the K-means
algorithm has the restriction that the clustersuthde round-shaped while the similar
approach of the K-metroids has big computation tust would prove to be extravagant in
the width and length of the dataset. The methodeafng et al. [18] was excluded for a
similar reason, the reason of great resource reqpants, as the preprocessing to encounter
the most frequent dataset would require a lot dueces.

Finally, the methods of Breuning et al. [5] and @welution of this by Lazarevich et al. [17]
were considered probable solutions but the dataegsing with the Principal Component
Analysis was believed to capture the variabilitytbé data in a more effective way and
therefore detect anomalies more efficiently. Fas treason, the method adapted for the
specific work is an approach quite similar to thetimod proposed by Lakhina et al. [16] to
detect network-wide traffic intrusion.
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The Anomaly Detection Method

The anomaly detection method chosen to be evaluatbdsed on the Principal Component
Analysis (PCA). Anomalies are detected with PCAnggihe Subspace approach and the Q-
statistic method. To be more concrete, the PCAaissforming the data into new compressed
axes while keeping their variability. In continuatj the data are separated in to two
subspaces normal and anomalous and from the anoesnaigbspace the anomalies are
detected by defining an anomaly threshold with@hstatic method.

Principal Component Analysis

As explained briefly in the previous chapter, thimélpal Component Analysis is a technique
used to obtain data compression without losingugeful information that can be extracted by
the data concerning their interrelation. It is altmariate technique that dates back to 1901
where Karl Pearson captured the primary form ofRnacipal Component Analysis. But it
was only until 1933 where Harold Hotelling [9] pigbled a paper explaining the PCA (or
alternatively the Hotelling transform) with the foithat is known today.

PCA achieves coordinate transformation, where ipsna dataset consisting of interrelated
variables into new axes, the Principal CompondP&sj. When the data are zero-mean, each
axis (i.e. each PC) points towards the maximumavae remaining in the data. The PCs are
ordered in such a way that the first PCs contaistrbthe variation of the original data. In
other words, they show how the variables are catedland reveal patterns in the data.

To get a more clear idea, let us suppose a datsensisted of p data objects (rows) and
only k parameters (columns). The parameter x afdataset would be a vector of p variables.
PCA is trying to discover a linear function in tata that would be of the form’x with «
being the vector of p constanis:, aiz, a3 ... ,01p @ndao’ the transpose ofi. The linear
function should verify the equation:

p
X =gy Xy + 0y X + gy Xg + b QX = D0y X,
i=1
In continuation PCA is looking for a linear funatio,’x with maximum variance that is not
correlated witha;'x. After the discovery of the linear functiag’x with n < p that captures
the greatest fraction of the data variability, fivet n PCs would have been discovered. In
general PCA is trying to capture most of the vareaaf the data in n PCs where n << p.
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Figure 5. Dataset of 40 objects

To give an example, let us suppose that we haataset consisted of two parameters x1 and
x2 and plotted as shown in Figure 5. We can sma the plot that there is a big variability in
the values more in the direction gfand less in the direction of.XAfter applying PCA in the
dataset and transforming the data fromxg to z, z, we would get a plot that would look
more like Figure 6. We can note thatthe first PC is capturing a great percentage ef th
variability while 2, the second, less. It is generally the case in B the first PCs are

capturing the greatest percentage of the variglafithe dataset.

z2

X "X x S T z1

Figure 6. 40 point Dataset after PCA
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When we apply PCA into a dataset X with zero eropirimean, we would get a set of
principal components. In this set the fist PC wdudda vector pointing towards the maximum
variance, the second would capture a smaller ptaxgerof the variance that was not captured
by the first, the third a percentage that was raptured by the previous two and so on. In
general, the first principal componentcan be expressed:

_ T _
z = argr”rzllgf(var{z X}z = argr”rzllf'i11>+|xj|

where arg man signifies the maximum value of tlgeisrent.
The K" PC can be found subtracting the first k-1 PCmfit

(x-Et

When having found the PCs we normalise the datgpamjéct them into the new set of axes,
the PCs. After the data are projected, we can seenhuch of the total variance is captured
by the first PCs in a plot like the plot of Figure Hopefully the greatest percentage of the
data variability is captured in the first k PCs weh& << m and therefore obtain and adequate
level of data dimensionality reduction. In the sfecfigure, which is the plot of the
variability of the PCA analysis of dataset 4 used the evaluation of the algorithm (see
section 2.3.1), it can be noted that more than @®%he data variability is captured by the
first three PCs.

z, = argma{

l4-1

1 1 1 1 1 -

Figure 7. PCA variances of a 17 PC plot
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Subspace Approach

After the data have been mapped onto a new setesf the Subspace approach is applied to
separate the data into two different subspaces iShan approach, proposed by Dunia et al.
[8] for multi-dimensional fault diagnosis while Uaka et al. [16] adapted it to detect
anomalies into network traffic. For the demandsto$ work, this method is adapted and
modified slightly to fit the distinctiveness of thata.

According to this approach, since anomalies arelttia values that are really different from
the rest of the data, they would be ordered inlasePCs. Therefore, the remapped data can
be separated into two subspaces:rbenal Sand theanomalousS. In the process of creating
the subspaces, the data are normalised and diintedectors according to the axis they are
mapped. With this sense, the veatigiis consisted of the normalised data mapped tdirtste
PC and encapsulates the biggest fraction of vaitigbii2 of the data mapped to the second
PC and so on. These vectors, in continuation wiltlassified as either in the normal or in the
anomalous space by locating the subspace sepanawior where before this vector the
normal subspace exists, while from this vector aftdrwards there is the anomalous space.
This vector is encountered by comparing all theuesl of the vectors with a specific
threshold. If a value is turned out to be greatantthis threshold, then the vector that this
value belongs to and all the vectors after thattheeanomalous space S. The value of the
threshold has been designed as a user definedlamathis work and it derives from the
multiplication of the standard deviation of the tecwith a number. The most tests in the
following section are run with the thresheldbeing o = 3*std(u).

In this point, let us consider that we have a vextthat was decomposed from the PCA. This
vector is consisted of two portions: the vectotthat is the modelled part and the vector
that is the residual part of X. So x can be exge#s the following form:

X ="X +7X

To find the modelled part of xx all we have to do is project x onto S while tadfithe
residual part of X;x we project x on S. To achieve that, we first teem matrix P that is of
size m * r, where m is the total number of PCs amthe number of axes in S, the normal
subspace. Therefore, P is the matrix of the eigaopve resulted from PCA that belong to the
normal space or in other words the PCg &, .., zj) that belong to S. Consequently, the
modelled part of x is:

"X = PPx = Cx
while the residual part of x is:
x = (- PP)x ="Cx

where C = PP represents the projection matrix on the modellelspace andC the
projection matrix on the residual subspace.

Q-Statistic

In the case of an anomaly, x increases its prajedd the residual space. This resultsxn
taking large values. Monitoring the values wffacilitates the anomaly detection. The method
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used in this case to uncover the abnormal conditisrthe common statistical method of the
squared prediction error (SPE). The squared piiedicein be calculated as:

sPE=| " =[ o
The data values are considered to be normal inake of:

SPE<Q,

where Q is the Q-Statistic value. In this method, Jackgdr) calculates the upper limitQ
which the sum of squares of the residuals (i.e.)SRB reach to be considered as normal
values. To calculate the, @&t us consider:

0=

0,= Y\’

and

wherel is the characteristic root (i.e. the number of P&€lted from the PCA) amdis the
number of axes in S. Having the previous the upper Q, would be:

1
J20,n _1) |
C, 20,0 | Ohy(h,-1)

=0,
Qa ' ‘91 ‘912

where ¢ is the 1 —-a percentile in a standard normal distribution tikepicts whether or not
all the significant components are used or altéragt a parameter that adjusts the false
alarm rate of:.
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2.3 Applying the Data — Evaluating the Method

After the Method Adoption and Implementation, a king proof of the algorithm was ready
to be provided with data and be evaluated. As dyrexplained in the section concerned with
the nature of data, there are two kinds of datdéyaes: the Time-Vertical and the User-based.
Datasets of these two methods were scanned folersuthith the algorithm. This section
displays the results of the analyses in these twdskof datasets and evaluates the efficiency
of the algorithm. The evaluation is done by compgthe results of the time-vertical analysis
with the results of the company's algorithm ancdebgluating the outliers encountered in the
User-based analysis.

2.3.1 Time-Vertical Analysis

In the time-vertical analysis, the datasets captiueeactivity of all the users within a specific

amount of time. The analysis is made to find attithat declines from the average activity of
the rest of the users in the specific time. Thislysis results in detecting suspicious behavior,
which would result in fraudulent behavior or adietgaming.

Analyzing the activity of all the users for a smafhount of time, however, includes a big
false alarm rate. This occurs, because the anoendi@ are to be encountered are not
necessarily fraudulent activity. To elaborate ois,tlet us take the example of a user that is
making many more transactions than the rest ofuges. In an analysis of this sort, his
transaction might appear as an anomaly becauss tleviating from the mean transaction
rate. This, however, does not make him a frauduleser as his activity has always been
moving in the same rate. This phenomenon of treefalarms (i.e. anomalies that derive from
other reasons than the intended detection target)bleen reduced with the introduction of
parameters that show the activity of the user i plast. Therefore the PCA takes into
consideration also how the specific user has bdenging his/her activity in specific
amounts of time in the past.

For the needs of this work four datasets were etdda Each dataset contained information of
the activity of one week. The datasets includeddehlues of the current activity compared
with one (), five (As) and ten £10) weeks before the date of the dataset. The datasst
scanned with the algorithm and the resulted an@®malere compared with the set of
anomalies detected by the company's algorithm.damh dataset five different detections
were made for five different values of the parameteThe parameter would take valugs=c
1,645, ¢=15,¢=1,¢ =0,5and g= 0 for no false alarm rate. The results of thecteon
methods of the two algorithms, summarized in nusb@an be seen in Table 1.

Dataset 1

Anomalous Space Starts in Principle Component: 1

ca Anomalies from Anomalies from Common % Coverage of
Algorithm Company's Anomalies the Common
Algorithm Anomalies
1,645 88 258 top 88 100
1,50 94 258 top 94 100
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1,00 116 258 top 116 100

0,50 151 258 top 258 100

0,00 220 258 top 220 100
Dataset 2

Anomalous Space Starts in Principle Component: 1

1,645 40 234 top 40 100
1,50 42 234 top 42 100
1,00 56 234 top 56 100
0,50 80 234 top 80 100
0,00 116 234 top 116 100

Dataset 3

Anomalous Space Starts in Principle Component: 1

1,645 39 241 top 39 100
1,50 42 241 top 42 100
1,00 54 241 top 54 100
0,50 80 241 top 80 100
0,00 116 241 top 241 100

Dataset 4

Anomalous Space Starts in Principle Component: 1

1,645 31 157 top 31 100
1,50 32 157 top 32 100
1,00 42 157 top 42 100
0,50 52 157 top 51 98,08
0,00 73 157 72 98,63

Table 1. The results of the time-vertical analysis

As it can be noted from the results, the algoritichnot made use of the subspace separation
for none of the datasets applied in this analydss means that the algorithm was working as
a normal PCA algorithm where all the data projectedthe principal components were
considered in the anomalous space. This occurreaule there were encountered values that
overcame the threshold value from the first pritcipomponent. This can be seen more
clearly in Figure 8, where the PC variance of edataset is plotted in a chart. As it can be
seen, for all the datasets the principal compoagatysis captures more than 99% of the data
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variability in the first 2 principal components. drefore, the probability of an anomaly
existing in the variability captured by the firs€ s really high. Consequently, the use of the
Q-Statistic method was applied to the whole PCAskttto detect anomalies.

Additionally, it can also be noted that almostthk anomalies detected by the method were
detected by the company's algorithm. There is aemion of a data object in the dataset 4
that was detected by the algorithm but not by thramany's algorithm. This might be caused
by the fact that the company's algorithm is basedhe detection of anomalies from their
graphical representation or might just be a daté.fédhe fact that the common anomalies are
the top anomalies in the company's detection lisams that the anomalies detected in both
algorithms are the most anomalous cases as bathithlgs sort the anomalies by weight.
The difference is that the company's method do¢snotude some sort of false alarm rate
variable. This results in the method extracting thké anomalies that is encountering.
Therefore, many anomalies that are not originatech fraudulent activity are included in the
anomaly list. The oversensitivity of the algorithrmght become an issue in case of larger
datasets with many more anomalies.

ir T T T T 1 T T T T T T T
Dataset 1 - Dataset 2

|
b e | | | | L okt 1 1 1 1 1 1
2 4 6 8 10 12 14 2 4 6 8 10 2

Principal Component Principal Component

Figure 8. The PC variances of the datasets used

s

2.3.2 User-based Analysis

In this analysis the activity of each user is seghfor any anomalous behavior within time.
The data of the users' activity within the timeooie year were accumulated and extracted.
Because of the great number of users within thabdetes, only the users that appeared to
have anomalous behavior on the time-vertical amalygere selected to be mined for
anomalous behavior. In more detail, the users ftben previous four datasets that were
detected to have anomalous behavior with ca = lweaysed for changes within the
patterns of their activity. A total of 268 user aawith a 78 parameter dataset each and
recorded activity of each week were scanned evalyathich principle component the
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anomalous space was beginning, how many anomabes there detected and the dates of
the detected anomalies. Afterwards, the charthefmost anomalous cases were drawn to
visualize the anomalous activity. A list of sometlé users and the information that were
extracted can be seen on Table 2. In this listdach user is displayed the principal

component that the anomalous subspace is stariththa number of anomalies detected. For
privacy reasons the user ids are replaced by timg SKXXX".

User AnomalousPC No of Anomalies

XXXX 4 1
XXXX 28 3
XXXX 22 1
XXXX 15 0
XXXX 57 2
XXXX 18 0
XXXX 19 0
XXXX 19 0
XXXX 5 0
XXXX 17 0
XXXX 16 1
XXXX 40 0
XXXX 4 0
XXXX 1
XXXX 4 2
XXXX 29 1
XXXX 11 0
XXXX 26 0
XXXX 15 0
XXXX 34 3
XXXX 29 0
XXXX 9 0
XXXX 40 2
XXXX 12 0
XXXX 25 0
XXXX 36 0
XXXX 16 0
XXXX 13 2
XXXX 15 2
XXXX 18 2
XXXX 14 2
XXXX 13 1
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XXXX 13 1
XXXX 38 2
XXXX 15 3
XXXX 29 3
XXXX 4 3
XXXX 11 2
XXXX 13 2
XXXX 14 2
XXXX 17 2
XXXX 12 2

Table 2. Results of User-based analysis on Datlaset

One of the most anomalous users from the timeeadranalysis of dataset 4, user A, was
analysed in the user-based analysis and has baeed fo have two anomalous instances. This
user's activity has been plotted in the plot shawirigure 9 with 3 graphs. Each of these
graphs displays the user's transactions and titsesfoeach week in respect to 1, 5 and 10
weeks before. The transaction field is the numlbé&ramsactions the specific user made in the
specified time, while the timeslots field shows time that the user has been spending on the
specific site. The anomalies detected on the aygtofithe specific user are located within the
third and fourth week. Within this time, there aprgea peak in activity in the plot of 1 week
while the same peak appears more normalized aad&fiveeks in the second plot and even
smoother and with a delay of 10 weeks in the tpiat. This can be considered one of the
typical behaviors of online gambling customers, rehwhen introduced to the website, the
user starts increasing the time that he/she spamdsuntil they reach a point after a specific
time where they either loose interest or move ttlzer site.

T T [y T T
week timeslots
3000 [~ 1 week transactions 1

2500 [~ |
2000 - I\ —

/
1500 |- / \ E
/ \

Figure 9. User A plot of transaction and timeslots
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In the user B of Figure 10 the plot is some quiteecent. The user has been demonstrating an
increased activity within weeks 13 to 14 and nbkardnd of the time axis there is the
appearance of a quite abrupt peak starting fronk\2deand peaking in week 27. This peak
signifies the outlier behavior for this 2 weekséinthe user is showing a great increase
outside of its normal values although the speciier is having increased activity in general.
Another important observation is that althoughribeber of transactions rises vertically, the
timeslots do not follow the same increasing rateeyldo appear increased but not with the
same rate.
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Figure 10. User B transaction and timeslots plot

When comparing the charts of the two users, itlmaobserved that the transaction axis does
not have the same scale. The transactions axis#rA is in the scale of 0 to 3 400 while the

transaction axis of user B is from 0 to 30 000.isThfference can be noted easier if we plot

both the transaction plots for 10 weeks togethedase in Figure 11. As it can be seen, the
transactions of user B reach values that are 16stithe transactions of user A. The low

values in the activity of user A in comparison he timeslots might be the reason that this
user was detected as an anomaly in the time-vediysis. The user’s transaction values

might appear as an anomaly compared to the traosaalues of the rest of the active users

for the specific time.

User B, after the principal component analysisegia dataset of 78 principal components
with 2 anomalies. These principal components aparsg¢ed into the normal space, which is
the first 12 and the anomalous space that is deasi the components 13 to 78. When we
plot the principal components of the anomalous spae realize that the anomalies are
located towards the end and, to be more exactyanldast principal component. Figure 12

shows the last 5 principal components where itlmaseen clearly that the PC 78 has a big
peak spreading towards the negative values oftteeya When we tried to plot the normal

space, however, we realized that the first 12 alccomponents have zero values. That
comes as a result to the fact that within the 7A&abées used in the initial dataset, there are
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many variables that have zero values for all thesrobjects. In an attempt to reduce this
noise and test whether we would get different tesue removed any redundant variables
that would only be zero and used only the variatilas we considered that the anomalies are
detected from. In this way, the 78 variable datagas replaced by a 9 variable, really

e
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Figure 12. User B anomalous space PCs
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compressed, dataset. When running the PCA on timpressed dataset we realized that the
method detected the same 2 anomalies, but the dmasnsubspace started from principal

component 1. In other words, there is no normatsp®lotting the PCs in Figure 13 we

realize that this occurs because since the firstimal component captures the majority of the
variety of the dataset, the anomalies are includdtiis variety. Fact that does not occur in

the 78 parameter dataset because of the noisthéhetdundant zero values introduces.

1 1 1 1 Il
5 0 15 20 2

Figure 13. User B PCs for the compressed dataset

6000 L 1 1 1 1
10 5 2

Figure 14. User A PCs for the compressed dataset
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When using the same fields for the data of User & get the plot of Figure 14. In this
analysis the anomalous space starts from PC 2 \eotieere are no anomalies detected. The
most probable is that within the variables thatevekcluded from the dataset, there were
variables that were exposing the anomalies forubkes. Comparing the PC 1 of the two users
we see that the scales of the y axis are realfgréifit. The variance of user A ranges from —
6000 to 10 000 while the variance of user B rariges -100 000 to 20 000.
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3 Conclusion

The purpose of this work was to find the optimaltmoe for the detection of fraudulent
behavior and addictive gaming in online gamblintad&his was achieved by two main steps:
implementing a method for that task and compategréesults of this method with the results
of the method already applied in the company fergame reason.

To achieve this task the data mining method of algmetection was brought into focus. For
the needs of this work, the specific field of anbmadetection was studied as much as the
current evolution of the methods applying anomadiedtion. During this study, it was clear
that there are many methods offering effective aalgrdetection but they are all concerning
specific natures of data and most of them wereldped for detection of specific anomalies.
Therefore, before adapting or creating a new mettieal cause of the anomaly detection as
much as the data to be applied should be analydtat.the analysis of the nature of the data
and the purpose of the anomaly detection, the alpes of the data were noted. The datasets
to be mined are large datasets with many paramétets might change in the future.
Moreover, because of the fact that the purposeoisldtect fraudulent transactions, the
algorithm should not be really fault-tolerant.

After defining the specifications and restrictidios the method, the method was decided to
be based on the Principal Component Analysis becaus effective in manipulating large
dataset revealing any patterns on the data. Oprtheipal component analysis method, there
is a method proposed by Dunia et al. [8] and useddétection of network intrusion by
Lakhina et al. [16]. This method separates the ttetare coming out of PCA analysis into
two subspaces, the normal and the anomalous. Ihncation the anomalous subspace is
scanned and with the Q-statistic method [11] theraadous values are detected.

With the termination of the method implementatitre method was tested with real data to
evaluate its efficiency. The evaluation was heltivo kinds of data, the time-vertical and the
user-based. For the time-vertical analysis therdlgn proved to detect the same anomalies
from the top of the list of the company's algoritatthough for the specific datasets it did not
make use of the subspace approach. In the usedlzgproach and for all of the datasets
applied, the method separated the data successftdlyhe normal and anomalous subspaces
and provided with the anomalous instances. A randehection of the anomalies was
evaluated graphically and was proven to have “ggénalues for the anomalous point in the
number of transactions or the timeslots..

In conclusion, concerning the purpose of this wa,captured in the question put in the
beginning of this report, the author finds it ertedy difficult to state whether or not the
method followed is the most efficient for the sfiechature of data. However, the method
proposed has proven to be more effective thanuhermtly applied in this data. The proposed
method provides the possibility to control the #t@rniy of the detection and most of all, it is

a more resource-efficient implementation of anongiection as in some cases the subspace
separation can reach half of the PCA data, whichkmtranslated in the need to scan only
half of the dataset for anomalous values.
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4 Discussion

During the process of this work, a lot of effortshbeen spent on studying the principal
components analysis. It is many times the casedhnical studies when one is studying in
depth one specific subject, that this subjects aqgpeore and more as the most probable
solution. In the chapter of the method analysi®, taethods were taken as possible solutions
to the problem: The Local Outlier Factor (LOF) ahd use of evolutionary algorithms. The
reason that the specific method was chosen ovdr@temethod was because it was decided
that although the LOF method manages to detecttefédy anomalies over passing the
common issues of the distance-based and densiggbalgorithms, maybe it would not
perform as efficiency in a larger dataset. Whileg teason that the specific method was
chosen over anomaly detection through the impleatiemt of an evolutionary algorithm, was
because of the need for a training set for the ugawlary algorithm. Although after the
evolutionary algorithm has been trained, would phip perform better than the selected
algorithm, the need for training would be more tgse-extravagant and might limit the
spectrum of the anomaly detection method. The Speatioice, however, is not by any means
excluding the possibility that there is a methodl inoluded in the related work research that
performs anomaly detection for the specific sedath in a more effective way.

Although the method appears to work effectivelythe tested datasets, its performance in
really big datasets might bring respectable deldne tested datasets were all of normal size
and might prove to be smaller than the datasetswtiiahave to be mined normally. If the
method is to be applied for the specific task, auWl be advisable to be tested on really big
datasets. The code is consisted of several lodpstie whole datasets during the subspace
separation and the detection of anomalies withQks&atistic. Possible optimisation of the
code might increase the performance of the method.

One additional future work could be the method roation. As noted in the user-based
analysis, in a dataset of 78 parameters there rhglan average of 1 or 2 anomalies found. In
the majority of the cases these 2 anomalies argéncmus and they detect a high peak in the
activity. These anomalies should have a tendendyetéocated in some part of anomalous
space either in the begging or in the end. Mayleestétparation of the subspaces into more
than two would increase the performance of the owethf apart from the normal and
anomalous spaces there is a transitional spacewhbatd be anomalous but with less
probability of an anomaly existing in this spadee tmethod would mine anomalies faster.
Research on how the anomalies tend to appear itisdanomalous space would make this
possible.

Finally, as it has been noted in the examples efuger-based analysis some anomalies that
have been mined are caused from anomalous behbutothat behavior might not be
fraudulent or addictive gaming. The study of howngnaf the resulted anomalies derive from
fraudulent activity or addictive gaming will help the “tuning” of the false alarm parameter
C, as much as the subspace threshold. This parantdtenegds to be adjusted for the
correctness of the results while the subspacehbleéss believed to be able to perform a
better separation.
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