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Abstract—Traceability is important when it comes to many different software engineering activities. It is used as a means of enabling smoother maintenance and maneuvering within a repository. Because of its importance, traceability within commercial development has long been a subject of research and development. Meanwhile traceability link existence and usage in open source software (OSS) is not as common if compared to commercial use. In this paper, we identify the usage of explicit traceability links within open source software that contained some form of modeling. We do so through representative repositories extracted from the Lindholmen Data Set, which at the time consisted of 24730 repositories based on Github. We investigate if these links exist as well as what the most common usage of these links are. Then we proceed to discuss the maintenance of traceability links over project lifetimes as well as how the responsibility of maintaining the traceability links is shared. The findings are that six out of our eight representative subjects contain some form of explicit link, although these links are for the most part not updated apart from a few exceptions. In the end the teams do not share the responsibilities of updating these traceability links but seemingly this task is performed only by a few select individuals. We have thus proven that there does indeed exist explicit types of traceability within OSS and that in some cases they are updated in regular intervals during the lifespan of the project. Through these results we present ideas for potential further research within the domain.
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I. INTRODUCTION

Traceability in software engineering is the method of establishing a relation between different software artifacts, such as documentation and code, in an effort to create an easier way to maintain and navigate in a software project. The type of links called 'Traceability links' can come in many forms: they can be the connection between documentation and a part of the source code, or even how different requirements are implemented in the system [1]. In the case of a code-documentation link such as code-requirements, some type of reference between the artifacts will exist, such as a code comment stating that it partly fulfills the requirement of story X. Another option is to investigate the commit message where a code artifact was introduced, since issue tracking tools such as Jira have a specific identification attached to the story/issue which is then provided in the commit message. This identifier is ultimately used to track the story/issue progress [2]. Through this we can then see what requirements a certain code artifact fulfills.

The area of traceability in software engineering has emerged to become a hot topic over the last couple of years [3], [4]. The reason for this emerging interest lies in the fact that traceability is helpful to developers since there are many uses for it. As presented previously we have the maintenance and understanding aspect of these links [5], and these give way to less time spent scouring through projects when trying to find what changes affect what parts of the system. This is especially important for OSS projects, as anyone can pick up the code and start working on it. These traceability links have different forms, such as being implicit or explicit. What current research has shown so far is that OSS projects most commonly rely on implicit links that form between commits and issues, using the method previously mentioned.

There are various methods of finding implicit links within OSS projects, such as looking at the artifacts most commonly committed to a repository over a period of time [6]. One can then assume that these artifacts have some sort of connection, either in the sense of dependency or general documentation covering the area. There have been several studies on the usage of such traceability links already [1], [7], [8]. While these links are surely interesting and provide benefits to developers [9], we believe that there are more avenues that can strengthen the presence of traceability and its usage which have not been thoroughly investigated.

The focus of this paper is on the explicit links that exist between different software artifacts within an OSS project that contains some sort of modeling. These models add helpful information to the projects [10], [11], but it is not known how or if they are linked to the other software artifacts within the projects, e.g., the code, requirements and tests. Therefore our aim in this paper is to show which types of traceability links exist within OSS projects that make use of modeling. In addition, we aim to show how these traceability links are maintained throughout the lifespan of these OSS projects, as well as to investigate how developers share responsibilities in regards to maintaining these links.

The research questions that are posed to conduct these investigations, are the following:

- RQ1: Do explicit traceability links, other than commit-issue, exist within OSS projects using some form of modeling?
- RQ2: What traceability link types are most common in OSS projects that use some form of modeling?
- RQ3: Are traceability links maintained over the lifetime of the project?
- RQ4: Is the maintenance of traceability links performed by the entire team of committers?

The links or lack thereof would provide another helping hand in increasing maintainability as well as how such links can increase understanding around a piece of open source software. In addition it would be the first time that traceability links related to modelling artifacts will be investigated in the context of OSS projects. Therefore we present our findings in hope of providing this type of strengthening information that can aid future research.

Finally we wish to investigate the maintenance of these traceability links in order to show how developers within OSS projects handle and distribute responsibilities when it comes to the upkeep of said links. Through this we will provide an insight into how well traceability links are handled by developers both in regards to the upkeep of the actual links as well as the presence or absence of shared responsibility regarding them.
The remainder of this paper is structured as follows; Section II discusses related studies within the area of traceability links and how such links might be established and found. Section III introduces methodology on how we conducted the research as well as the limitations of our study, while Section IV presents the results and findings of our investigation into OSS repositories. Section V presents a discussion on the findings of the paper. Finally, Section VI concludes the paper and presents possible areas of future investigations.

II. RELATED WORK

A. Traceability in practice

One of the key challenges regarding traceability has always been “the return of investment”, meaning that given the large amount of resources required for the establishment, traceability does not always provide developers with an immediate sense of value. Not all of the established links are sure to yield the expected results. However, the few that do will make maintaining the software cheaper [12].

There are several different trace link recovery approaches that have been proposed in order to support trace link creation. These different approaches can be classified into three different “types” as follows; “manual”, “semi-automatic” and “fully-automatic” [12]. By semi-automatic it is meant that parts of the process are conducted manually while others are performed automatically. For the most part, the process follows the fully-automatic version, at least up until a certain point. After the automatic traceability extraction has been done, the researchers themselves go through the candidate links and remove the ones deemed incorrect as well as adding links missed by the tool. This type of method can in theory be the “best of both worlds”.

Meanwhile, the automatic process generally gives an analyst the ability to input the initial settings but does not allow the analyst any further hand in the decision making process. However this type of tracing does not ensure the correctness of the established traceability relationship as there are no evaluation of the findings by hand. Another issue with using an automatic process is the fact that precision of such an approach is rather low [13].

Finally we have the manual tracing process, which is the process that we have chosen to use for this paper. In this type of process the analyst themselves choose the way to approach the problem out of many different approaches. The analyst themselves go through code elements and documents in order to find and establish eventual traceability elements. This process however is highly time consuming and in the cases of larger projects this type of tracing quickly becomes unfeasible, additionally, there is no guarantee that the analyst will find links in a consistent manner as the process quickly proves a boring task and this tends to make the process error-prone [12].

B. Existence of traceability links in OSS

The usage and understanding of traceability links can be helpful for many different types of tasks, such as program comprehension, maintenance, requirement tracing, impact analysis, and reuse of existing software. There are studies that show that traceability links help with increasing accuracy when performing these types of maintenance tasks, such as presented by Jaber et al. [14]. Finding these links however can prove challenging and time consuming. Antoniol et al. [1] proposes a way to recover traceability links using a technique based on Information Retrieval (IR) methods. The paper suggests that developers often use descriptive naming while creating different software artifacts relating to the code, such as variable names and class names. Then using this information one can proceed to use these names as keywords for searching through documentations and finding related documents. However as previously presented, this type of process runs the risk of low precision.

The authors then propose to use a probabilistic model or a vector space model to rank the different documents by relevance to the search query. Another way to establish such links is through the usage of the latent semantic indexing method or LSI for short [15]. In this paper the authors state that their method of recovering traceability links requires less processing than the papers in their related works section, while also staying independent from factors such as language and paradigms. And thus they conclude that it is better suited for automation. There is no discernible way however to fully automatically find traceability links in a reliable manner. Decisions on the links found by tools are ultimately made by the user [16].

Our focus is related to what we can see from the work of Kadgi et al. [17]. It is shown that software repositories do indeed contain forms and types of traceability links that we can establish between different artifacts when dealing with open source software projects, using methods described in their paper. They propose looking into the change-sets of the projects that they investigate, using the information stored there to relate different artifacts such as through frequency of occurrence together which is a common method used when dealing with open source software repositories. Although this can be done, the usage of commits and issue tracking is the norm for most of the traceability link establishment research being done in the field of OSS [18]. Therefore it is a method which we will not be using, but instead merely allow ourselves to be inspired by.

III. METHODOLOGY

The purpose of this paper is to show the usage of traceability links through the collection and analysis of traceability link data, which is contained within OSS projects that have some measure of modeling present. The projects selected had to meet the criteria of containing at least one type of model in order to be incorporated into the final results. The Lindholmen Data Set CSV dump was used as the population for this study [19]. At the time the data-set contained a list of 24730 GitHub projects that contain some form of modeling. The following methodology will be focusing on cutting this population down into only the most relevant group for our research. This group were created by imposing a number of restrictions upon the
data-set that helped to sort out the repositories which met our requirements. Then by way of clustering we selected representatives that were used as the subjects of our research, together with additional data extracted from the resulting representative repositories.

A. Data collection

Because of the data-set being so large, sampling on the population had to be done to decrease this population to a more manageable size. To do this we applied an agglomerative cluster sampling method [20], in order to divide the repositories into smaller clusters based on a few selected criteria. These criteria are as follows:

- Number of models in a project.
- Number of files in a project.
- Number of updates to .uml and .xmi models in a project.
- Latest commit not earlier than the beginning of 2019.

The number of models a project contains is already available through the Lindholmen Data Set and was retrieved from there.

A number of bash scripts were then created to extract the aforementioned information about the repositories while on the master branch. These scripts extracted data directly from the repositories as the information was not present within the selected data-set.

The script created to extract the number of updates was used to look for the occurrences of .uml and .xmi in the committed files of each commit. To calculate the number of times models had been updated in a single repository, we took the number of occurrences of the models found in the commits and then subtracted it by the number of models in the repository which was documented in the Lindholmen Data Set CSV dump. This was done to remove the occurrences where a model was first added to the repository.

The dates were then organized and checked so that the repositories whose last commit was made before January of 2019 could be removed, as we wanted to have projects that had been updated fairly recently. The reason for having this kind of restriction is so that we have repositories that can reflect the current status of OSS projects. We did not check the quality of the models as the only thing that we are concerned about is that they actually exist and have had some form of update throughout the lifespan of the project. Additionally as we were pressed for time regarding the manual information gathering and evaluation, we did not concern ourselves with the state of the models. This was because it would not have been feasible when looking at the sheer number of them being found within certain repositories. We therefore assume that all models that are present within the chosen repositories are relevant to our research as long as they are contained within a repository that has been updated within the year of 2019.

The clusters were created with the help of agglomerative hierarchical clustering [13], [20], using the Ward’s method [21]. Before the start of the clustering, there was a need for the data to be normalized. This was to make sure that each of the three data points, i.e. number of models, number of files and number of updates had the same interval for their values when calculating the distance between clusters. In each step of the clustering the closest neighbors were merged into a new cluster for the next iteration of the clustering. To choose which two clusters to merge, we calculated the distance between each of the clusters. By having the number of models, number of files, and the number of updated .uml and .xmi models in each project as our three data points, we calculated the Euclidean distance [22] between the different clusters and as dictated by the Ward’s method, merged the closest clusters together.

During this process we decided to set the break-even point to a final cluster count of eight clusters. The reason for this was that we wished to have a manageable number of repositories to check, that were still a representative of the population, as well as the fact that we did not have the knowledge of what might be the right number of clusters for our case. Therefore we follow the example of what was done in the study by Rath et al. [20].

When the clusters had been formed through this type of sorting, we executed a random sampling method on each of the clusters as a way to select the final eight representatives [13].

In order to answer RQ1 and RQ2 we proceeded to manually search the representative projects for explicit traceability information which are related between several parts of the projects. These parts being: between models and code, between models and requirements, between models and tests, between code and tests and finally between code and requirements. Note that traceability information such as between commits and issues were not considered as it was not within the scope of our intended research.

The links between models and code were located by manually searching through code artifacts for specific mentions of models, which forms an explicit traceability link between the code and the model. The models were also searched through for artifacts mentioning different parts of code such as class names or packages.

The links between requirements and models were located through mentions of the models in the specific requirements, such as an update to a certain model in relation to a code change.

The links between models and tests were located by looking through the test comments for mentions of the models such as sequence diagrams and class-diagrams etc. The links between code and tests were found through searching the testing artifacts for mentions of the related code artifacts such as through the test naming and test-suite documentation [23].

Finally, the links between code and requirements were located through an investigation of the code and requirement artifacts for any explicitly mentioned relation.

Beyond looking at these artifacts there was also a possibility of external text or spreadsheet documents existing in the repositories that would link the previously mentioned artifacts together. These types of explicit links are called external links, while there are also those that exist inside of the artifacts
themselves, such as in code comments. Such links are called internal links.

In order to answer RQ3 and RQ4, we extracted additional information from the repositories such as the number of contributors maintaining the traceability links that we found, as well as the number of updates made to them throughout the lifetime of the project. In order to retrieve the number of contributors to files where trace links were present, we decided to manually look through all files containing traceability links and documenting all unique contributors on those files as well as in which of the commits to these files the actual links were updated. Then in order for us to retrieve the information regarding the number of updates made to traceability links throughout their lifespan, we proceeded to manually go through the files containing traceability links and documenting the date each commit was made.

B. Data analysis

The data gathered from the repositories during the data collection which regard to RQ1 and RQ2 was first grouped after their type of traceability link before any analysis on them could be done. The groups that they were divided into are the following five:

- Between models and code
- Between models and requirements
- Between models and tests
- Between code and tests
- Between code and requirements

When the traceability links that had been found they were successfully sorted between the five different groups, the goal was to then to through these groups show what type of links are present as well as which are the most recurring ones between repositories in OSS development.

The gathered information regarding the contributors to the found traceability links, as well as the number of updates made to these links, were then sorted by relevance and presented within tables and through subsections highlighting each repository. One depicting the repositories with number of committers per link as well as the updates of these links within text form.

C. Validity threats

1) Construct Validity: As we have a relatively small base population after the restrictions put on the used data-set, we can see a threat to the construct validity in what is commonly known as a random sampling error. As we are using such a small representative population there will always be some likelihood of encountering a random sampling error as the sample population can never really match the entirety of the population.

2) Internal Validity: Threats towards the internal validity have been mitigated through the usage of both the agglomerative clustering as a way to normalize clusters so that they may be on the same “height”, as well as the random sampling that was made on the resulting clusters afterwards in order to fairly select representatives of each cluster that would be used in the study.

3) External Validity: External validity holds many different types of validity that are closely related to empirical research, such as the population validity. The population validity in our case we believe to be uncompromised as we performed random sampling upon the population in order to retrieve representatives, which means that we have given each data-point within the population an equal chance of being selected. As we only use data extracted from repositories situated on Github, we do not have the issue of live subjects compromising the research through predispositions and opinions or possible occurrences of the “Hawthorne effect” [24].

4) Limitations: The conducted study has a very limited time-frame, as such we do not have the ability to secure that we will provide a definitive answer in the end. To manage with the short time-frame of this study we have chosen to perform the study on a small sample size of OSS projects. There is no way to get around this problem in this study but in the case of future research on this subject that has a longer time-frame it will be possible to do a more throughout study of OSS projects that contains modeling documents.

IV. RESULTS

A. Existence and types of traceability links

After filtering away the repositories that do not contain .uml and .xmi files, 7256 of the original 24730 projects from the Lindholmen Data Set were left. Next we imposed the restriction of the repositories having to have been updated in 2019, through looking at the latest commits of the various repositories with the help of an automated script. We ended up with 218 repositories out of the 7256 that were eligible.

These 218 repositories were then used to perform the hierarchical agglomerative clustering, so that we could create the necessary clusters for the final random sampling, from which we retrieved representative repositories which we then searched for explicit traceability links.

Fig. 1 itself is a representation of the clustering procedure, i.e. how the different clusters are merged into what is finally one large cluster. As we are performing an hierarchical agglomerative clustering, we then start with all the 218 repositories within their own clusters and then we start to merge them using the calculated Euclidean distance between the different clusters, thus forming new and larger clusters that are to be merged for the next iteration. The dendrogram then aids with showing the process of selecting the final eight clusters that we used in order to pick representatives for the population. Additionally, we then use it in order to show the final size of the eight clusters that we settled with.

Through performing this type of clustering, as well as drawing up the resulting dendrogram, as seen in Fig. 1, we then picked out the height to settle at where we would have a manageable amount of clusters that we could make use of. We did this by analyzing the dendrogram visually and decided to settle at the height of seven where we ended up with eight
total clusters, which was our original goal, so that we could pick representatives from each cluster through the use of the aforementioned random sampling method. The boundaries of these clusters are marked in red.

From a search that we performed by going through the eight representative repositories, we found that there were explicit links established in six out of eight repositories. We continued with sorting the explicit links that we had found through the search of the repositories into the categories mentioned in Section III-B.

Table I shows how many links were found in each of the eight representative repositories, as well as what type of links they were.

The models to code links that we found were all located in a small number of files that contained all links of this type. These files were located in Repository C and were presented in .pdf format, which described the diagrams and how they related the different coding artifacts. This strengthened and also aided in creating the links between models and code.

In the case for Repository G, all the links were located in the same file, a .png file that showed the model with documentation on which files it was linked to.

Between code and tests the links were found through the same method for all four repositories that contained them. The name of the test classes were usually linking to the code through the naming of the test classes, and as for the remaining links, there were comments in the testing code that specified which file and part of the code that was being tested.

As for the last type of link that we found, code to requirements links, the only such traceability link that we found was located in a comment of the code were it was specified that the code was created according to the requirements from a specified web-link.

We then ended up with a total set of 44 links between code and tests, while 501 links were found to exist between models and code as well as one link between code and requirements across all the representative repositories. The number of links of each type found in each repository is presented in Table I. We can also see the rarity in the total number of files that exist in all of the searched repositories vs the combined number of links that we found, if we were to do this comparison we would end up with 0.004 links per file, which indicates a very small percentage of links present within such OSS projects.

### B. Updates of traceability links in repositories

Presented in the following sub-subsections is information regarding the six repositories that contained some form of explicit links.

1) **Repository A**: Repository A had four files containing traceability links. Three files which contained six test-code links combined, as well as one file containing one code-requirements link. These files were not created at the same time but instead were created during different years (2014, 2015, 2017 and 2018). All of the links except the one created during 2018 have been updated approximately once a year since their creation. However there have been no updates during 2019 so far.
TABLE I
THE NUMBER OF LINKS IN EACH REPOSITORY

<table>
<thead>
<tr>
<th>Link type</th>
<th>Models-code</th>
<th>Models-requirements</th>
<th>Models-tests</th>
<th>Code-tests</th>
<th>Code-Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repository A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Repository B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository C</td>
<td>493</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Repository E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>Repository F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>Repository G</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository H</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE II
THE NUMBER OF FILES CONTAINING TRACEABILITY LINKS ORDERED BY THE NUMBER OF UNIQUE CONTRIBUTORS IN EACH REPOSITORY

<table>
<thead>
<tr>
<th>Number of contributors</th>
<th>Total</th>
<th>Total of unique</th>
<th>1 unique</th>
<th>2 unique</th>
<th>3 unique</th>
<th>4 unique</th>
<th>5 unique</th>
<th>6 unique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repository A</td>
<td>24</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository C</td>
<td>4</td>
<td>1</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository D</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository E</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository F</td>
<td>13</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Repository G</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

2) **Repository C**: Repository C had 18 files containing traceability links. All of these files externally established links between model artifacts and code artifacts. However, 16 of them were added at the same date in 2013, and the remaining two were created in 2016. The naming of these files implies that the documents were created outside of GitHub and then added to the GitHub repository when finished. This is because they have dates present in the name of the files and no updates have been made on any of the files since they were added to the repository.

3) **Repository D**: Repository D had six files containing traceability links. These six files all contained one test-code link. Five of these were added at the same time and then proceeded to get two updates, all at the same time, and then they have not been touched since they were created in 2012. However, the remaining file, which was created in 2018, is a code artifact that contains test-code links and has been updated several times since then and has also been updated during 2019.

4) **Repository E**: Repository E had 14 files containing traceability links. These 14 files all contained 17 test-code links combined. Out of these 14, seven were created at the same date during 2015. They have since then been updated several times, sometimes together and sometimes separately. But overall they have been updated approximately once a year until late 2018. Out of the remaining files, four were created during 2018 and have not received any updates. Two files have also been updated several times a year since their creation in 2016 until early 2019. The final file was created during 2019 and has been updated several times since then.

5) **Repository F**: Repository F had twelve files containing traceability links. These twelve files all contained 15 test-code links combined. Out of these twelve files, six were created during 2013 and 2014 that have yet to receive any updates since then. One file was created during 2013 and the remaining five during 2012. The ones created during 2012 got a few updates during the same year but then were not updated again until 2017 when they got updates around the same time as the link created in 2013.

6) **Repository G**: Repository G had one file containing eight traceability links. These eight links were all model-code. This file was created during 2015 and has not received any updates since.

C. **Contributors on traceability links**

In Table II the data for the number of unique contributors on each link is shown as well as the total amount of contributors for the entire project.

The data shows that there is rarely a case where all of the contributors are participating in updating the traceability links within the repository. Out of the six repositories that we found traceability links in, only one of the repositories had all their contributors participating in the maintenance of a traceability link. However, this repository had a low number of total contributors, in total three. As for the other repositories, one of them only had two contributors but both of them did not participate in the maintenance of the traceability links. For the remaining four repositories that contained traceability links, they had a higher number of contributors than the two other repositories, but the number of contributors that participated in the maintenance of the traceability links were less than the total amount of contributors found in these repositories.

From the data we can also see that there is rarely a case where our sample repositories have a consistent number of contributors that are maintaining the traceability links. In Table II it is shown that the repository with the highest number of unique contributors on traceability links has some links with two contributors but also has up to six unique contributors on one link.
V. DISCUSSION

A. RQ1 & RQ2

The two questions that we are trying to answer in this subsection are “Do explicit traceability links, other than commit-issue, exist within OSS projects using some form of modeling?” and “What traceability link types are most common in OSS projects that use some form of modeling?”. We can see from the amount of links that could be found in the projects that were searched that different types of explicit traceability links are not very popularly used within these types of OSS projects, which makes it surprising that we found traceability links within six out of the eight repositories that were within our sample of representatives. Even though models are used and in many cases updated quite a number of times, there is still nothing that is linking them together in a way that would make sense from a models to code class standpoint, with the exception of two cluster samples. With this we are referring to the fact that in six out of our eight samples, we found no correlation between the models and code that could link them together. The test to code links that were found followed the same pattern across the repositories, which is understandable since it is of modern coding standard to name test files appropriately after what file they are testing, as well as showing in code comments what the specific test is indeed testing. This however, is not the only type of link that we have seen being used, as comments that refer to the names of classes under test also appear from time to time, showing another way to link two such artifacts together in an explicit manner.

While there were indeed quite a few links that were models to code, it did appear that it is not the most popularly used link type, as most of the links were found within a single repository which was using them extensively. Even though the model-code links were numerous, the most popularly used link type across the cluster samples was the test-code links that came from naming conventions and comments depicting what code artifact it tested.

As for models to requirement links we failed to find any instance of this type of link. From this we can not conclude anything other than that we failed to prove that they exist. The same goes for the models to test links that we also did not find in any of the repositories.

We did however manage to find one link between code and requirements. This link was formed through the code comment stating that it fulfilled a certain requirement. In addition, there was a web-link attached in the comment that linked to the specified requirement. From this one link we can conclude that there are links between code and requirements within OSS, but we do not know how widely they are used. There is a possibility that there are no code to requirements links other than the one that we found. But since we found one link then we believe that there is a possibility of there being more of this type of link within other OSS projects. Taking all of these points into account we can see that the overall usage of explicit traceability links is scarce and mainly used when creating tests for pieces of code within the system.

B. RQ3

In this subsection we are discussing the research question “Are trace links maintained over the lifetime of the project?”. From the results that we have gathered and shown in the previous section it becomes apparent that not many traceability links are maintained and also not very frequently. As most of the links that are maintained get updated around once every year, which could also be argued to be a reflection upon how often the files that have these links are being changed which might not necessarily mean that the link itself has been altered at all. The question which we are trying to answer with these results is after all if traceability links are updated during the lifetime of the project, and some definitely are updated. However, considering the question of how actively they are maintained, it can be seen that the developers do in fact update these links fairly rarely.

C. RQ4

This subsection is about research question four, “Is the maintenance of trace links performed by the entire team of committers?”. As shown in Table II, there are several people that are participating in maintaining the traceability links. However we can also see that for our sample there is no relation between the total number of contributors and the number of people that are maintaining the traceability links. As such it can be seen that not all the members of the teams are taking an active role in maintaining the traceability links. Through this we can argue that it does not seem to be something that the developers within OSS believe to have the need of being a shared responsibility between team members, but rather is restricted to be kept by a select number of individuals.

VI. CONCLUSION

We can see through the gathered results and the discussion presented that OSS projects do indeed use explicit traceability links within certain areas. We can also see that the most frequent type of traceability link is the one that ties together testing artifacts and code artifacts. These links establish themselves through comments pointing towards code artifacts, specifically what parts of the code that is being tested, and in some cases why. We can also see that the models-code is in a close second with the overwhelming amount of links found, even though they were only present in two out of eight repositories. Meanwhile the test-code links were found in four, although significantly fewer in number.

Although these links are established with purpose of aiding in maintaining the software, the links themselves are not often updated during the lifetime of the repository. This can be pointed out to be because the features are not used, bad implementation or just simply because of neglect. Additionally we see that the upkeep of explicit traceability links is not a shared activity among the contributors on an OSS project.
Instead it is done by a few select individuals that execute their upkeep with what was found to be a usual frequency of around one year between each update.

We see possibilities to extend this research further in the future by investigating the developer stance towards traceability and its practical usage. In addition information can be gathered regarding the knowledge of traceability within the open source community, and on how traceability links have helped the contributors when contributing to OSS projects. This research can be done by performing interviews or sending out a simple questionnaire to the developers of OSS projects that contain some sorts of explicit traceability links.

References


