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Chapter 1

Introduction

Through the work of many prominent physicists at turn of the 20th century, not only had it been discovered that electricity is quantized in the form of electrons, but that even light itself comes in quanta of photons. Instrumental to these discoveries was the experimental finding\(^1\) by Hertz, and Einstein’s subsequent theoretical description\(^2\) of the photoelectric effect, where an electron is emitted from a surface or particle\(^3\) by absorption of a photon. This initial discovery of the wave-particle duality of light was in the coming years extended to matter, and was a key contribution in the creation of an entirely new field of physics – Quantum Mechanics.

In this thesis the basic topic of study is \emph{strong-field photodetachment of negative ions}. Photodetachment is nothing but a direct manifestation of the photoelectric effect, with the illuminated target being negative ions. Electrons in bound states in the negative ions are promoted into the continuum by absorption of photons. Photoionization of neutral atoms and molecules in the gas phase has been studied since 1900, but due to the experimental difficulties of producing and containing negative ions, it was not until 1953\(^4\) that photodetachment was first experimentally studied by Branscomb \emph{et al.}. In this first study a conventional light source in the form of a hot tungsten filament was used to photodetach H\(^-\) (and in a later experiment also D\(^-\)\(^5\)) in order to measure the photodetachment cross section. The electron affinity of O\(^6\) was measured using photodetachment in the same year by the same authors. In 1967 a laser was for the first time used for photodetachment experiments when Brehm \emph{et al.} performed photoelectron spectroscopy on He\(^-\) to determine the electron affinity of He\(^7\).

Common to all of these early experiments is that only the total photodetachment rate was considered. In 1968 the theoretical\(^8\) model by Cooper \emph{et al.} and experimental\(^9\) study by Hall of the angular distribution of photoelectrons produced through photodetachment allowed for resolving differential cross sections. The imaging technique adapted to photoelectrons by Helm \emph{et al.} in 1993\(^10\)\(^11\) adds to this by also being able to simulta-
neously measure the momentum distribution of photoelectrons. The imaging technique was first applied to photodetachment by Blondel et al. in 1996 [12] in a study of Br⁻. The introduction of Abel inversion [13] and velocity map imaging [14] brought further improvements to the imaging technique.

The first laser in the optical range was developed in 1960 [15]. It proved to be an incredibly valuable tool for performing spectroscopy. In the following years the invention of the wavelength-tunable dye laser [16] made it possible for Lineberger and others to measure binding energies of atomic negative ions with high precision [17]. With the advent of mode-locked pulsed titanium-sapphire lasers in the late 1980s and early 1990s, [18, 19, 20] and application of chirped-pulse amplification [21] to optical pulses, the peak power of lasers had reached that of the order of a gigawatt. This opened up an entirely new field of atomic and molecular physics. Strong-field laser physics challenges the notion of optical wavelengths being non-ionizing radiation. In these intense laser fields the photon density is sufficiently high for an atom to pick up a large amount of photons and be ionized even though the energy of the individual photons is insufficient to overcome the ionization threshold. Focusing such a high-power pulse means that the electric field of the laser is comparable to that exerted by the atomic core which makes it possible for a bound electron to pick up more photons than what are needed to overcome the binding potential or even tunnel through the field-induced potential barrier. This above threshold ionization (ATI) was first observed in xenon in 1979 by Agostini et al. [22], and the corresponding process in negative ions, known as excess photon detachment (EPD), was first recorded by Blondel et al. in strong-field detachment of F⁻ [23]. In parallel to and strongly correlated with the development of intense pulses, the duration of laser pulses has been significantly shortened. Today, in a typical pulsed titanium sapphire laser, the pulse duration is of the order of a few femtoseconds. Such a pulse duration is on the timescale of electron dynamics in atoms and opens up an area of application for the laser which has not been reachable before in that the creation of wave packets in the electron distribution of atoms is possible. A wave packet is a fundamental concept in quantum mechanics and is direct evidence of the wave character of matter. A wave packet is formed when a quantum system is in a coherent superposition of states, whose wave functions will interfere constructively in some locations and destructively in other. When the superposition constitutes of a few bound states, this manifests as an oscillation in the probability density, known as a quantum beat.

The aim of the experiments presented in this thesis is to experimentally investigate photodetachment of monomer and dimer negative ions in a strong-field regime and compare it to theoretical models. As a tool to perform the experiments, photoelectron imaging methods are used and expanded upon to record and analyze the momentum distributions of photoelectrons produced in photodetachment and photoionization processes. Strong-field photodetachment is also used as a means to create a valence electron wave-packet in neutral atoms. While studies have been performed of electronic wave packets created
through superpositions of Rydberg states\cite{24,25,26} and lower-lying excited states in atoms\cite{27,28}, as well as in the electronic ground state of positive ions\cite{29,30}, studies of electronic wave packets in the ground-state of atoms are lacking. A pump-probe method is employed to study the electron dynamics in C, Si and Ge atoms produced through photodetachment of their respective negative ion. In order to automate the data acquisition procedure and more thoroughly analyze photoelectron emission patterns, a new tomographic method was developed. A tomographic method has been applied before to analyze photoelectron emission patterns from neutral atoms\cite{31}, but its applicability in conjunction with low-yield photodetachment experiments had not been tested. The method was applied to photodetachment of the negative ion of silver, where strong-field photodetachment data is scarce. In addition to this, experiments are performed to test the validity of two models for the photodetachment of homonuclear diatomic molecular negative ions. A previous inconclusive comparison has been made for F$_2$\cite{32}, but studies are otherwise lacking. As a target, the negative ions of C$_2$ and Si$_2$ are used.

This thesis is arranged as follows. In Chapter 2, aspects of the theoretical foundations of negative ions and photodetachment are treated. An existing photodetachment model is generalized to elliptically polarized laser light. Chapter 3 contains details on how the theory is used to simulate photodetachment under experimental conditions, while Chapter 4 describes the setup which has been used to perform the experiments. Chapter 5 deals with the wave packet and orbital alignment dynamics in an atom. In chapter 6, an experimental method to measure the entire 3D momentum distribution of photoelectrons is developed and applied to photodetachment of the negative ion of silver, and in Chapter 7 photodetachment experiments are performed on diatomic molecular negative ions. Finally in Chapter 8, a conclusion and an outlook to future prospects is made.
Chapter 2

Theoretical Description of Negative Ions and Photodetachment

2.1 Negative ions

An atom consists of a nucleus of integer positive charge and an equal amount of negatively charged electrons. The electrons can be thought to be added one by one to the Coulomb potential of the core, in accordance with the Aufbauprinzip, with the probability cloud of each added electron screening one additional nuclear proton. The total charge is thus zero and to a distant observer the unperturbed neutral atom produces no electrical field. In light of this, the mere existence of negative ions, when yet another electron is added to the atom, may seem like a violation of the laws of physics. In a more realistic view where there is mutual interaction between electrons so that their orbitals are altered and their motion is correlated, the existence of negative ions can be easily explained. In a classical view the negatively charged excess electron deforms the electron cloud of the atom, polarizing it, to induce an electric dipole which will exert an attractive force on the excess electron[33]. This induced dipole potential is fundamentally different from the Coulomb potential of positive ions and atoms. While the Coulomb potential has an inverse dependence on the core-electron separation $r$, i.e. $V \propto \frac{1}{r}$, the long-range behavior of the induced dipole potential is proportional to $\frac{1}{r^4}$[34]. The consequence of this is that the Electron Affinity (EA), i.e. the binding energy of of the excess electron is an order of magnitude smaller than that of the Ionization Potential (IP) of an atom, making the negative ion a far more delicate construct. Additionally, the Coulomb potential allows for an infinite number of bound states with the existence of Rydberg states close to the ionization limit; the induced dipole potential only allows a finite number of bound states, in practice limiting the amount of excited states in negative ions to a handful if any. With its apparent simplicity through the scarcity of excited states it makes the negative ion an experimentally attractive target for comparison to theoretical
models for laser-induced electron removal.

2.2 Photodetachment

Due to the short range character of the binding potential in the negative ion there are, as mentioned previously, few if any bound electronically excited states. This prohibits traditional methods of spectroscopy, where excitations to bound states are induced and the fluorescence from de-excitation is observed (it should be noted, however, that bound-bound dipole transitions have been observed in a few atomic[35, 36, 37] and diatomic[38, 39] negative ions). To study a negative ion, it is therefore necessary to destroy it by detaching the additional electron or alternatively, in the case of a molecular ion, dissociating it and detecting the fragments. Examples of ways to do this is through application of an external electric field, impacting the negative ion with an electron or a heavier particle like an atom, and through photodetachment by exposing the negative ion to laser light, which is the topic of this thesis. The general photodetachment process can be written as

\[ A^- + n\hbar \nu \rightarrow A + e^- + E, \]

(2.1)

where \( A \) is an atomic or molecular species, \( \hbar \nu \) signifies the photon energy of the \( n \) photons absorbed, and \( E = EA - n\hbar \nu \) is the excess energy in the process. Since the mass of the residual neutral is much larger than that of an electron, it can be assumed that all the energy is converted into kinetic energy of the detached electron so that \( E = \frac{p^2}{2m} \), where \( p \) and \( m \) is the linear momentum and mass of the electron, respectively. The probability for the process to occur is given by the detachment cross section \( \sigma \), a measure given in units of area.

In a weak laser field, where one-photon detachment is the only possibility, it is necessary for the photon energy to be larger than the electron affinity, \( \hbar \nu > EA \). For an \( N \)-electron atomic system with nuclear charge \( Z \), the non-relativistic Hamiltonian is given by (in atomic units \( \hbar = m_e = e = 1 \) [40]

\[ H = \sum_{i=1}^{N} \left( \frac{\mathbf{p}_i^2}{2} - \frac{Z}{r_i} + \sum_{j=i+1}^{N} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} \right), \]

(2.2)

where \( \mathbf{r}_i \) and \( \mathbf{p}_i \) are the electron positions and momenta, respectively. Here the first term represents the kinetic energy, the second the potential energy of the electrons in the coulomb field of the nucleus, and the third term represents the Coulomb potential energy between individual electrons. The corresponding Hamiltonian for an atomic system in an external electromagnetic field, such as that of a laser, is obtained by replacing the electron momentum with the generalized momentum, \( \mathbf{p}_i \rightarrow \mathbf{p}_i + \mathbf{A}(\mathbf{r}_i, t)/c \), where \( \mathbf{A}(\mathbf{r}_i, t) \)
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is the vector potential of the external field, transforming \( H \to H + H_{\text{int}} \), where the interaction Hamiltonian \( H_{\text{int}} \) is given by

\[
H_{\text{int}} = \sum_{i=1}^{N} \frac{1}{2\epsilon} \left( p_i \cdot A(r_i, t) + A(r_i, t) \cdot p_i + \frac{1}{c} |A(r_i, t)|^2 \right). \tag{2.3}
\]

The vector potential can be chosen to be in its Coulomb gauge form

\[
A(r_i, t) = \sqrt{\frac{2\pi e^2}{\omega V}} \hat{\epsilon} e^{i(k \cdot r_i - \omega t)}, \tag{2.4}
\]

where \( \hat{\epsilon} \) is the polarization unit vector of the laser light, \( V \) a volume, \( k \) the wave vector, and \( \omega \) the angular frequency of the laser field.

Introducing the dipole approximation, \( e^{ikr_i} \approx 1 \), valid when the wavelength of the incoming light is much larger than the size of an atom (but not too large for a strong laser field \([41]\)), and neglecting the square term for the vector potential in Eq. (2.3), we arrive at the simplified expression

\[
H_{\text{int}} = \sqrt{\frac{2\pi}{\omega V}} \sum_{i=1}^{N} p_i \cdot \hat{\epsilon} e^{-i\omega t}. \tag{2.5}
\]

Excluding the omission of the square vector potential term, this is known as the velocity gauge form of the interaction Hamiltonian. The square term can in principle only be neglected in a weak field, in a strong laser field it manifests as an AC Stark shift.

The interaction Hamiltonian (2.5) has the form of a time-harmonic perturbation to the zero-field Hamiltonian given in Eq. (2.2) and time-dependent perturbation theory thus gives that the frequency dependent photodetachment cross section \( \sigma(\omega) \) is proportional to \([42, 43]\)

\[
\sigma(\omega) \propto \rho(\hbar \omega - E_A)|T_{if}|^2 \tag{2.6}
\]

where \( T_{if} \) is the transition matrix element

\[
T_{if} = \langle \psi_i | H_{\text{int}}(0) | \psi_f \rangle \tag{2.7}
\]

for the initial and final states \( \psi_i \) and \( \psi_f \) and \( \rho(\hbar \omega - E_A) \) is the density of final states. For photon energies slightly higher than the EA, the photodetachment cross section follows the Wigner threshold law \([44]\)

\[
\sigma(\omega) \propto (\hbar \omega - E_A)^{\ell+1/2}, \tag{2.8}
\]
where $\ell$ is the orbital angular momentum of the detached electron. The Wigner law is valid for an interaction which decays faster than $1/r^2$ and is thus valid for negative ions but not for atoms.[33]

It is worth noting that the interaction Hamiltonian (2.5) can be rewritten in the length gauge[40, 43] as

$$H_{\text{int}} = -i\sqrt{\frac{2\pi\omega}{V}} \sum_{i=1}^{N} \mathbf{r}_i \cdot \hat{\mathbf{e}} e^{-i\omega t}. \quad (2.9)$$

through the equivalent expression for the matrix element

$$\langle \psi_f | \sum_{i=1}^{N} \mathbf{p}_i | \psi_i \rangle = -i\omega \langle \psi_i | \sum_{i=1}^{N} \mathbf{r}_i | \psi_f \rangle. \quad (2.10)$$

### 2.3 Strong-field photodetachment

With increased laser intensity, non-linear effects start playing a role in the photodetachment process. The character of the strong-field photoprocess can be classified by the Keldysh parameter[45]

$$\gamma = \omega \sqrt{\frac{2|E_0|}{F}}, \quad (2.11)$$

where $\omega$ and $F$ is the angular frequency and electric field strength of the laser field, respectively, and $E_0$ is the zero-field detachment energy (or ionization energy in the case of photoionization). For $\gamma > 1$, the photoprocess is said to be in the multiphoton regime, in which the electron simultaneously picks up the energy of more than a single photon. This can be thought of as having a photon density sufficiently large to allow for a series of virtual states, spaced by the photon energy, which are traversed to overcome the binding potential. In an even stronger laser field, these virtual states can be located in the continuum allowing for excess photon detachment (EPD)[23, 22]. In an EPD process the electron absorbs the energy of more than the minimum amount of photons required to overcome the binding energy, resulting in peaks in the photoelectron spectrum spaced by the photon energy. In the perturbation theory limit, the detachment rate is proportional to the $n$-th power of the photon flux, with $n$ being the number of photons absorbed[46]. For a Keldysh parameter $\gamma \ll 1$, the photoprocess is said to be in the tunneling regime. This corresponds to the situation where the external field deforms the atomic potential to the point of forming a potential barrier, through which the electron can tunnel. As can be seen in Eq. (2.11) there is a direct dependence on the frequency of the laser. This can be thought of as the electron needing a certain amount of time to tunnel through the barrier. In the experiments performed in this work the Keldysh parameter, calculated
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at peak intensity, is in the range 0.1 – 0.4, representing the case where the EPD and tunneling processes are competing.

For a theoretical treatment of photodetachment in this regime, higher order contributions to the photodetachment rates can no longer be neglected and a non-perturbative approach is necessary. One successful approach is that of a group of closely related theories collectively known as Keldysh-Faisal-Reiss theory (KFR)\cite{45, 47, 48}. KFR theory makes use of a single active electron model, in which the initial state can be described by a single electron in e.g. a zero-range (δ-model) potential\cite{49} and the final state neglects the atomic potential and describes a free electron in a laser field. Neglecting the atomic potential is known as the strong-field approximation (SFA) and is justifiable for a strong-field laser, where the electric field of the laser is comparable to that produced by the atom. Note that while the above discussion is valid also for photoionization of atoms, negative ions are particularly well-suited to test the validity of SFA theories due to the lack of long-range forces exerted by the leftover core on the detached electron. In addition to this, the scarcity of electronically excited states makes the zero-range potential a suitable model as it can only contain a single bound state. The evaluation of the transition matrix elements by means of the saddle-point method was developed by Gribakin and Kuchiev\cite{46, 50} and is described in the next section. An extension to homonuclear diatomic molecules was done by Milosevic\cite{51} and is also discussed below. Modifications of the theory adding the effects of rescattering also exist\cite{52}. Rescattering is the process in which the detached electron is accelerated back by the electric field of the laser and colliding elastically with the core. In the following, rescattering is not considered.

2.3.1 Strong-field photodetachment of atomic negative ions

The goal of this section is to generalize the theory of strong field photodetachment to elliptically polarized light using the methods in \cite{46} for linearly polarized light and \cite{53} for circularly polarized light. For elliptically polarized light the electric field is of the form

$$F(t) = F(\cos(\omega t)\hat{z} - \varepsilon \sin(\omega t)\hat{y}),$$

(2.12)

with the laser propagating in the positive x-direction so that $\hat{z}$ and $\hat{y}$ are the unit vectors pointing in the direction of the semi-major and semi-minor axes of the polarization ellipse, respectively, and the parameter $\varepsilon \in [-1, 1]$ determines the ellipticity. With a positive ellipticity parameter $\varepsilon$ this defines a right-handed polarization when looking in the direction of the laser propagation axis $\hat{x}$. We consider here the detachment probability over a single laser cycle where the amplitude $F$ can be assumed to be constant. The discussion is limited to the length gauge, since it has been shown to be in better
agreement with experimental results than the velocity gauge\[54, 55\].

**Transition Amplitude** The \( n \)-photon transition amplitude over the period \( T \) of one laser cycle from the bound to the detached state is given by

\[
A_{pn} = \frac{1}{T} \int_0^T \langle \Psi_p | V_F | \Psi_0 \rangle \, dt,
\]

(2.13)

where the initial state \( \Psi_0 \) with binding energy \( E_0 \) is given by

\[
\Psi_0 = \Phi_0 e^{-iE_0 t}.
\]

(2.14)

Here \( \Psi_p \) is the continuum state with drift momentum \( p \), \( V_F = -e F \cdot r \) is the coupling of the electron \( (e = -1) \) to the laser field, and \( \Phi_0 \) is the spatial part of the initial bound state. \( \Psi_p \) fulfills the time-dependent Schrödinger equation with the full Hamiltonian \( H = p^2/2 + V_F + U_0 \), where \( p \) is the momentum of the electron, and \( U_0 \) is the potential the detached electron experiences from the residual neutral core. In situations where the electric field of the laser is strong, it is possible to neglect the atomic potential \( U_0 \) for the final state. This is what is known as the *Strong Field Approximation* (SFA). The SFA is particularly suitable for strong-field photodetachment of negative ions, since the left-over atomic core is neutral and does not exert any long-range Coulomb force on the detached electron. By neglecting the atomic potential we are left with the Hamiltonian \( H_{SFA} = p^2/2 + V_F \), i.e. a free electron in the presence of a laser field. The solution to the time-dependent Schrödinger equation for \( H_{SFA} \) is given by the Volkov wave function\[56\]

\[
\Psi_V = e^{i(p+k_t) \cdot r - \frac{i}{2} \int (p+k_t)^2 dt},
\]

(2.15)

where

\[
k_t = e \int^t F(t') \, dt' = \frac{e F}{\omega} (\sin(\omega t) \hat{z} + \varepsilon \cos(\omega t) \hat{y})
\]

(2.16)

is the electron momentum induced by the laser field. By approximating \( \Psi_p \approx \Psi_V \) we obtain

\[
A_{pn} \approx \frac{1}{T} \int_0^T \langle \Psi_V | V_F | \Psi_0 \rangle \, dt
\]

\[
= \frac{1}{T} \int_0^T \left( e^{i(p+k_t) \cdot r - \frac{i}{2} \int (p+k_t)^2 dt} | V_F | \Phi_0 e^{-iE_0 t} \right) \, dt,
\]

(2.17)

which evaluates to

\[
A_{pn} \approx \frac{1}{T} \int_0^T (E_0 - \frac{1}{2} (p + k_t)^2) \Phi_0 (p + k_t) e^{i\omega t} \, dt,
\]

(2.18)
where

\[ S(\omega t) = \frac{1}{2} \int^t \left( (p + k_{t'})^2 - 2E_0 \right) dt' = \int^t \left( \frac{p^2}{2} + \frac{k_{t'}^2}{2} + p \cdot k_{t'} - E_0 \right) dt' \quad (2.19) \]

is the coordinate-independent part of the classical action and

\[ \tilde{\Phi}_0(q) = \int_{\mathbb{R}^3} \Phi_0(r)e^{-iqr}dr^3 \quad (2.20) \]

is the Fourier transform of the spatial part of the initial state.

The integrand in Eq. (2.18) contains a rapidly oscillating exponential function and can be approximated by means of the saddle point method, which states that the integral can be approximated by evaluating the integrand when \( S(\omega t) \) is stationary, i.e. when

\[ S'(\omega t) = 0. \quad (2.21) \]

Let \( \omega t_\mu \) be the saddle points that are solutions to (2.21). Then by applying the saddle point method, (2.18) reduces to

\[ A_p \approx -\frac{4\pi}{2\pi} \sum_{\mu} (E_0 - \frac{1}{2}(p + k_{t_\mu})^2) \tilde{\Phi}_0(p + k_{t_\mu}) \sqrt{-\frac{2\pi}{-iS''(\omega t_\mu)}} e^{iS(\omega t_\mu)}. \quad (2.22) \]

In the general case, Eq. (2.21) has four solutions, two of which have a positive imaginary part. In the following only these two saddle points, denoted by \( \mu = \pm 1 \), are considered since only these have physical meaning.

As the next step an explicit expression for the action will be derived. In the length gauge the interaction with the laser field puts emphasis on large distances from the core. It is therefore possible to approximate the initial state with an asymptotic form as a zero-range potential wave-function

\[ \Phi_0(r) \approx Ar^{-1}e^{-\kappa r}Y_l^m(\theta, \phi), \quad (2.23) \]

where \( E_0 = -\frac{\kappa^2}{2} \), \( A \) is a normalization constant and \( Y_l^m \) is a spherical harmonic function. The zero-range potential is defined as

\[ U_{ZRP}(r) = \frac{2\pi}{\kappa} \delta(r) \frac{\partial}{\partial r}. \quad (2.24) \]

At the saddle points this yields the asymptotic expression for the Fourier transform of the wave function

\[ \tilde{\Phi}_0(p + k_\mu) = 4\pi A_\mu Y_l^m(p) \frac{1}{(p + k_\mu)^2 - 2E_0}, \quad (2.25) \]
where $\hat{p}$ is the unit vector in the direction of $p + k_t$.

Inserting (2.25) into (2.22) gives the final expression for the transition amplitude

$$A_{pn} \approx -A \sum_{\mu} \mu' Y^{\mu}(\hat{p}) \sqrt{\frac{2\pi}{-iS''(\omega t_{\mu})}} e^{iS(\omega t_{\mu})}. \quad (2.26)$$

The differential $n$-photon detachment rate is given by

$$dw_n = 2\pi |A_{pn}|^2 \delta(U_p - E_0 - n\omega) \frac{d^3p}{(2\pi)^3} \quad (2.27)$$

which by integration over $p$ yields

$$\frac{dw_n}{d\Omega} = \frac{p}{(2\pi)^2} |A_{pn}|^2, \quad (2.28)$$

where $p = \sqrt{2(n\omega - F^2(1 + \varepsilon^2)/4\omega^2 + E_0)}$ is the momentum of the detached electron as determined by energy conservation. $U_p$ is the ponderomotive energy defined below.

As an example, for the ground state of Ag$^-$ the single active electron is in the 5s state. We thus have $\ell = m = 0$ meaning that (2.26) reduces to

$$A_{pn} \approx -A \sum_{\mu=\pm1} \sqrt{\frac{1}{2S''(\omega t_{\mu})}} e^{iS(\omega t_{\mu})}, \quad (2.29)$$

where the normalization constant is $A = 1.3$ \[50\].

**Saddle points** In order to derive the explicit expression for (2.19) we note that

$$\frac{k_t^2}{2} = \frac{1}{2} \frac{e^2F^2}{\omega^2} (\sin^2(\omega t) + \varepsilon^2 \cos^2(\omega t)) = U_p + \frac{1}{4} \frac{e^2F^2}{\omega^2} \cos(2\omega t)(\varepsilon^2 - 1), \quad (2.30)$$

where

$$U_p = \frac{1}{T} \int_0^T \frac{k_t^2}{2} dt = \frac{1}{4} \frac{e^2F^2}{\omega^2} (1 + \varepsilon^2) \quad (2.31)$$

is the mean quiver energy of the electron, also known as the ponderomotive energy. Furthermore

$$\mathbf{p} \cdot \mathbf{k}_t = \left( \frac{p_\perp}{-p_\parallel \sin(\theta)} \right) \cdot \frac{eF}{\omega} \begin{pmatrix} 0 \\ e \cos(\omega t) \\ \varepsilon \cos(\omega t) \end{pmatrix} = \frac{eFp_\parallel}{\omega} (\cos(\theta) \sin(\omega t) - \varepsilon \sin(\theta) \cos(\omega t)). \quad (2.32)$$
Here $p_{\perp}$ is the photoelectron momentum in the direction perpendicular to the laser polarization plane, $p_{\parallel}$ is the momentum in the polarization plane at an emission angle of $\theta \in [0, 2\pi)$ such that $\theta$ increases in the clockwise direction when looking along the laser propagation axis. By introducing the angle

$$\theta_{\text{eff}} = \arctan(\varepsilon \tan(\theta))$$

(2.33)

(2.32) can be rewritten as

$$p \cdot k_t = \frac{eFp_{\parallel}\sqrt{\cos^2(\theta) + \varepsilon^2 \sin^2(\theta)}}{\omega} \sin(\omega t - \theta_{\text{eff}}),$$

(2.34)

where the branch of the arctangent is chosen so that $\theta_{\text{eff}}$ is the angle which $(\cos(\theta)\hat{z} - \varepsilon \sin(\theta)\hat{y})$ makes with the positive $z$-axis.

Energy conservation requires that

$$n\omega = \frac{p^2}{2} + U_p - E_0.$$  

(2.35)

Equation (2.19) can then be rewritten as

$$S(\omega t) = n\omega t - \frac{z}{2} \sin(2\omega t) - \xi \cos(\omega t - \theta_{\text{eff}}),$$

(2.36)

where

$$z = \frac{e^2 F^2}{4\omega^3} (1 - \varepsilon^2)$$

(2.37)

$$\xi = \frac{p_{\parallel} e F}{\omega^2} \sqrt{\cos^2(\theta) + \varepsilon^2 \sin^2(\theta)}.$$  

(2.38)

The first and second derivatives of the action with respect to $\omega t$ are then given by

$$S'(\omega t) = n - z \cos(2\omega t) + \xi \sin(\omega t - \theta_{\text{eff}})$$

(2.39)

$$S''(\omega t) = 2z \sin(2\omega t) + \xi \cos(\omega t - \theta_{\text{eff}}).$$

(2.40)

Setting (2.39) equal to zero and solving for $\omega t$ yields four saddle points in the general case, two of which are lying in the half-plane with $\text{Im}(\omega t) > 0$. The solutions are analytical, but in the elliptical case the expressions are very involved so that a numerical solution is preferable. For purely linear and circular polarization, however, the saddle points can be expressed concisely as will be done below.
Limiting cases - linear and circular polarization  

For a linearly polarized laser field, i.e. setting $\varepsilon = 0$, the parameters of Eq. (2.36) become

\[
z = \frac{e^2 F^2}{4 \omega^3} \tag{2.41}
\]
\[
\xi = \frac{e F p}{\omega^2} \cos \theta \tag{2.42}
\]
\[
\theta_{\text{eff}} = 0. \tag{2.43}
\]

The action then reduces to

\[
S(\omega t) = n \omega t - \frac{z}{2} \sin(2 \omega t) - \xi \cos(\omega t). \tag{2.44}
\]

This expression is exactly what is described in Ref. [46], and accordingly the sine and cosine of the saddle points can in this case be expressed as

\[
\sin(\omega t_\mu) = -\xi + i \mu \sqrt{8z(n - z) - \xi^2} \tag{2.45}
\]
\[
\cos(\omega t_\mu) = \mu \sqrt{1 - \sin^2(\omega t_\mu)}, \tag{2.46}
\]

with $\mu = \pm 1$.

Setting $\varepsilon = \pm 1$ for a circularly polarized field yields

\[
z = 0 \tag{2.47}
\]
\[
\xi = \frac{e F p}{\omega^2} \tag{2.48}
\]
\[
\theta_{\text{eff}} = \theta \tag{2.49}
\]

so that the expression for the action is

\[
S(\omega t) = n \omega t - \xi \cos(\omega t - \theta), \tag{2.50}
\]

in agreement with Ref. [53]. In the case of circularly polarized light, the two saddle points merge into a single one which can be expressed as

\[
\omega t_\mu = \theta + \frac{3}{2} \pi + i \ln \left( \frac{n \omega^2}{F p} + \sqrt{\frac{n^2 \omega^4}{F^2 p^2} - 1} \right). \tag{2.51}
\]

It should be noted that the above generalization is not able to explain the lack of mirror symmetry, which appears in Chap. [6] as a consequence of an elliptical polarization. In
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order to do this it is necessary to use a model which takes into account the interaction of the detached electron with the residual core. There are extensions to the SFA theory which adds such Coulomb correction terms to introduce an asymmetry for strong-field photoionization in an elliptically polarized field[58]. A more thorough treatment of strong-field photodetachment in an elliptically polarized field using the quasistationary quasienergy state (QQES) method is treated in Ref. [59] and a brief summary thereof is given in section 6.5.

2.3.2 Strong-field photodetachment of homonuclear diatomic molecules

The goal of this section is to briefly describe the two models of strong-field ionization of homonuclear diatomic molecules developed in Ref. [51].

The theoretical models developed for strong-field detachment/ionization are based on a three particle system - a single electron and two atomic cores. This has a few important consequences compared to models for monoatomic systems. The molecules have an internuclear axis which can be arbitrarily oriented with respect to the laser polarization axis, which increases the computational requirements by two orders of magnitude. Considering the molecular orbital as a linear combination of atomic orbitals, the atomic orbitals of the two cores can be added either symmetrically or antisymmetrically. This gives rise to constructive or destructive interference, significantly altering the photoelectron distribution as compared to an atom with the same detachment energy. The spatial separation of the two cores means that the electric potential induced by the electric field of the laser differs between them. In the paper by Milosevic, two different models for strong-field ionization are presented. In the undressed version of the theory, the potential difference between the two cores is neglected and in the dressed version, the potential difference is assumed to cause a phase difference for electrons ejected from either of the cores. This can significantly alter the interference pattern in the photoelectron distribution.

In the following the theory for atomic negative ions in the previous section is modified by simply replacing the initial wave function $\Phi_0$ with its molecular counterpart $\Phi_0^q$ to derive the transition amplitude for molecules. The superfix $q$ signifies whether the undressed ($q = u$) or dressed ($q = d$) version of the theory is treated. We follow the lead of Milosevic, although it is not necessary to modify the interaction term ([51, Eq. (20)]) for detachment of a negative ion since the final state of the molecule is electrically neutral. We limit ourselves to a single active electron model and take the initial wave function to be the highest occupied molecular orbital (HOMO). Using a linear combination of atomic orbitals (LCAO) and assuming a constant internuclear distance, the initial state
can be described as
\[ \Phi_0^u = A \sum_{s=\pm 1} c_s \Phi_{0s}(r + sR_0/2), \] (2.52)

where \( \Phi_{0s} \) are appropriately chosen and oriented zero-range atomic wave functions given by Eq. (2.23) for the two cores labeled \( s = \pm 1 \). \( r \) is the position vector relative to a point located at the center of the internuclear axis, \( R_0 \) is the relative internuclear position vector and \( A \) is a normalization constant. The above wave function describes the undressed initial state, unaffected by the laser field. The dressed initial state requires us to take into account the difference in electric potential between the two cores. Taking the electric potential to be zero at the origin and the R-axis to lie along the internuclear axis, the potential at the two atomic cores becomes
\[ V_s(t) = -\int_0^{sR_0/2} F(t) \cdot \hat{R} dR = -sF(t) \cdot R_0/2. \] (2.53)

This gives rise to a phase shift which adds a factor of
\[ e^s(k \cdot R_0/2) \]

which adds a factor of
\[ e^s(k \cdot R_0/2) \]

to the atomic orbitals so that the laser-dressed initial wave function is
\[ \Phi_0^d = A \sum_{s=\pm 1} c_s e^{-s(k \cdot R_0/2)} \Phi_{0s}(r + sR_0/2). \] (2.55)

Using the molecular wave functions instead in the above treatment yields the transition amplitude that can be written as
\[ A_{pn} \approx \frac{1}{T} \int_0^T \mathcal{F}^q(t)e^{i\omega t} dt \] (2.56)

with
\[ \mathcal{F}^u(t) = A(E_0 - \frac{1}{2}(p + k_i)^2) \sum_{s=\pm 1} c_s e^{i(s(p + k_i) \cdot R_0/2)} \Phi_{0s}(p + k_i) dt \] (2.57)
in the undressed case and
\[ \mathcal{F}^d(t) = A(E_0 - \frac{1}{2}(p + k_i)^2) \sum_{s=\pm 1} c_s e^{i(s(p \cdot R_0/2)} \Phi_{0s}(p + k_i) dt \] (2.58)
in the dressed case.
As in the atomic case, this can be approximated using the saddle-point method and thus yields the final expression for the transition amplitude

$$A_{pn} \approx -\frac{1}{2\pi} \sum_{\mu=\pm 1} \mathcal{F}^q(t_\mu) \sqrt{\frac{2\pi}{-iS''(\omega t_\mu)}} e^{iS(\omega t_\mu)}. \quad (2.59)$$

In the above, the vibrational wave functions are not considered, but this is easily accounted for by adding the vibrational overlap factor

$$S_{\nu_f,\nu_i} = \int_0^{\infty} \varphi_{\nu_f}^*(R)\varphi_{\nu_i}(R)dR \quad (2.60)$$

to the transition amplitude. Here $R$ is the internuclear distance, and $\varphi_{\nu_f}(R)$ and $\varphi_{\nu_i}$ are final and initial vibrational wave functions, respectively.
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Simulating Photodetachment and Data Processing

3.1 Simulating strong-field photodetachment

The theoretical description of strong-field photodetachment described in section 2.3.1 assumes that the electric field strength $F$ is constant with respect to time, albeit switched on adiabatically, and the detachment rate per laser cycle is calculated. Under experimental conditions this is of course not true since we have a both temporal and spatial variation of the laser intensity. In addition to this we also need to consider saturation effects. For detachment where few photons are needed, saturation can occur significantly before the intensity of the pulse reaches its maximum.

It is sufficient to limit the spatial dependence of the laser intensity to the radial direction as the Rayleigh length of the laser beam is sufficiently large compared to the waist of the focused ion beam for the axial variation to be negligible.

The laser beam is assumed to be Gaussian in both its temporal and radial profile so that the spatio-temporal intensity distribution for the laser intensity is given by

$$I(r, t) = I_0 e^{-\left(\frac{t}{\sigma_t}\right)^2} e^{-\left(\frac{r}{\sigma_r}\right)^2},$$

(3.1)

where $t$ is time and $r$ is the radial position while $\sigma_t$ and $\sigma_r$ determine the width of the Gaussian, and thus the amplitude of the electric field is

$$F(r, t) = F_0 e^{-\left(\frac{t}{\sigma_t}\right)^2/2} e^{-\left(\frac{r}{\sigma_r}\right)^2/2}.$$

(3.2)

The detachment rate $w(F(r, t))$ can be obtained by integrating (2.28) over the unit sphere. Let $n(r, t)$ be the density of negative ions at a given position and time. Then
the amount of detachment events during time $dt$ is given by $n(r,t)w(F(r,t))dt$ so that we can set up the rate equation

$$\frac{dn}{dt} = -n(r,t)w(F(r,t))$$  \hspace{1cm} (3.3)

which has the solution

$$n(r,t) = n_0(r) \exp \left( - \int_{-\infty}^{t} w(F(r,t'))dt' \right),$$  \hspace{1cm} (3.4)

where $n_0(r)$ is the initial density, usually set to unity.

Using the spatio-temporal population of negative ions in (3.4) as a weight, we can express the full-pulse differential electron yield as the double integral

$$\frac{dW}{d\Omega} = \int_{0}^{\infty} \int_{-\infty}^{\infty} n(r,t) \frac{d}{d\Omega} w(F(r,t))dtdr$$  \hspace{1cm} (3.5)

where

$$\frac{dw}{d\Omega} = \frac{1}{(2\pi)^2} \sum_{n} p|A_{pn}|^2.$$  \hspace{1cm} (3.6)

The integrals are approximated using the trapezoidal method [60] in the ranges $[-3\sigma_t, 3\sigma_t]$ and $[0, 3\sigma_r]$ for $t$ and $r$, respectively, with a step size of $\sigma/100$.

**Molecules**

For detachment of molecules one also needs to consider the random orientation of the molecules with respect to the laser field polarization. Let $\hat{R}$ be the unit vector pointing along the internuclear axis. Let $\alpha$ be the angle between the laser polarization axis in laboratory coordinates $\hat{z}$, and $\hat{R}$

$$\cos(\alpha) = \hat{z} \cdot \hat{R}.$$  \hspace{1cm} (3.7)

Then the total simulated distribution is obtained by integrating Eq. (3.5)

$$\frac{dW_{\text{tot}}}{d\Omega} = \int_{0}^{\pi} \frac{dW(\alpha)}{d\Omega} \sin(\alpha)d\alpha.$$  \hspace{1cm} (3.8)

The integral is evaluated by summing the contribution for angles with a step size of $\pi/60$. 
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3.1.1 Simulation of quantum beats

The goal of this section is to describe a model for the pump-probe experiment described in Chap. 5. A hole is created in the electron distribution of a neutral atom by means of strong-field photodetachment by a first laser pulse. This produces a quantum beat between fine-structure states, manifesting as an oscillation in the electron distribution, which is probed by subsequent strong-field photoionization. The discussion is limited to atomic species in the carbon group as this is what was used in the experiments.

As can be seen in Eq. (2.26), there is a dependence on $\ell$ and $m_\ell$ in the detachment rate through the appearance of a spherical harmonic. For ion species with valence electrons with a non-zero value for $\ell$, one thus needs to take into account the population of different spin-orbit states. This can be done by statistically populating a density matrix as will be shown below.

Negative ions produced in the sputter source described in Sec. 4.2 are fully incoherent and the population of spin-orbit states are merely given by their statistical weights. In the pump-probe experiment described in Chap. 5, however, neutral atoms produced through photodetachment are created in a coherent state. The reason for this is that for an electron with $\ell \neq 0$, using the polarization axis of the linearly polarized laser pulse as a quantization axis, orbitals with $m_\ell = 0$ are preferentially detached. This is intuitively clear for detachment in the tunneling regime, but also holds true in the multi-photon regime as will be shown in Chap. 5.

In order to populate the density matrix for the neutral, strong-field photodetachment simulations are made for the individual spin-orbit states to determine the ratio between the photodetachment probabilities. The simulations are made for full pulse photodetachment taking saturation into account.

Let $M'_L$ designate the total magnetic quantum number of the negative ion. For the ground state of the negative ions of carbon, silicon and germanium, the valence shell with $\ell = 1$ is half-filled with three electrons with $m_\ell = -1, 0, 1$, respectively. Now $M'_L = M_L + m_\ell$, where $M_L$ is the magnetic quantum number of the neutral atom and $m_\ell$ that of the excess electron. Since the ground state of the negative ion is $^4S$, $M'_L = 0$ so that necessarily

$$M_L = -m_\ell.$$  (3.9)

Detachment of an $m_\ell = 0$ electron thus leaves the neutral in the $M_L = 0$ state and detaching an $m_\ell = \pm 1$ electron results in the neutral being in the $M_L = \mp 1$ state.

Because of the different probabilities for detaching an electron in a $m_\ell = 0$ and one in a non-zero state, we assign a weight to how the initial density matrix is populated.
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\[ W_{M_L} = \begin{cases} d_{NI}, & M_L = 0 \\ 1, & M_L \neq 0 \end{cases}, \tag{3.10} \]

where \( d_{NI} \) is the ratio between the detachment rate for \( m_\ell \) zero and non-zero. The detachment rates are calculated over an entire laser pulse for the full solid angle, taking the spatial intensity distribution and saturation effects into account.

The initial density matrix after detachment is then given by

\[ \rho(0) = N \sum_{M_L=-1}^{1} \sum_{M_S=-1}^{1} W_{M_L} \langle M_L, M_S \rangle \langle M_L, M_S \mid., \tag{3.11} \]

where \( N \) is a normalization constant determined by

\[ N = \frac{1}{\sum_{M_L=-1}^{1} \sum_{M_S=-1}^{1} W_{M_L}} = \frac{1}{3(2 + d_{NI})}. \tag{3.12} \]

The initial density matrix is diagonal in the uncoupled \( \{\langle M_L, M_S \mid \} \) basis but will have off-diagonal coherences in the coupled \( \{\langle J, M_J \mid \} \) representation. The temporal evolution of the density matrix is then given in atomic units by

\[ \rho(t) = e^{-itH} \rho(0) e^{itH}, \tag{3.13} \]

where \( H \) is the Hamiltonian having the excitation energies relative to \( J = 0 \) as diagonal entries. As a next step we form a reduced density matrix

\[ \rho(M_L, t) = tr_{M_S} (\rho(t)), \tag{3.14} \]

by taking the partial trace\(^{[61]} \) over the spin magnetic quantum number manifold. The partial trace over a manifold \( \Phi \) is defined as

\[ tr_{\Phi} (\rho(t)) = \sum_i \langle \Phi_i \mid \rho(t) \mid \Phi_i \rangle. \tag{3.15} \]

The population of atoms in state \( M_L \) at a time \( t \) is then given by the \( (M_L, M_L) \) element of the reduced density matrix.

\[ \rho(M_L, t)_{M_L, M_L} = \langle M_L \mid \rho(M_L, t) \mid M_L \rangle. \tag{3.16} \]

Changing the basis of the density matrix in (3.16) to the uncoupled representation \( \{\langle m_\ell_1, m_\ell_2 \mid \} \) for the two valence shell electrons allows for determination of the population
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of the \( m_\ell \) orbitals. Again applying the theory for strong-field ionization allows for simulating the experimental signal.

The orientation of the laser polarization axis of the pump pulse can be set by rotating the system by means of the small Wigner d-matrix

\[
d^j_{m'm}(\alpha) = \langle jm' \mid e^{-i\alpha J_k} \mid jm \rangle,
\]

where \( \alpha \) signifies the rotation angle around the \( k \)-axis with corresponding angular momentum operator \( J_k \). The angular momentum is determined by \( j \), while \( m \) and \( m' \) are the angular momentum projection quantum numbers with respect to the old and new quantization axes, respectively. Defining the \( k \)-axis to be the laser propagation axis, and \( \alpha = \pi/2 \) thus changes the quantization axis from an axis perpendicular to the detector surface, to an axis parallel to it.

3.2 Reconstruction of the 3D photoelectron distribution

As will be described in section 4.3, the three-dimensional electron swarm created in the photodetachment process is projected onto a two-dimensional detector. When the laser polarization is either linear or circular, a spatial symmetry axis is present in the electron swarm. For linear polarization, the symmetry axis is defined by the polarization axis and for circular polarization, the symmetry axis is defined by the propagation direction of the laser beam. As long as the symmetry axis is kept parallel to the detector surface, the projection can be described mathematically by the Abel transform

\[
F(x, z) = \int_{-\infty}^{\infty} f(\rho, z)dy = 2 \int_{x}^{\infty} \frac{f(\rho, z)}{\sqrt{1 - x^2/\rho^2}} d\rho,
\]

where \( x \) and \( z \) are the coordinates parallel to the detector surface, with \( z \) being the polarization axis, \( y \) the coordinate perpendicular to the detector surface and \( \rho = \sqrt{x^2 + y^2} \). Since in most cases one is interested in the original momentum distribution of photoelectrons and not its projection, the recorded image needs to be inverted. The inverse transform to Eq. (3.18) is given by

\[
f(\rho, z) = -\frac{1}{\pi} \int_{r}^{\infty} \frac{dF(x, z)}{dx} \frac{1}{\sqrt{x^2 - \rho^2}} dx.
\]

While the explicit inverse, or rather a discretized version thereof, could be used for inversion, doing so is not recommended due to its noise sensitivity. For a high projection
field, where the electron swarm expansion during projection is negligible, the inversion process is essentially one-dimensional and can be performed line by line.

A number of inversion algorithms exist, e.g. BASEX [62], pBASEX [63], where the projected image is fitted to a set of well-behaved basis functions that have known inversions, Fourier-Hankel inversion which works by applying transforms, and "onion peeling" [13] which is an iterative approach. Each of the inversions have their strengths and weaknesses which will be discussed briefly below. In the following the use of lower case \( f \) indicates a function that describes the full or part of the three dimensional distribution and upper case \( F \) indicates its projection.

**BASEX** The BASEX method uses a line-by-line approach by fitting each line of the inverted image to a set of functions. It is assumed that the electron distribution at a certain \( z \)-position can be written as an expansion

\[
f(\rho) = \sum_{k=0}^{K} w_k f_k(\rho) \tag{3.20}
\]

where \( f_k \) are appropriately chosen functions with a known projection. In [62], the authors use a Gaussian-like function

\[
f_k(\rho) = \left(\frac{e}{k^2}\right)^{2k^2}(\rho/\sigma)^{2k^2}e^{-(\rho/\sigma)^2}. \tag{3.21}
\]

The parameter \( \sigma \) determines the width of the basis functions and is usually set to the pixel size so as to be able to reconstruct sharp features of the image. The functions closely resemble a Gaussian with its maximum at \( \rho = k\sigma \). Via the Abel transform in Eq. (3.18), one obtains the analytic expression for its projection

\[
F_k(x) = 2\int_{x}^{\infty} \frac{f_k(\rho)}{\sqrt{1-x^2/\rho^2}} d\rho
\]

\[
= 2\sigma f_k(x) \left(1 + \sum_{t=1}^{k^2} (x/\sigma)^{-2t} \times \prod_{m=1}^{t} \frac{(k^2 + 1 - m)(m - 1/2)}{m}\right). \tag{3.22}
\]

The projected line can through the linearity of the Abel transform be expressed as

\[
F(x) = \sum_{k=0}^{K} w_k F_k(x). \tag{3.23}
\]
By fitting a line of the experimental image to Eq. (3.23) to calculate the expansion coefficients $w_k$, the original distribution in Eq. (3.20) is determined.

The advantages of BASEX over iterative algorithms as onion peeling are its computational efficiency, better performance for noisy pictures and the fact that the expression for the inverted image is analytical.

**pBASEX** The pBASEX is similar to the BASEX method in that it fits the experimental image to a set of basis functions. The difference is that while BASEX inverts line-by-line, pBASEX fits the entire image at once. It does this by using the intrinsically polar nature of photoprocesses induced by linearly (or circularly) polarized light. Photoelectrons are assumed to be distributed on a finite set of spherical shells with a Gaussian distribution in the radial direction. The dependence on the polar angle $\theta$ of the photoelectron distribution can be expanded in Legendre polynomials so that the distribution is given by

$$f(\rho, \theta) = \sum_{k=0}^{K} \sum_{l=0}^{L} w_{kl} f_{kl}(\rho, \theta)$$

with

$$f_{kl}(\rho, \theta) = e^{-\left(\rho - \rho_k\right)^2/\sigma} P_l(\cos(\theta)).$$

Here $\sigma$ determines the width of the Gaussian and $\rho_k$ is the radius of the $k$-th spherical shell. The number of fit functions can be reduced for linearly polarized light, where only even Legendre polynomials need to be used. In addition to this, for an $n$-photon process, $L$ can be set to $L = 2n$ \[63\].

In the same way as for the BASEX method, the expansion coefficients can be determined by fitting the experimental image to the projection basis expansion

$$F(P, \Theta) = \sum_{k=0}^{K} \sum_{l=0}^{L} w_{kl} F_{kl}(P, \Theta),$$

where $F_{kl}(P, \Theta)$ are the projections of the basis functions in image polar coordinates $(P, \Theta)$. When an explicit expression for the projections $F_{kl}(P, \Theta)$ is lacking, they can be calculated numerically.

The biggest difference between the pBASEX method and the other inversion methods is that it accumulates the noise induced error to the center of the image instead of accumulating it to the symmetry axis. The method is very sensitive to centering the image properly and calculating the projections is very resource intensive, although this
only needs to be done once. Its biggest flaw lies in its inherent symmetrization of the image and the small basis set used. Inverted images are in a sense artificial and aesthetically appealing so that inversion artifacts can be difficult to identify.

**Fourier-Hankel method** Another method makes use of the Projection-Slice Theorem[64]. The theorem states that for a two-dimensional function $F(x,y)$, projecting the function onto a line, followed by a one-dimensional Fourier transform is equivalent to taking a slice through the center of the two-dimensional Fourier transform of the function

$$\mathcal{F}_1 \mathcal{P} f(x,y) = \mathcal{F}_2 f(x,y).$$  \hspace{1cm} (3.27)

Here $\mathcal{F}_1 : \mathbb{R} \rightarrow \mathbb{R}$ and $\mathcal{F}_2 : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ are the one- and two-dimensional Fourier transforms, respectively, $\mathcal{P} : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a projection operator, and $\mathcal{I} : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a slice operator. In the special case of circular symmetry, $f(x,y) = f(\rho)$, the projection operator is the Abel transform described above and the right hand side of Eq. (3.27) can be written as the zeroth order Hankel transform

$$\mathcal{H} f(\rho) = \int_0^\infty f(\rho) J_0(k\rho) \rho d\rho,$$  \hspace{1cm} (3.28)

where $J_0$ is the Bessel function of the first kind of order zero.

In addition to this, using the fact that the expression for the inverse of the Hankel transform is identical to the transform itself, Eq. (3.27) can be written as

$$\mathcal{H} \mathcal{F} \mathcal{A} f(\rho) = f(\rho),$$  \hspace{1cm} (3.29)

where $\mathcal{A}$ and $\mathcal{H}$ are the Abel and Hankel transforms described above. Eq. (3.29) is known as the Abel-Fourier-Hankel cycle of transforms. The cycle recreates the original function which in the case at hand is the photoelectron image.

The Abel transform is performed physically in the experiment itself and the subsequent forward transforms are performed in post-processing. Using the cycle of transforms above for inversion provides a stable method which can make use of well tested and optimized routines for Fourier transforms. For noisy images, however, it introduces artifacts and it fails to reproduce sharp features reliably. Under the conditions of the experiments performed in this work, images inverted by the use of Eq. (3.29) are virtually indistinguishable from the direct iterative onion-peeling approach described below.

**Onion peeling** The Abel inversion routine used in this work is based on the onion peeling method[13]. This method assumes that the electron distribution is constant in
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the radial direction over the size of a pixel. A line can thus be seen as the projection of a finite number of annuli with weight $w_i$

$$F(x_n) = \sum_{i=1}^{N} w_i F_i(x_n), \quad (3.30)$$

where $x_n$ is the position of the n-th pixel, $F_i$ is the projection of the unit-valued annulus given by

$$f_i(\rho) = \begin{cases} 
1, & (i-1)d < \rho \leq id \\
0, & \text{else}
\end{cases} \quad (3.31)$$

where $d$ is the pixel size.

The expression for the projection can be obtained by introducing a function

$$\text{segm}(x, r) \equiv \frac{r^2}{2} \arccos\left(\frac{x}{r}\right) - x\sqrt{r^2 - x^2}, \quad (3.32)$$

which describes the area of a circular segment with outer radius $r$ and cutoff distance $x$.

The projections can then be written as

$$F_i(x_i) = \text{segm}(x_{i-1}, x_i)$$
$$F_i(x_{i-1}) = \text{segm}(x_{i-2}, x_i) - \text{segm}(x_{i-2}, x_{i-1}) - F_i(x_i)$$
$$F_i(x_{i-2}) = \text{segm}(x_{i-3}, x_i) - \text{segm}(x_{i-3}, x_{i-1}) - \sum_{j=0}^{1} F_i(x_{i-j})$$
$$\vdots$$
$$F_i(x_{i-k}) = \text{segm}(x_{i-k-1}, x_i) - \text{segm}(x_{i-k-1}, x_{i-1}) - \sum_{j=0}^{k} F_i(x_{i-j})$$
$$F_i(-x_j) = F_i(x_j), \quad \text{(3.33)}$$

examples of which can be seen in Fig. 3.1 for $i = \{8, 16, 32\}$.

Setting $N$ to a number which corresponds to a radius larger than that reached by the most energetic electrons, the weight $w_i$ can be obtained by subtracting the signal from
annuli with a radius larger than $x_n = nd$, iterating inwards from $N$

$$
w_N = \frac{F(x_N)}{F_N(x_N)}$$

$$w_{N-1} = \frac{F(x_{N-1}) - w_N F_N(x_{N-1})}{F_{N-1}(x_{N-1})}$$

$$\vdots$$

$$w_i = \frac{F(x_i) - \sum_{j=i+1}^{N} w_j F_j(x_i)}{F_i(x_i)}$$

in a manner reminiscent of peeling an onion. The value of the reconstructed distribution is then simply

$$f(\rho_i) = w_i.$$  \hspace{1cm} (3.35)

The onion-peeling method is reliable and makes no other assumptions but cylindrical symmetry. It is easily implemented in a computer and performs well when compared to the other methods. A drawback is that it tends to oversubtract towards the center of the image, but with sufficient statistics, it reproduces the original distribution at a low computational cost.
3.2 Reconstruction of the 3D photoelectron distribution

3.2.1 Radon transform

In the above treatment of image inversion, the discussion was limited to assuming cylindrical symmetry induced by a linearly or cylindrically polarized laser field. Furthermore, for all the inversion methods intended to produce the Abel inversion of the experimental image, it is necessary for the symmetry axis to be parallel to the detector surface. There is, however, a way to lift this requirement by applying a tomographic method as will be discussed in Chap. 6. The mathematical basis of this method will be discussed in this section, while the experimental details will be laid out in Chap. 6.

Mathematically the projection of a two-dimensional object onto a set of straight lines is described by the two dimensional Radon transform. Let \( f(z, y) \) be a continuous function on \( \mathbb{R}^2 \) with compact support and let \( \mathbf{L} \) be the space of straight lines in \( \mathbb{R}^2 \). Then for all \( l \in \mathbf{L} \) there exists a parametrization by \( v \) as

\[
l = \{(z(v), y(v)) \in \mathbb{R}^2 | (v \sin \vartheta + w \cos \vartheta, -v \cos \vartheta + w \sin \vartheta)\}
\]

where

\[-\infty < w < \infty\]

Figure 3.2: Variables needed for the Radon transform. The \( z \)-axis is defined by the laser (major) polarization axis. The \( w \)- and \( v \)-axes are parallel to the detector surface and the projection field, respectively.

Mathematically the projection of a two-dimensional object onto a set of straight lines is described by the two dimensional Radon transform. Let \( f(z, y) \) be a continuous function on \( \mathbb{R}^2 \) with compact support and let \( \mathbf{L} \) be the space of straight lines in \( \mathbb{R}^2 \). Then for all \( l \in \mathbf{L} \) there exists a parametrization by \( v \) as

\[
l = \{(z(v), y(v)) \in \mathbb{R}^2 | (v \sin \vartheta + w \cos \vartheta, -v \cos \vartheta + w \sin \vartheta)\}
\]

where

\[-\infty < w < \infty\]
and 

\[ 0 \leq \vartheta < \pi. \]

\( w \) and \( \vartheta \) are coordinates in \( \mathbb{L} \) where \( w \) is the perpendicular distance to the line from the origin and \( \vartheta \) the angle this distance vector makes with the \( z \)-axis (see fig. 3.2). With this parametrization, the Radon Transform \( \mathcal{R} \) is the transform \( \mathcal{R} : \mathbb{R}^2 \rightarrow \mathbb{L} \) defined as

\[ (\mathcal{R} f)(w, \vartheta) = \int_{-\infty}^{\infty} f \left( (v \sin \vartheta + w \cos \vartheta, (v \cos \vartheta + w \sin \vartheta) \right) dv. \tag{3.37} \]

This is the integral of \( f \) along the straight line defined by \( w \) and \( \vartheta \). A number of formulae for the inverse Radon transform (IRT) exist but the simplest one is given in [65] as

\[ f(z, y) = \frac{1}{\pi} \lim_{c \rightarrow 0} \int_{0}^{\pi} \int_{-\infty}^{\infty} (\mathcal{R} f)(w - z \cos \vartheta - y \sin \vartheta, \vartheta) G_c(w) dw d\vartheta, \tag{3.38} \]

where the convolution kernel \( G_c \) is given by

\[ G_c(w) = \begin{cases} 
\frac{1}{\pi c^2}, & |w| \leq c \\
\frac{1}{\pi c^2} \left( 1 - \frac{1}{\sqrt{1 - c^2/w^2}} \right), & |w| > c.
\end{cases} \tag{3.39} \]

Owing to its frequent use in medical applications, stable, numerical implementations of both the Radon transform and its inverse are readily available. In our experiment, the laser polarization semi-major axis is aligned along the \( z \)-axis and the \( w \)-axis is defined by the detector plane. The \( x \)-axis is defined to be along the laser propagation. This means that we record images in the \( (x, w) \)-plane for a series of \( \vartheta \) values so that every column (i.e. \( x \)-position) in the recorded images represent a two-dimensional Radon transform of a slice of the electron swarm. In fact, in the case when the electron swarm has cylindrical symmetry around the \( z \)-axis, the central column of the recorded images contains sufficient information to recreate the full electron distribution. In practice, however, this is not always feasible as the count rate for any single column is relatively low under typical experimental conditions.
Chapter 4

Experimental Setup

The following chapter describes the experimental setup used for imaging strong-field photodetachment. Negative ions are produced in a sputter source and accelerated in a beam to a kinetic energy of 4.5 keV. Ultra-short high-intensity laser pulses in the near-infrared regime are created in a femtosecond laser system. The laser pulses are overlapped with the ion beam inside an electron imaging spectrometer which records the angular and momentum distribution of photoelectrons produced through photodetachment.

4.1 Laser System

The laser system used is a commercially available Chirped Pulse Amplified (CPA) titanium-sapphire Clark-MXR CPA-1000 system, capable of producing 800 nm laser pulses with a duration of 100 fs FWHM and with a pulse energy of 1.4 mJ at a repetition rate of 1000 Hz. A schematic of the laser system is shown in Fig. 4.1.

The oscillator consists of a folded 1.875 m cavity containing a Ti:sapphire crystal pumped by a 532 nm diode laser. On startup the cavity operates in continuous wave (CW) mode. Perturbing the cavity slightly introduces longitudinal modes which if their phases match interfere to form a pulse. The pulse has an increased intensity which will cause it to self-focus in the gain medium and be amplified further. This is what is known as mode-locking. The output of the oscillator has a pulse length of 100 fs, but the pulse energy is very low at no more than 5 nJ. The center wavelength is 800 nm and the repetition rate is 80 MHz.

Amplification of the short pulse output from the oscillator is not possible as the short pulse duration in conjunction with high intensity would burn the gain medium and optics of the amplifier. The pulse therefore has to be stretched first. The stretcher
takes advantage of the fact that in order to form a short pulse, it is necessary to have a large spectral bandwidth. For a Fourier-limited Gaussian pulse the relation between the bandwidth $\nu_{\text{FWHM}}$ and pulse duration $t_{\text{FWHM}}$ reads

$$\nu_{\text{FWHM}} = \frac{0.44}{t_{\text{FWHM}}}.$$  \hspace{1cm} (4.1)

For a 100 fs pulse with center wavelength 800 nm this corresponds to a minimum spectral width of approximately 10 nm. Under realistic conditions, where some chirp is present, the output of the oscillator has a spectral width of around 15 nm. By using a pair of gratings, the optical path for different wavelengths can be altered to introduce positive chirp to the pulse, i.e. the higher-frequency components are made to lag behind the low-frequency components. In this way the pulse length is increased by around a factor of 1000 and the intensity is decreased by the same factor to make it safe for amplification.

The amplifier consists of a Ti:sapphire crystal, pumped by a doubled Nd:YAG at 532 nm, pulsed at 1 kHz with a pulse length and energy of around 250 ns and 7 mJ, respectively. The crystal is placed in a cavity which can be opened and closed by means of a Pockels cell and a polarizer. First, the cavity is opened to let the stretched seed pulse in. The seed pulse is allowed to make around 4 round trips through the gain medium, picking up energy, after which the cavity is again opened to let the amplified pulse out. The output from the regenerative amplifier has a pulse energy of around 1.5 mJ, an increase of a factor of 300000 from the seed pulse.

The final component of the CPA system is a compressor which operates in the reverse manner of the stretcher. The lower frequencies are delayed with the help of a grating to minimize the chirp of the pulse, compressing the pulse back to its original pulse length of 100 fs.
4.1 Laser System

The 800 nm pulses are fed into an OPA (Light Conversion, TOPAS\textsuperscript{[66]}) for frequency conversion. The OPA operates by splitting each pump photon $h\nu_{\text{pump}}$ into two in a non-linear crystal fulfilling the energy conservation condition

$$h\nu_{\text{pump}} = h\nu_{\text{signal}} + h\nu_{\text{idler}}, \quad (4.2)$$

where $h\nu_{\text{signal}}$ and $h\nu_{\text{idler}}$ are the signal and idler outputs, respectively. The output frequencies are determined by phase matching through altering the angle between the laser propagation axis and the optic axis of the crystal. The wavelength range of the OPA output is 1150-2600 nm.

4.1.1 Data acquisition procedure and optics

The signal and idler outputs of the OPA can both be used for experiments either individually or together for pump-probe experiments. The setup facilitating this is pictured in Fig. 4.2. The two beams are separated in a dichroic mirror and led down two different beam paths. Motorized shutters are present in both beam paths for beam selection. The idler beam path contains a motorized delay stage which allows for setting the time delay between pulses in the range [-100,100] ps. The two beams are recombined in a second dichroic mirror. The time zero for the time delay is determined by overlapping the beams in a BBO crystal where they recombine to a wavelength of 800 nm. The direction of the polarization axes of the two beams can be individually controlled through the use of two half-wave plates. To be able to control the focus size as well as to compensate for achromatic aberrations in the focusing lens (not pictured), two telescopes are used. The delay stage, shutters and waveplates are fully computer controlled for automated data acquisition.

4.1.2 Pulse characterization

In order to compare experimental data with simulations it is necessary to characterize the laser pulse to estimate its intensity profile. Assuming a Gaussian profile for the pulse, the temporal and spatial dependence on the intensity is given by

$$I(r,t) = I_{\text{peak}} \exp \left( -4 \ln(2) \left( \left( \frac{r}{r_{\text{FWHM}}} \right)^2 + \left( \frac{t}{t_{\text{FWHM}}} \right)^2 \right) \right). \quad (4.3)$$

The intensity profile is completely determined by the peak intensity $I_{\text{peak}}$ and the pulse duration and focus width, $r_{\text{FWHM}}$ and $t_{\text{FWHM}}$ respectively.
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The pulse duration is determined in a single-shot intensity autocorrelator. The autocorrelator, depicted in Fig. 4.3, functions by splitting the pulse into two with a beam-splitter. One of the pulses takes a path with a variable delay before the pulses are made to overlap in a BBO crystal at an angle to each other. The individual pulses are frequency-doubled in the crystal and the produced SHG pulse follows the same beam path independent of the pulse overlap. If the pulses are made to overlap, however, photons produced by combining photons from the two pulses propagate at an angle perpendicular to the focal plane due to momentum conservation. By scanning the time delay, one obtains a signal proportional to the autocorrelation of the pulse intensity

\[ R_{II}(\tau) = \int_{-\infty}^{\infty} I(t)I(t - \tau)dt, \tag{4.4} \]

where \( \tau \) is the time delay between pulses. For a Gaussian pulse envelope the FWHMs of the intensity and autocorrelation are related by

\[ t_{\text{FWHM}} \equiv \text{FWHM}(I(t)) = \frac{\text{FWHM}(R_{II}(\tau))}{\sqrt{2}}. \tag{4.5} \]

The radius of the focus is determined by scanning a razor blade over the focus while measuring the power. Assuming a Gaussian shape for the radial geometry and that the razor blade blocks the beam for positions larger than the razor blade position \( x \), the measured power is given by

![Figure 4.2: Optics for preparing polarization direction as well as time delay for the pump and probe laser pulses. Details are given in the text.](image-url)
4.1 Laser System

Figure 4.3: Single shot intensity autocorrelator. Description is given in the text.

\[
P(x) = P_0 \int_{-\infty}^{x} \exp \left( -4 \ln(2) \left( \frac{x'}{r_{\text{FWHM}}} \right)^2 \right) dx'
\]

\[= \sqrt{\frac{\pi}{\ln(2)}} \frac{P_0 r_{\text{FWHM}}}{4} \left( 1 + \text{erf} \left( \frac{2 \sqrt{\ln(2)x}}{r_{\text{FWHM}}} \right) \right),\]

where \(P_0\) is the power of the unblocked beam. By fitting the measured power to Eq. (4.6), \(r_{\text{FWHM}}\) can be determined.

The peak intensity is determined from the measured power by equating the pulse energy as calculated from the power and as an integral of the intensity

\[
\frac{P_0}{n} = 2\pi \int_{-\infty}^{\infty} \int_{0}^{\infty} I(r,t)rdrdt = I_{\text{peak}} \left( \frac{\pi}{4 \ln(2)} \right)^{\frac{3}{2}} \frac{r_{\text{FWHM}}^2 t_{\text{FWHM}}}{},\]

where \(n\) is the pulse repetition rate, and thus

\[
I_{\text{peak}} = \frac{P_0}{nr_{\text{FWHM}}^2 t_{\text{FWHM}}} \left( \frac{4 \ln(2)}{\pi} \right)^{\frac{3}{2}}.\]

With the assumptions of the pulse shape above, the pulse characteristics are then determined.
4.2 Ion Accelerator

4.2.1 Sputter source

The negative ion source used in the experimental setup is a commercial cesium sputter source manufactured by Peabody Scientific [67]. Fig. 4.4 shows a simplified schematic of the source. Elemental cesium is heated in an oven (1) to around 150°C. This is far from the boiling point, but it serves to increase the vapor pressure enough to send a thin gas of cesium through a feed tube onto the ionizer coil (2). The tungsten ionizer coil has a current running through it which is typically 19 A which gives it a temperature of around 1200°C. The cesium atoms are ionized by the hot coil, forming Cs\(^+\) ions that are accelerated towards the cathode (3) which is kept at a potential of -900 V relative to the coil, which is kept at a potential of -3.6 kV. The cathode is made out of a copper rod in which a 4 mm deep hole with a diameter of 5 mm has been drilled. A sample containing the element of which negative ions are desired, is placed into the hole, either in solid or compacted powder form. It is necessary for the sample to be sufficiently electrically conductive, something that can be accomplished by adding a small amount of silver powder. Atoms from the thin cesium gas condense on the surface of the sample, forming a thin layer. The sputtered atoms (or molecules) of the sample then have to pass this layer of cesium, which acts as an electron donor, forming the required species of negative ion. The same electric field which accelerated the Cs\(^+\) ions onto the cathode acts to accelerate the negative ions in the opposite direction through the coil to form an ion beam (4) which by the time it reaches the exit port of the sputter source reaches a kinetic energy of 4.5 keV with a typical energy spread of around 10 eV. The source produces mainly monomer negative ions and to a lesser extent dimers. The different species are produced continuously with the same kinetic energy, but can be separated by their different masses and velocities. The source is kept at a vacuum of the order of 10\(^{-6}\) mbar.

4.2.2 Ion optics

In the following the ion beam apparatus transporting the ions from the source to the interaction chamber will be described. The apparatus, depicted in Fig. 4.5, consists of three differentially pumped chambers (1), (2) and (3).

Chamber 1 contains an einzel lens (4) and a pair of deflector plates (5) which optimizes the ion beam for passage through a Wien filter (6). The Wien filter produces static electric and magnetic fields which are arranged to be perpendicular to each other and
the negative ion beam so that forces are exerted in the direction of the electric field. The magnetic force on the negative ions is linearly dependent on their velocity. By choosing an electric force which balances the magnetic force, mass selection can be achieved according to

\[ m = 2E_k \left( \frac{B}{E} \right)^2, \quad (4.9) \]

where \( m \) and \( E_k \) is the mass and kinetic energy of the ion, respectively, and \( B \) and \( E \) are the field strength of the electric and magnetic fields. The mass selection is possible because the kinetic energy of the singly charged ions is always the same, and thus they differ in velocity due to their differing masses. The mass resolution of the Wien filter is relatively low but the total resolution is improved by pulsing the ion beam by switching the deflector plates on for 10 \( \mu \)s per laser pulse. Due to the differing velocities for different masses, ionic species arrive in the interaction chamber at a time determined by its mass and can thus be exclusively chosen by an appropriate time delay. The pulsing of the ion beam also serves to extend the lifetime of the phosphor screen in the detector described below, as well as improving the signal-to-background ratio by reducing the amount of electrons formed by collisional detachment in the interaction chamber.

Chamber 2 is used primarily for differential pumping. A turbomolecular pump is connected to the chamber, leaving the residual pressure at around \( 10^{-7} \) mbar. The chamber contains horizontal and vertical pairs of deflection plates (7) as well as an einzel lens (8) for optimizing the ion beam path through the quadrupole deflector (9). The quadrupole deflector deflects the ion beam at a 90° angle. This serves to clean out potential neutral particles from the ion beam.
Chamber 3 contains a pair of vertical deflection plates (10) and an einzel lens (11) for positioning and focusing the ion beam into the electron imaging spectrometer (EIS) (12), described in the next section. The ion beam is collected in a Faraday cup (13) placed after the EIS for monitoring the ion current. A typical mass selected ion current is about 100 nA which is about 50% of the current measured directly after the Wien filter.

4.3 Electron imaging spectrometer

The ion beam is intersected with the laser beam inside an Electron Imaging Spectrometer (EIS), depicted in Fig. 4.6. The EIS is kept at a vacuum of the order of $10^{-9}$ mbar by an ion pump. Photoelectrons are ejected in the interaction zone (1). The spectrometer operates by projecting ejected photoelectrons onto a position sensitive detector. The electrons are accelerated onto the detector surface by a nearly homogeneous electric field created by a stack of electrodes (2,3), connected in series by resistors. Electrons with a given momentum modulus $p$ form a sphere which expands during the projection to a radius which is proportional to the electron momentum.

The imaging detector consists of two micro-channel plates (MCPs) (4) in a chevron configuration in conjunction with a phosphor screen (5) and a CCD camera (6). Each individual photoelectron impinging on the MCP stack triggers an avalanche of electrons.
that are accelerated onto a phosphor screen. On impact of this electron burst, the phosphor screen sends out a flash of light which is recorded by a camera. Collecting data for several seconds produces an image representing a two-dimensional projection of the three-dimensional photoelectron momentum distribution. The three-dimensional distribution can be recreated from the projection using the inversion algorithms described in Sec. 3.2.

Using a high projection field ensures that the projection time is virtually instantaneous to minimize streaking effects due to the ion beam velocity and continued expansion of the electron sphere during the projection. Typically the projection voltage $V_{\text{proj}}$ is set to 1600 V producing an electric field of around 27000 V/m. The EIS operates in the velocity mapping regime described in the next section.
In order to not overexpose the CCD camera, for each photoelectron distribution measurement, a series of images with relatively low count rate are recorded. In addition to this a background image with the laser beam blocked is recorded for each partial image and subsequently subtracted so as to eliminate background signal from collisional detachment of the negative ion beam as well as stray photons from laboratory light sources. The partial images are added to form the final image.

In a typical experiment with an ion current of 100 nA, a partial image is acquired by recording photoelectrons and ion beam background for 20 s each in a series of 20 partial images. The number of events in the summed image is of the order of $10^5$-$10^6$.

### 4.3.1 Velocity map imaging

Using a simple homogeneous projection field (position mapping) limits the resolution of the spectrometer by the volume in which the photodetachment occurs. While the focal radius has a size which is of the same order as the channel size of the MCP and does not significantly limit the resolution, the extension of the focus in the laser propagation direction may have a noticeable effect.

The above problem was solved by Eppink and Parker\[14\] with a method called velocity map imaging (VMI). The VMI method is implemented by choosing the electrode potentials in such a manner that the projection field acts as an electrostatic lens. This has the result that in a certain plane of the spectrometer, parallel to the detector surface, electrons ejected with the same momentum vector are projected onto the same position on the detector surface, regardless of their initial positions, enhancing the resolution of the detected momentum distribution. Fig. 4.6 shows the lensing effect the projection field has on two electrons ejected with the same momentum vector.

### 4.3.2 Projection voltage calibration

Operating in the hard projection regime ensures that projection errors are kept to a minimum. There is however a tradeoff with respect to resolution, where a higher projection voltage gives a lower resolution. In cases where the momentum of the ejected electrons is relatively small, having a strong projection field is less crucial and can be reduced for a better momentum resolution. For a homogeneous projection field, the dependence between the projection voltage and the impact position of a photoelectron is straightforward to calculate. For an imaging spectrometer operating in the velocity mapping regime this is not obvious, however. In the following, measurements are
performed to verify that the same relation is applicable also in the velocity mapping regime. The imaging spectrometer has previously been carefully calibrated for momentum dependence[54].

It can be shown that for a homogeneous field the radial impact position \( r \) on the detector of an electron ejected parallel to the detector surface with momentum \( p_r \) is given by

\[
r = d \sqrt{\frac{2}{qm}} p_r V_{proj}^{-\frac{1}{2}},
\]

where \( q \) and \( m \) are the electron charge and mass, \( d \) is the distance from the ejection position to the detector surface and \( V_{proj} \) is the projection voltage. Using calibration data for the spectrometer obtained at a projection voltage of 1600 V, the relation reads

\[
r = 8996 p_r V_{proj}^{-\frac{1}{2}},
\]

where \( p_r \) is given in atomic units and \( V_{proj} \) is given in volts to obtain the radius in pixels. The relation (4.11) is compared to experimentally obtained values below.

In order to calibrate the projection voltage of the detector, experimental images were obtained for photodetachment of Ag\(^-\) at a laser wavelength of 800 nm, requiring a single photon. This is important as that the peak intensity can be kept low to avoid a ponderomotive shift of uncertain magnitude that would decrease the reliability of the calibration data. The transition yields an excess energy of 0.245 eV, corresponding to a momentum of 0.134 atomic units. Images were recorded at projection voltages ranging from 200 to 1600 volts with a step size of 200 V. Fig. 4.7 shows a superimposed image of calibration data obtained at projection voltages 200, 400, 800 and 1600 V. The images have been normalized to their peak values. The experimental images were Abel inverted and a circle was fitted to the maximum of the distribution to determine its radius.

Fig. 4.8 shows the measured radii compared to the relation (4.11). The agreement is very good down to a voltage of 400 volts and stays within one percent of the calculated value. The agreement is not as good at 200 volts, which in part could be because the difficulty of determining the radius because of the lower signal. We conclude that for low electron momenta (4.11) is applicable also in the velocity mapping regime.
Figure 4.7: Superimposed images of calibration data produced by photodetachment of Ag\textsuperscript{−} at 800 nm. Images shown were recorded for projection voltages of 200, 400, 800 and 1600 V.

Figure 4.8: Radius of photoelectrons produced by photodetachment of Ag\textsuperscript{−} at 800 nm for different projection voltages. The blue curve represents the calculated values. Measured data points are shown in red.
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Observation and Simulation of Ground-State Wave Packet Motion in C, Si and Ge

5.1 Introduction

In this chapter a new method, based on an angle-resolved strong-field ionization probe technique, to explore the electron dynamics in carbon, silicon and germanium atoms generated by photodetachment of their respective negative ions in a short laser pulse is described. The development of lasers with pulse lengths of a few femtoseconds has opened up the possibility to study the electron dynamics in atoms and molecules on a time scale of valence-shell electron motion [69, 70, 71]. One interesting effect is the orbital alignment effect that governs electron dynamics in the residual ion produced in the process of ionizing an atom in a strong laser-field. The polarization axis of the external laser field provides a quantization axis for the electron orbital angular momentum and spin. The corresponding projection components \( m_\ell \) and \( m_s \) are usually assumed to be conserved during ionization. At high laser intensities the electron tunneling rate is strongly dependent on the magnetic quantum number \( m_\ell \) of the initial state [72, 73]. For a state of non-zero orbital angular momentum and a linearly polarized laser field, the ionization rates from \( m_\ell = 0 \) substates are typically more than an order of magnitude higher than from \( m_\ell \neq 0 \) substates. As a consequence, the \( m_\ell = 0 \) orbital is preferentially ionized and the residual ion is left with a hole in its electron density distribution oriented in the laser polarization direction. This constitutes the orbital alignment effect.

Orbital alignment in laser-generated ions has received a great deal of attention in recent years. The effect was considered by Taïeb et al. [74] in an attempt to describe measured photoelectron spectra [75, 76] from multiple ionization of noble-gas atoms in...
ultra-intense laser pulses. Numerical simulations have shown that the alignment effect plays an essential role in the population dynamics of multiply charged ions during the pulse, since a laser-generated ion represents an aligned target for the subsequent ionization step. However, calculations failed to reproduce the angular distributions of energetic electrons reported in Ref. [76]. The complexity of the problem was addressed with a suggestion to measure higher ionization stages reached at a given peak intensity of the laser pulse. This issue was explored by Gubbini et al. [77] by measuring the yields of multiply charged krypton ions as a function of the laser intensity in the range of $10^{16} - 10^{18}$ W/cm$^2$. Experimental results were analyzed by using the Ammosov-Delone-Krainov theory [72] and by separately considering the possibility of fast and slow alignment relaxation. It was concluded that the relaxation is fast and at each ionization stage the photoemission rate represents a statistical average of rates from the available $m_l$ orbitals. The interaction with the magnetic component of the field and electron-electron correlations were considered as possible mechanisms causing the fast relaxation.

The role of orbital alignment in the process of sequential double detachment of atomic negative ions was discussed by van der Hart [78] on the basis of experimental results presented by Greenwood et al. [79]. The measured yields of singly charged positive ions, generated by double detachment, revealed a counter-intuitive behavior of saturation intensities. In particular, double detachment of Ag$^-$ was found to be more strongly saturated than double detachment of Al$^-$, although both the electron affinity and the ionization potential are greater in Ag than in Al. This surprising result was interpreted by van der Hart [78] by considering orbital alignment in the residual atoms generated in the first step of the sequential process and the $m_l$-dependence of the ionization rate in the second step.

While studies on multiple ionization/detachment brought contradictory results regarding the role of the alignment effect, it was clearly observed in pump-probe experiments on strong-field ionization of Kr in a laser pulse of $10^{14} - 10^{15}$ W/cm$^2$ peak intensity [80, 81, 82]. The alignment degree of the generated Kr$^+$ ions was measured by employing a synchrotron-based time-resolved X-ray microprobe technique. The frequency of the X-ray radiation was tuned to a resonance with the $1s \rightarrow 4p$ absorption transition in Kr$^+$, which is absent in neutral Kr due to the filled 4p shell. Since X-ray absorption addresses unoccupied orbitals according to dipole selection rules, the alignment degree could be defined by measuring a difference in the X-ray absorption strength for configurations with the X-ray polarization being parallel or perpendicular to the alignment axis. It was demonstrated that the orbital alignment is preserved on a nanosecond scale and that its decay is caused by the electron-ion collisions in the ionized medium [82]. A detailed interpretation of the results is presented in Refs. [83, 84], where the importance of spin-orbit coupling in the strong-field ionization dynamics is emphasized.

More recently orbital alignment was shown to play an essential role in the electron
dynamics induced in the ground state of the residual core by a short laser pulse \[30, 29\]. The formation of a spatially confined hole in the electron density distribution of the valence shell is a result of coherent population of spin-orbit components of the ground state. For example, for laser-generated positive ions of noble gas atoms, a hole forms in the valence \(p\)-shell due to a superposition of the \(p_{j=3/2}\) and \(p_{j=1/2}\) manifolds. In order to populate these manifolds coherently, the ionization process is required to be faster than the spin-orbit period of the ground state \[84\]. Since the wave packet is composed of states having different energies, the created hole shows a time dependent spatial distribution \[30\]. Different methods have been used to monitor the electronic motion in laser-generated positive ions. These include transient absorption spectroscopy with the use of isolated attosecond extreme-ultraviolet pulses \[30\] and ionization-probe spectroscopy which includes measurements of the recoil momentum of the doubly charged ion and the total ionization yield \[29\].

The possibility to initiate and monitor electron motion in the ground state of a neutral atom represents a topic of great interest. By preparing reactive atoms with a desirable electron density distribution one could ultimately achieve control over chemical reactions. In the following the new method is used to investigate orbital alignment and its dynamics in atoms created by photodetachment of negative ions with a half-filled valence \(p\)-shell. A detailed description of the experimental method and the setup will be presented.

## 5.2 Method

A strong-field pump-probe laser scheme is used to investigate the time evolution of orbital alignment in laser-generated carbon, silicon and germanium atoms. The experiment is initiated by photodetaching a valence electron from a negative ion in a strong linearly polarized laser field of short pulse duration. As discussed above, the electron emission in a strong field results in the formation of a spatially oriented hole in the electron density distribution of the residual atom. This alignment is subsequently probed with a second strong laser pulse, applied after a variable time delay, which photoionizes the atom. Since the probe pulse is also strong, it preferentially ionizes the portion of the spatial electron density distribution which is oriented along its polarization axis. By employing an electron imaging technique, this portion is projected onto a position sensitive detector. This makes it possible to visualize the electron density aligned along the polarization axis of the probe pulse and to monitor the motion of the electron cloud in the laser-generated atom. The principle of the strong-field ionization probe technique is described in more detail below.
5.2.1 Principle of the strong-field ionization probe technique

The sensitivity of strong-field ionization to the spatial distribution of the electron density in the bound state can be easily understood for the case when the ionization process is of tunneling character. In this case the valence electron leaves the core by tunneling through a potential barrier created by the superposition of the external field and the core potential. Since the potential barrier is well localized along the field polarization direction, only the part of the electron density which is oriented along this direction can tunnel through the barrier and consequently determines the ionization yield.

A similar selectivity of ionization to the electron density orientation also takes place in the multiphoton regime of this process. This can be shown using a theory based on the strong field approximation (SFA) (see Sec. 2.3). The theory is proven to successfully describe the processes of strong-field photodetachment and ionization [85]. Following the analysis in [54] of the predictions by the SFA theory, the differential ionization rate in the laser field $F(t) = F \cos(\omega t)$ can be represented by the product of the amplitude and the interference terms (atomic units, $e = m = \hbar = 1$, are used throughout):

$$\frac{d\omega_n}{d\Omega} \propto \left| P^{|m|}_\ell(\sqrt{1 + p^2 \sin^2(\theta)/\kappa^2}) \right|^2 \frac{p \ e^{-2a}}{|S_{t_1}'|} \times \left( 1 + (-1)^l + m \cos(b - \beta) \right).$$  \hspace{1cm} (5.1)

Here $p$ is the photoelectron momentum, $\theta$ is the emission angle with respect to the laser polarization axis, $P^{|m|}_\ell$ is a Legendre polynomial, $(\ell, m)$ are the orbital angular momentum and magnetic quantum numbers of the electron in the initial state, $-\kappa^2/2 = E_0$ is the initial binding energy, $a = \text{Im}(S_{t_1}) = \text{Im}(S_{t_2})$, $b = S_{t_1} - S_{t_2}$, $\beta = 2 \text{arg}(S_{t_1}'')$, and $S_{t_1,t_2}$ are the values of the coordinate-independent part of the classical action

$$S(t) = n\omega t - \frac{F \cdot p}{\omega^2} \cos(\omega t) - \frac{F^2}{8\omega^3} \sin(2\omega t)$$  \hspace{1cm} (5.2)

calculated at the transition instances $t_1$ and $t_2$ that lie in the upper half-plane of complex time $t$ and satisfy the saddle-point condition [46]

$$(p + (F/\omega) \sin(\omega t_1,2))^2 = 2E_0.$$  \hspace{1cm} (5.3)

Eq. (5.1) immediately shows that only the $m = 0$ orbital contributes to emission along the laser polarization axis, since at $\theta = 0$ the argument of the Legendre polynomial is equal to 1 and $P^{|m|}_\ell(1) = 0$ for $|m| \neq 0$. We derive below that in the limit of a large number of absorbed photons, $n \gg |E_0|/\omega$, the amplitude term in Eq. (5.1) confines the angular distribution of photoelectrons into a narrow cone oriented along the polarization axis. Since the Legendre polynomial is multiplied by the amplitude term, the $m = 0$ contribution remains dominant in this limit.
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Considering the multiphoton regime, $\kappa \omega / F \gg 1$, one can use the expansion introduced by Gribakin and Kuchiev [46]:

$$c_{1,2} \simeq -i s_{1,2} + \frac{i}{2 s_{1,2}} + O(s_{1,2}^{-2}) ,$$  \hspace{1cm} (5.4)

where $c_{1,2} = \cos(\omega t_{1,2})$, $s_{1,2} = \sin(\omega t_{1,2})$, and $|s_{1,2}| \gg 1$. The latter inequality is due to the fact that the complex values of $t_1$ and $t_2$ have a large imaginary part. Retaining only the leading terms in calculations of $S_{t_1,t_2}$, we obtain the following expression for the amplitude term in Eq. (5.1)

$$p e^{-2a} = f(\theta) \frac{\omega p}{2n} \left( \frac{F^2}{8\omega^3 n} \right)^n \exp \left( n + \frac{p^2}{\omega} \right) ,$$  \hspace{1cm} (5.5)

where the dependency on the emission angle $\theta$ is factorized as

$$f(\theta) = \frac{\exp \left( -(p^2/\omega) \sin^2(\theta) \right)}{\kappa^2 + p^2 \sin^2(\theta)} .$$  \hspace{1cm} (5.6)

In the limit $n \gg |E_0|/\omega$ the value of $p^2/\omega \sim 2n$ is large and the exponential term in Eq. (5.6) dominates the angular distribution of photoelectrons. This restricts the distribution to a small angle $\Delta \theta \approx (2 \ln 2/n)^{1/2}$ (FWHM), which decreases with the increase of $n$. For example, the emission is confined to $\Delta \theta \approx 14^\circ$ at $n = 25$ and to $10^\circ$ at $n = 50$. The number of photons needed to overcome the ionization potential was disregarded in these calculations. The denominator in Eq. (5.6) becomes important in the limit $p^2 \gg \kappa^2$, i.e. when the electron kinetic energy is orders of magnitude larger than its initial binding energy. One can easily see that the denominator term results in an additional narrowing of the angular distribution. Such a high-energy condition, however, is not reached in the present study.

Thus, we obtain that the product of the Legendre polynomial and the amplitude term in Eq. (5.1) results in the selectivity of ionization to the $m = 0$ orbital and, consequently, to the electron density orientation along the polarization direction. This selectivity is stronger at higher kinetic energies, where the angular distribution of emitted electrons is narrow and forms two electron jets along the laser polarization axis [85]. Thus, by imaging the photoelectron yield in the high-energy jets we directly probe the electron density in the bound state along the laser polarization axis. In this energy range the interference term in Eq. (5.1) is not essential. Indeed, it was shown before that at $\theta = 0$ the interference term oscillates on the $1/p$ scale [54]. Its oscillation period is defined by the energy of the initial state and the laser frequency and is independent of the laser intensity. The first maximum of this oscillation from the side of high electron momenta defines the position of the maximum signal in the electron jet. The interference term does not oscillate within the jet and, therefore, can be disregarded in our consideration.
The high-energy jets can be easily distinguished in the angle resolved spectra of photoelectrons, as will be demonstrated in our results. It should be noted that under the conditions of the present experiment the dominant ionization is in the multiphoton regime, when the condition \( \kappa \omega / F \gg 1 \) is satisfied. Despite the high peak intensity of the probe laser pulse, the main contribution to the ionization yield is defined by lower intensities due to the integration of signal over the spatiotemporal intensity distribution in the laser focus and due to the saturation effect. This matter was discussed in detail in Ref. [85].

5.3 Experimental procedure

The ion beam apparatus used in this experiment is described in detail in Chap. 4. A beam of negative ions was generated using a sputter ion source. A graphite rod was used as cathode material to produce \( \text{C}^- \), whereas powder of silicon and germanium was used when \( \text{Si}^- \) and \( \text{Ge}^- \) ions were generated. The ion beam was accelerated to a kinetic energy of 4.5 keV and mass selected in a Wien filter. Einzel lenses, a quadrupole deflector and deflection plates were used to steer and focus the ion beam into an electron imaging spectrometer (EIS), where it was intersected by the focused laser beams. The waist of the ion beam inside the spectrometer was approximately 1 mm and the ion current measured after the spectrometer was of the order of 100 nA. The pressure in the interaction region was of the order of \( 10^{-9} \) mbar.

The EIS consists of a set of electrodes that project electrons emitted from the laser focus in the entire solid angle onto a microchannel plate detector equipped with a phosphor screen [54]. The light pulses from the screen, generated by the detected electrons, were recorded with a 1280x1024 pixels CCD-camera. Millions of single electron counts, accumulated during a CCD exposure time of the order of 10 min, composed a statistically significant image. In order to reduce the image distortions, the EIS was operated in the velocity mapping regime[14] with a hard projection voltage of 1.6 kV. In this regime electrons having the same momentum vector \( \mathbf{p} \) are projected to the same point on the position-sensitive detector of the EIS independent of initial position in the interaction region.

Laser pulses were generated using an optical parametric amplifier (OPA) pumped with a mode-locked Ti:sapphire laser system at a repetition rate of 1 kHz. The linearly polarized idler (2055 nm) and signal (1310nm) outputs from the OPA were used as the pump and probe beams, respectively. The long pump wavelength was chosen in order to reach a higher degree of non-linearity of the photodetachment process. This reduced the saturation of this process at the leading edge of the pump pulse. As a
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consequence, the negative ions were exposed to higher laser intensities. The binding energies of C\textsuperscript{−}, Si\textsuperscript{−}, and Ge\textsuperscript{−} are 1.26212, 1.38952, and 1.23271 eV, respectively \[86\]. At the chosen pump wavelength of 2055 nm, the photon energy is 0.6 eV which means that for photodetachment of these negative ions absorption of at least three photons is required. The probe pulse has a wavelength of 1310 nm, i.e. a photon energy of 0.95 eV.

A schematic drawing of the optics setup is presented in Fig. 4.2. The signal and idler beam outputs of an OPA were separated using a dichroic mirror (DM1). Their polarization axes were controlled by means of two λ/2 wave plates. The time delay between the pump and probe pulses was varied by changing the optical path length of the pump beam with the use of an optical delay stage. The divergence of the pump beam was controlled using a telescope installed in its beam path. This was used to make the focal points of the two laser beams to longitudinally coincide inside the interaction region. The two laser beams were merged using a second dichroic mirror (DM2). The merged beams were expanded and focused into the interaction region with the use of a second telescope placed in front of the experimental chamber. Focal sizes of 30 µm (FWHM) and 17 µm (FWHM) for the pump and probe pulses, respectively, were measured by scanning a razor blade across the laser foci. The pulse duration of both beams was 100 fs (FWHM). The pulse energies of the pump and probe pulses were 150 and 240 µJ, yielding peak intensities of the order of 1 \times 10^{14} and 7 \times 10^{14} W/cm\textsuperscript{2}, respectively.

Substantial efforts were made to ensure that the foci of the laser beams were on top of each other at their intersection with the ion beam. The spatial beam overlap was regularly controlled during the experiment by monitoring replicas of the foci with a CCD camera. This was performed by inserting a glass wedge into the beam path in front of the experimental chamber, where the beam reflections from the front wedge surface were guided into the camera (not shown in Fig. 4.2). The larger focus size of the pump beam and saturation of the photodetachment process facilitated maintaining the condition where the probe beam interacts mainly with neutral atoms created in the aligned state. The target ions moved over a negligible fraction of the focal size during the time between the pump and probe pulses.

The zero time delay between pulses was determined by optimizing the yield of their sum-frequency generation in a thin BBO crystal inserted in the beam path. The accuracy of setting the time delay to zero was of the order of 50 fs. Thereafter, the BBO crystal was removed and the delay line was adjusted to the desired time delay. All data presented in this work were acquired with time delays larger than 600 fs. This ensured that the two laser pulses were completely separated in time, hence avoiding interference between the two coherent laser pulses.

The data acquired in the experiment is the angle and momentum resolved images
recorded with the CCD camera of the EIS. The experimental goal was to measure the yield of high energy electrons emitted along the polarization axis of the probe laser, as it was described in the previous section. To make this possible, the probe polarization was kept parallel to the detector plane, making the required angular and momentum resolved measurement possible. However, the time delay between the pump and probe laser pulses was much shorter than the time resolution of the detector. This prevented direct discrimination of electrons produced in the photodetachment step. In order to obtain an image of only the photoionized electrons, which reveals the density distribution in the aligned atom, an additional image was recorded for the pump pulse alone and subtracted from the image recorded with both pulses. The acquisition of the two images was done in alternating sequences of 10 seconds by blocking and opening the probe laser beam with a shutter.

The probe pulse monitors the electron density distribution in the direction of its own polarization axis, whereas the pump polarization defines the axis of orbital alignment in the atom. The alignment effect was observed with a higher signal-to-background contrast by subtracting the image of ionized electrons obtained with the pump polarization parallel to the probe polarization (the latter was kept parallel to the detector plane) from the image recorded with perpendicular polarization axes. Finally, the difference of the images was normalized to their sum. This serves to compensate for variations in laser intensity and ion current. The entire image processing can be represented as

\[ Q = \frac{Q_\perp - Q_\parallel}{Q_\perp + Q_\parallel}, \tag{5.7} \]

where \(Q_\perp\) and \(Q_\parallel\) denote images of ionized electrons obtained with the perpendicular and parallel arrangements of the pump and probe polarizations, respectively. The signal value in the normalized image \(Q\), averaged over a chosen range of high kinetic energies and small emission angles (see the following section), is used to quantify the alignment degree in the laser-generated atoms.

### 5.4 Results

Owing to the dynamics of the orbital alignment after the pump pulse, the signal distribution in the normalized image \(Q\) introduced in Eq. (5.7) is dependent on the time delay between the pump and probe pulses. A sequence of images for different time delays was recorded in order to monitor the dynamics. To identify the area of interest, i.e. the area where the yield of high-energy electrons reveals the alignment degree in the residual atom, an average over the different settings of the pump-probe delay was formed.
Figs. 5.1, 5.2 and 5.3 show normalized images of these averaged images of ionized electrons for C, Si, and Ge, respectively. The images are the cylindrically symmetric 3D distributions of ionized photoelectrons projected onto the detector plane. The symmetry axis, which coincides with the laser polarization axis, is vertical in the figure. The radial distance from the image center is proportional to the electron momentum in the detector plane, and the coordinates $p_{\parallel}$ and $p_{\perp}$ represent the momentum components along and perpendicular to the laser polarization axis, respectively. The calibration of the momentum scale is described in [54] and in Sec. 4.3.2.

Figure 5.1: Normalized images of electrons produced by photoionization of neutral carbon averaged over the entire range of the pump-probe time delay. $p_{\parallel}$ and $p_{\perp}$ denote the electron momentum components parallel and perpendicular to the polarization axis of the probe beam, respectively. The area of interest in the jet region, used in the data analysis, is outlined by the red rectangle.

Each distribution shown in Figs. 5.1-5.3 exhibits two opposing narrow jets along the laser polarization axis. The jets are the most pronounced in the carbon image, where
Figure 5.2: Normalized images of electrons produced by photoionization of neutral silicon averaged over the entire range of the pump-probe time delay. $p_{\parallel}$ and $p_{\perp}$ denote the electron momentum components parallel and perpendicular to the polarization axis of the probe beam, respectively. The area of interest in the jet region, used in the data analysis, is outlined by the red rectangle.
Figure 5.3: Normalized images of electrons produced by photoionization of neutral germanium averaged over the entire range of the pump-probe time delay. $p_{\parallel}$ and $p_{\perp}$ denote the electron momentum components parallel and perpendicular to the polarization axis of the probe beam, respectively. The area of interest in the jet region, used in the data analysis, is outlined by the red rectangle.
they extend to electron momenta of approximately 1.5 atomic units (a.u.). This value corresponds to the absorption of more than 30 photons above the ionization threshold of C at the laser wavelength of the pump beam. Thus, the value of $p^2/\omega$ in the exponential term of Eq. (5.6) is large and, as it follows from the analysis of this equation, the selectivity condition of ionization to the electron density distribution in the bound state is satisfied. The jets are also well pronounced in the silicon image, but to a smaller extent than for carbon. The prominence of the jets is smaller in the germanium image, which immediately implies that the time-averaged alignment degree in the laser-generated Ge atom is smaller than for C and Si.

In order to reconstruct the angle and momentum resolved distribution of photoelectrons from a raw image recorded by the CCD camera, it is necessary to apply an inversion routine, e.g. "onion peeling" (see Sec. 3.2). However, such a procedure introduces noise concentrated at the symmetry axis of the inverted image. This is in the region of small emission angles, which also is the region of the image where the orbital alignment dynamics can be observed. We have therefore refrained from carrying out the inversion routine. Instead, the data analysis presented below involves integration of the signal in the jet regions of the non-inverted images. The areas of integration, outlined in red in Figs. 5.1–5.3, are chosen to account for the total signal of jet electrons while avoiding the background contributions from surrounding areas. The integrated yield is used as a measure of the orbital alignment degree in the direction of the probe pulse polarization.

Fig. 5.4 shows three representative images obtained for carbon at fixed pump-probe time delays of 2000 fs, 2300 fs, and 2600 fs, respectively. One should note that the normalization routine introduced in Eq. (5.7) significantly improves the contrast between the signal in the jets and the signal in the image center, where the yield is dominated by low energy electrons produced via photodetachment by the probe beam of negative ions that survived the pump pulse. The three chosen time delays lie within a spin-orbit period of the ground $^3P$ state of the C atom, which represents an intrinsic time scale of electron dynamics in this state. This matter will be discussed in more detail below. The experimental results presented in Fig. 5.4 clearly reveal the time dependence of the spatial distribution of the electron density in the laser-generated carbon atom. Following the pump pulse, the electron hole in the valence shell starts its evolution. The hole orientation interchanges between being localized along and perpendicular to the quantization axis defined by the pump pulse polarization. Fig. 5.4a represents the case where the hole is oriented in the direction of the probe polarization axis and, therefore, the signal in the jet region is absent. In contrast, Fig. 5.4c shows an image where the jets are most pronounced. In this case the hole is localized at 90° with respect to the probe polarization axis and, thus, the electron density has a maximum along the direction of the probe field. Fig. 5.4b represents an intermediate case.

For the quantitative analysis of the alignment dynamics in C, Si, and Ge, the ionization
Figure 5.4: Normalized images of ionized electrons obtained for carbon at a fixed pump-probe time delay of 2000 fs (a), 2300 fs (b) and 2600 fs (c).

The obtained time dependencies of the integrated yield in the jet regions are shown in Figs. 5.5–5.7, where the time scale represents the pump-probe delay. In the carbon experiment, the time delay was varied between 600 and 5000 fs. Shorter ranges from 950 to 2200 fs and from 600 to 780 fs were investigated for Si and Ge, respectively. In each case the chosen delay range covers several spin-orbit periods of the ground $^3P$ state of the atom. The oscillations in the carbon and silicon data shown in Figs. 5.5 and 5.6 clearly demonstrate the dynamics of the orbital alignment initiated in these atoms by the pump pulse. It can also be seen that, apart from the time-dependent behavior, the alignment degree has a constant offset. In germanium (Fig. 5.7) the data shows a constant alignment but there is no clear sign of a temporal oscillation.
Figure 5.5: The normalized yield of high-energy electrons emitted in the ionization step for carbon plotted as a function of the time delay between the pump and probe pulses. The yield is integrated over the areas of interest in the jet region shown in Fig. 5.1. The solid blue curve represents the fit result of Eq. (5.8) to the experimental data. The horizontal bar represents the predicted beat period $\tau_{12}$ between the $J = 1$ and $J = 2$ spin-orbit sublevels of the atomic ground state.

5.5 Data analysis and discussion

As it was pointed out in the introduction, the orbital alignment dynamics in the laser-generated atom manifests as the time evolution of a coherently excited wave packet formed by a superposition of atomic bound states. The three elements considered in the present work have isoelectronic $p^2$ configurations of the ground state, giving rise to the $^3P$, $^1D$, and $^1S$ terms [87]. Their negative ions have a $p^3 4S_{3/2}$ electron configuration in the ground state [86]. Since spin conservation does not allow photodetachment transitions from a quartet state to a singlet state, the laser-generated C, Si, and Ge atoms can only be created in the triplet $^3P$ ground state. Thus, the alignment dynamics observed in carbon and silicon is due to a coherent population of the three fine structure components of the $^3P$ state characterized by the total angular momentum $J = 0$, 1, and 2. A depiction of the involved states is shown in Fig. 5.8 for the case of carbon.

It follows that the time evolution of orbital alignment is governed by a quantum beat between three coherently populated states. The time period $\tau$ of the beat of two coherent states is given by $\tau = h/\Delta E$, where $\Delta E$ is the energy separation between the states involved, and $h$ is the Planck constant. In our case the three populated fine structure components give rise to three possible beat periods denoted by $\tau_{01}$ ($J = 0, 1$), $\tau_{02}$ ($J = 1, 2$), and $\tau_{12}$ ($J = 2, 3$).
Figure 5.6: The normalized yield of high-energy electrons emitted in the ionization step for silicon plotted as a function of the time delay between the pump and probe pulses. The yield is integrated over the areas of interest in the jet region shown in Fig. 5.2. The solid blue curve represents the fit result of Eq. (5.8) to the experimental data. The horizontal bar represents the predicted beat period \( \tau_{12} \) between the \( J = 1 \) and \( J = 2 \) spin-orbit sublevels of the atomic ground state.

0, 2) and \( \tau_{12} \) \((J = 1, 2)\). The fine structure energy splittings \( \Delta E_{FS} \) taken from Ref. [87] and the spin-orbit (beat) periods calculated from \( \tau = h/\Delta E_{FS} \) are presented in Table I. Thus, as mentioned above, the spin-orbit periods of the \( ^3P \) ground state represent the intrinsic time scale of the electron dynamics in laser-generated C, Si, and Ge atoms.

Due to the three possible beat periods, a phenomenological function

\[
f(t) = \alpha_0 + \sum_{i=1}^{3} \alpha_i \cos\left(\frac{2\pi}{\tau_i}(t - t_0)\right),
\]

containing the sum of three harmonic functions was fitted to the data sets shown in Figs. 5.5, 5.6, and 5.7 for carbon, silicon, and germanium, respectively, with \( \alpha_0, \alpha_i, \tau_i, \) and \( t_0 \) being the fit parameters. Here \( \alpha_0 \) represents a constant offset and \( \alpha_i \) are the amplitudes of oscillations with the individual beat periods \( \tau_i \). While the time delay is measured between the maxima of the pump and probe pulses, we cannot experimentally determine the instance at the leading front of the pump pulse where the detachment process is saturated, nor the instance during the probe pulse where the ionization yield is maximum. Because of this uncertainty and the limited accuracy in the determination of the zero time delay, the fit parameter \( t_0 \) is introduced in Eq. (5.8).

The fit results of Eq. (5.8) to the data sets are represented by the solid lines in Figs. 5.5–
and the obtained fit parameters $\tau_i$ and $\alpha_i$ are given in Table I. The fit to the experimental data for Ge produced statistically nonsignificant values for the beat amplitudes (see Table I). For completeness, these results are shown in Fig. 5.7, but will not be discussed further. It can be seen from the amplitude parameters $\alpha$ in Table I that for both C and Si the alignment dynamics is dominated by the beat $J_{12}$ between the $J = 1$ and $J = 2$ components of the $3P$ state. This can be explained by considering that the multiplet levels are populated according to their statistical weights $2J + 1$ and, thus, the weights of the $J = 1$ and $J = 2$ states are the highest. The fit results closely reproduce the calculated periods for the $J_{12}$ beat in C and Si (see Table I). Considering the $J_{01}$ and $J_{02}$ beats, the uncertainties in the obtained amplitude values make the fit results statistically nonsignificant.

The results obtained from the fit can be verified by carrying out a Fourier analysis of the temporal dependencies shown in Figs. 5.5–5.7. Such an approach was already implemented by Höhr et al. in the study of orbital alignment in laser-generated positive ions [82]. A discrete Fourier transform routine was applied to the data set for Si. The obtained results are plotted in Fig. 5.9 as a function of the Fourier frequency, $\nu_F$. The Fourier spectrum exhibits a distinct peak at the frequency that corresponds to the $\tau_{12}$ beat period, indicated by the arrow in the figure. All other maxima in the spectrum are artifacts of the transform since the transform is conducted using only 26 temporal
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Figure 5.8: Energy levels involved for the neutral as well as the negative and positive ions of carbon. The arrows indicate strong-field photodetachment and ionization. The fine-structure states of the ground state of the neutral are shown inside the circle.

points. A larger number of experimental data points with a higher density on the time scale are needed to improve the signal-to-noise ratio in the Fourier spectrum.

The present study demonstrates a dramatic decrease in the coherence degree of orbital alignment with the increase of the fine structure energy splitting of the ground atomic state. This result is associated with the particular laser pulse duration of 100 fs used in the experiment. Such a pulse length is approximately one order of magnitude shorter than the spin-orbit period in the ground state of carbon. Therefore, the strong temporal modulation in the ionization yield is observed in this case (see Fig. 5.5), which is a result of the temporal rearrangement of the electron density distribution due to coherent population of the spin-orbit sublevels of the ground state. In contrast, no clear modulations are visible in the temporal dependency obtained for germanium (see Fig. 5.7). Simulations show that the interval during which photodetachment occurs has a FWHM
of around 50 fs. This is larger than the period of the main beat $\tau_{12}$ in germanium, which leads to a non-coherent population of its fine structure sublevels. It should be noted that the probe pulse duration plays an important role as well, since the ionization step duration defines the time resolution in the observation of electron motion. As previously mentioned, the pump and probe pulses have the same length in the present experiment.

The three temporal dependencies of the ionization yield shown in Figs. 5.5–5.7 for C, Si, and Ge exhibit a constant positive offset, represented by the parameter $\alpha_0$ in Eq. (5.8). It implies that the mean value of the electron density in the laser-generated atom is larger in the direction perpendicular to the pump polarization axis than in the parallel direction. This constitutes the orbital alignment effect of non-coherent character, which was observed in the experiments on strong-field ionization of noble gas atoms [80, 81, 82] and described in Refs. [83, 84]. In this case the population of a given spin-orbit state can be considered independently of other channels. The degree of the stationary alignment depends on the intensity-dependent admixture of photodetachment from the \( m_\ell \neq 0 \) substates of the negative ion, which is averaged over the spatiotemporal intensity distribution in the laser focus.
5.6 Simulation

A theoretical model for the beat can be constructed using the density matrix description of the process presented in section 3.1.1. By populating a density matrix coherently using the differing detachment rates for $p$-orbitals with zero and non-zero magnetic quantum number $m_\ell$, the time evolution of the electron density distribution in the neutral atom can be calculated. Similarly, the $m_\ell$ dependent ionization rates are used to determine the total ionization rate. A full pulse strong-field simulation as described in section 3.1 using the laser parameters of the experiment was used to estimate the ratio between detachment from an $m_\ell$ zero and non-zero state. The detachment rate ratios are found to be 26.2, 19.9 and 32.2 for carbon, silicon and germanium, respectively, and the corresponding ionization rate ratios are 6.25, 3.63 and 3.57.

Figures. 5.10-5.12 show the simulations for the three atomic species of the ionization rates as a function of the pump-probe delay. The blue curves ($Q_\perp$) represents the ionization rate where the pump and probe polarizations are in a perpendicular configuration and the green ($Q_\parallel$) represent a parallel configuration. The red curves ($Q$) are the normalized ionization rates corresponding to Eq. 5.7. The red dots is the experimental data from the previous section. Note that the experimental data has been scaled and offset to have the same amplitude and mean value as the simulation. This is necessary due to the background signal in the experimental data. It can be seen that for carbon
and silicon the simulations agree well with what was obtained in the experiment. For germanium the model shows a significant oscillation which is not present in the experimental data. This is due to the assumption in the model that detachment and ionization is instantaneous. In reality the duration of the photoprocess is around 50 fs. On the intrinsic time scales of carbon and silicon this instantaneity assumption is justifiable, but in the case of germanium the model fails. It is interesting to note that even with the assumption of an instantaneous photoprocess, the simulation shows a constant offset of the normalized ionization rate, implying that an orbital alignment of constant character is achieved also in this case.

In a recent paper by Rey et al.\[88\], a model for ionization of carbon in an orbitally aligned state was developed. The authors used a time-dependent R-matrix theory to describe the process and they used the experimental data presented in this chapter for comparison to calculations of the wave function time evolution. The results show a remarkable resemblance to the simple model used in this work. A recently developed analytical expression by Gribakin\[89\] giving the ionization rate based on the assumption that solely $m_\ell = 0$ electrons are detached in both photoprocesses, shows a similar result.
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Figure 5.10: Simulated ionization rates for neutral carbon atoms prepared in an aligned state by a pump pulse at time zero as a function of the probe delay. The blue curve ($Q_\perp$) represents the case when the polarization of pump and probe are kept perpendicular and the green ($Q_\parallel$) a parallel configuration. The red curve represents the alignment measure $Q$ from Eq. (5.7). The red dots with error bars represent experimental data.
5.7 Summary

A strong-field pump-probe laser scheme was used to reveal the dynamics of orbital alignment in atoms generated through photodetachment of their negative ions. The alignment dynamics are shown to acquire a coherent character when the time scale of the photodetachment process is shorter than the spin-orbit period of the atomic ground state. In this case the alignment effect is associated with a coherent population of spin-orbit components of the ground state. It results in a spatial confinement of the electron density distribution in the residual atom that periodically changes in time. The coherence condition was fulfilled in the experiment on C$^-$ and Si$^-$, which permitted the observation of electron motion in the ground state of laser-generated carbon and silicon atoms. Simulations using a density matrix approach was shown to be in good agreement with the experimental data in these cases. When the spin-orbit period is shorter than the time of photodetachment, the coherence condition is lost and the orbital alignment in the residual atom has a stationary character. This case was realized in the experiment on Ge$^-$. These results are in accordance with the predictions by Rohringer and Santra [84], who described the alignment effect in the process of strong-field ionization of noble
Figure 5.12: Simulated ionization rates for neutral germanium atoms prepared in an aligned state by a pump pulse at time zero as a function of the probe delay. The blue curve \( Q_\perp \) represents the case when the polarization of pump and probe are kept perpendicular and the green \( Q_\parallel \) a parallel configuration. The red curve represents the alignment measure \( Q \) from Eq. (5.7). The red dots with error bars represent experimental data.

The present work addresses orbital alignment in atoms possessing two electrons in the outer \( p \)-shell. Despite the complexity of the electronic structure of these atoms, which includes three spin-orbit components of the \( ^3P \) ground state, the study reveals that only two state components of the highest statistical weight contribute significantly to the alignment dynamics. We believe that this result remains valid for atomic systems with higher multiplet orders of the ground state. Further experiments, however, are needed to verify this.

A detailed interpretation of the strong-field ionization probe method that allows monitoring the electron density angular distribution in bound atomic states has been given. Its principle is based on the fact that the portion of electron density localized along the probe field polarization is mapped by the strong field to a jet of outgoing energetic electrons. The angular resolution of this method is increasing with the increase of kinetic energies of ejected photoelectrons. The developed probe technique has a general character and is not restricted to neutral atoms. It can also be used to test angular
distributions of electron densities in other (charged) atomic or molecular systems.

To conclude, a method to initiate and to monitor electron motion in the ground state of a neutral atom has been developed. It opens a wide range of applications, where coherent control over a process can be achieved by preparing the reactive atom in its ground state with a desired electron density distribution. With the use of a laser pulse of 100 fs duration the coherence condition can be achieved in light elements, where the intrinsic time scale of electron motion lies in the picosecond range. Shorter pulses are needed to achieve coherent control in heavier atoms.
Chapter 6

Tomography of Electron Emission Patterns

6.1 Introduction

Electron imaging has become a ubiquitous tool in recording the momentum and angular distribution of electrons emitted in photoionization and photodetachment processes. Imaging methods are also used for recording the distributions of heavy charged particles which emerge from laser-induced processes. In its simplest implementation, the imaging method relies on projecting the emerging charged particles onto a planar detector using an external electric field. Linearly polarized light produces a rotationally symmetric spatial distribution around the polarization axis. For circularly polarized light, on the other hand, a rotationally symmetric spatial distribution appears around the laser propagation axis. In both cases a position sensitive detector located in a plane parallel to these distinguished axes can be used to record an image of charged particle impacts which is twofold symmetric, with one symmetry axis along the distinguished axis and one along an axis perpendicular to it.

When fulfilling the criterion that the kinetic energy gained in the projection field $E$ is much larger than the excess energy from the photo process $W$, it is possible to rely on inversion routines such as the Inverse Abel Transform (IAT) (see Sec. 3.2) to transform the 2D image on the detector into 3D information of the spatial electron distribution in the atomic or molecular frame.

In general situations a more elaborate analysis is required. This, for example, concerns the case when elliptically polarized light is used, or in experiments aimed at complete characterization of photoionization[90], or in experiments where the photoelectron energy is affected by different ponderomotive acceleration parallel and perpendicular to...
the laser beam \[91\]. Furthermore, when electron emission is preferentially parallel to the laser polarization (such as is generally the case in strong electromagnetic fields) conventional inversion routines produce distortions since single-image inversion implies the accumulation of inversion error along the axis of symmetry. The more elaborate analysis requires images at different orientations of the polarization vector. In its most general implementation this is achieved by tomographic imaging as described in a recent paper by Smeenk \textit{et al.}\[31\].

Here it is shown that tomographic imaging is of great use in standard imaging experiments as it allows circumventing problems associated with imperfect acceleration fields, spatial inhomogeneity of the detector, and is capable of inverting complex continuous energy distributions. This is demonstrated using minimum two and three photon detachment of Ag\textsuperscript{−} ions for which theoretical model calculations exist that can be compared one-to-one with the tomographic imaging method.

6.2 Experimental setup

The experimental setup is shown in Fig. 4.5. Ag\textsuperscript{−} ions are formed in a cesium sputter source, accelerated to 4.5 keV, and mass selected in a Wien filter. Einzel lenses are used to focus the ion beam in the interaction region, where the beam waist is 1 mm at a flux of 27 nA. The 90° bend in the quadrupole serves to clean the negative-ion beam from neutral atoms formed by collisional detachment in the first two vacuum sections. Three differentially pumped sections maintain a residual pressure of the order of $10^{-9}$ mbar in the interaction region. Laser pulses with a wavelength of 1310 and 2055 nm with a pulse energy of 60 and 30 $\mu$J, respectively, both with a pulse length of 130 fs full width at half maximum, are generated in an optical parametric amplifier pumped by a Ti:sapphire laser system at a repetition rate of 1 kHz. The laser beam is focused by a lens with 20 cm focal length and crosses the ion beam at a right angle. The intensity distribution in the laser focus is measured by scanning a razor blade across the focus. The shape of the pulses can be described well by a Gaussian profile with a waist of 27 and 44 $\mu$m FWHM, yielding peak intensities in the laser focus of the order of $5.3 \times 10^{13}$ W/cm$^2$ and $9.6 \times 10^{12}$ W/cm$^2$ for the 1310 and 2055 nm pulses, respectively. The central part of the setup is an electron imaging spectrometer, which projects electrons emitted in the entire solid angle onto a two-dimensional position sensitive detector by an electrostatic field. The position sensitive detector consists of two image-quality micro-channel plates in chevron configuration and a homemade phosphor screen, coated on a glass plate with a transparent conductive gold layer. The light flashes from the phosphor screen are recorded by a CCD array with 12-bit resolution where they are accumulated and read out to a PC at intervals of a few seconds. The spectrometer is operated in the velocity
6.3 Results

The last vertical pair of steering plates compensates the small deflection of negative ions towards the detector surface by the projection field of the imaging spectrometer. This ensures a nearly horizontal beam path across the laser focus, which is an important requirement in order to suppress asymmetry of the photoelectron image. Residual electron background is reduced by pulsing the ion beam with 10 µs on and 990 µs off for each laser shot period. This switching also acts as an additional mass filter due to the different times of flight of different atomic and molecular species. Additionally, the voltage over the MCPs is reduced in the period between laser pulses in order to further reduce background noise. Under typical operating conditions about 5 events per laser shot are recorded. Distortions by space charge effects do not occur at such low electron yields.

Images suitable for tomography are obtained by rotating the laser polarization in step sizes of 3 degrees using a stepper motor-driven half-wave plate and recording images for 25000 laser shots at each position of the half-wave plate. The recorded images are used to reconstruct the three-dimensional photoelectron distribution using the inverse Radon transform (IRT) described in detail in Sec. 3.2.1.

6.3 Results

In this section, experimental data obtained from photodetachment of Ag\(^-\) (EA(Ag) = 1.30447 eV\(^92\)) as well as a comparison to theory is presented. Measurements were made at laser wavelengths of 1310 nm (\(h\nu = 0.94644\) eV) and 2055 nm (\(h\nu = 0.60333\) eV). The ground state of Ag\(^-\) has two 5s electrons in its valence shell. Figures 6.1 and 6.2 show a comparison between theory and experiment for 1310 nm and 2055 nm, respectively. The figures show the angle-resolved electron momentum distribution which is obtained by integrating the full 3D distribution along the azimuthal angle \(\phi\). The theoretical electron distributions were calculated by simulating strong-field photodetachment by means of the strong-field approximation as described by Gribakin and Kuchiev \([46]\). The theory and simulation procedure is described in detail in Chaps. 2 and 3. For the 1310 nm case, a clear EPD structure is visible with 2, 3, 4... photon detachment signals at momenta \(p \approx 0.187, 0.311, 0.397\ldots\). Theory reproduces all the main features of the experiment although it overestimates the 3 photon detachment yield along the polarization axis so that it is observed to be more intense than the 2 photon process. For the 2055 nm case, the electron distribution shows less pronounced EPD peaks due to the lower detachment rate, allowing the ions to survive to higher intensities. Here theory also agrees well with the experiment, although the jet along the laser polarization axis is more intense in the experiment. The simulation procedure takes the spatio-temporal intensity distribution into account. The theoretical electron distribution is subject to the same processing...
as the experimental data to make sure that any distortion induced by the inversion is also present in the simulated data. The only noticeable inversion artifact is the slight distortion at an emission angle of 45 and 135 degrees.

![Comparison of experiment (left) and using the theory of Gribakin/Kuchiev (right) of the photoelectron momentum distribution for detachment of Ag− at 1310 nm. The figure is in polar coordinates where θ is the angle to the laser polarization axis.](image)

### 6.4 Discussion

One advantage of using the inverse Radon transform (IRT) instead of the inverse Abel transform (IAT) to recreate the electron distribution, even in the case of an experiment using linear laser polarization, is that the latter introduces distortions along the polarization axis. The IAT is also sensitive to finding the left-right center of the image. For a strong-field experiment, it is in general the case that the area of interest lies along the polarization axis. In Refs. [93, 94], for instance, we refrained from performing the Abel inversion because of the distortions it might introduce. The inverse Radon transform on the other hand, is completely insensitive to centering the image in the x-direction (parallel to the laser propagation axis) and is instead sensitive to centering w (perpendicular to the laser propagation axis). For a long jet along the linear polarization axis (z-axis), however, centering w can be done with higher precision than centering x. (For a description of the mentioned coordinate axes, see Sec. 3.2.1 and Fig. 3.2 in particular)
Another advantage of the tomographic method is the insensitivity to the polarization axis being parallel to the detector plane. When IAT is to be performed, one needs to make sure that the polarization and the detector are perfectly parallel to each other. If not, information about the electron distribution will be lost. In the case of IRT, however, having the polarization axis misaligned merely introduces an offset in the angle \( \theta \) which can be easily adjusted for in post-processing.

By spreading the information of the electron swarm over a larger area on the detector, the tomographic method is also less sensitive to inhomogeneities in the detector. Consider a portion of the electron swarm occupying a ball with volume \( V = 4\pi(\Delta p)^3/3 \) in momentum space. If the time of flight for the electrons in the EIS is assumed to be \( \Delta t \) then, in case the polarization orientation is stationary (as in IAT), the electrons will be projected onto an area \( \pi(\Delta t\Delta p)^2 \) on the detector. Let \( p_r \) be the distance from the axis of rotation to the center of the volume \( V \). Now if we instead rotate the polarization axis in sufficiently small steps, the volume \( V \) will sweep out a torus with major radius \( p_r \). This torus projects onto an area on the detector surface that is \( \pi(\Delta t\Delta p)^2 + 2p_r\Delta t\Delta p \). That is to say, we form a weighted average over different positions on the detector to reconstruct the electron distribution, with the effect being most pronounced for large values of \( p_r \).
In figure 6.3 the 3D photoelectron momentum distribution for 1310 nm can be seen. The left panel shows the front view where the laser propagation axis and the laser polarization axis represent the directions of the (negative) horizontal and vertical axes of the image, respectively. The right panel shows a side view where the laser propagation axis is out of the paper and the laser polarization axis points in the vertical direction. It can be seen in the right panel that the torus produced by two-photon detachment comes out at an angle, with respect to the axis on which the caps of the two- and three-photon detachment lies, which deviates from the expected 90 degrees. This breaks the cylindrical symmetry of the electron swarm. Possible explanations of this tilt will be addressed in the following section. The fact that the caps are not aligned to the $p_z$ axis could easily be explained by a slight offset in the rotation angle, but as the zero point in the polarization axis was aligned with an error of no more than $\pm 1^\circ$, the 3D data is presented exactly as it was recreated. Figure 6.4 shows the same views for 2055 nm. Here no asymmetry is visible in the right panel. The left-right asymmetry in the left panels for both wavelengths can be ascribed to inhomogeneities in the detector response.

Figure 6.3: Reconstructed three-dimensional photoelectron momentum distribution for detachment of Ag$^{-}$ at 1310 nm. The figure shows three isosurfaces at values 0.4 (red), 0.2 (green) and 0.1 (blue) of the maximum value. The laser is propagating in the x-direction and the laser polarization is along the z-axis.
6.5 Asymmetry in the polarization plane for photodetachment at 1310 nm

It is possible to rule out imperfect projection of photoelectrons, detector inhomogeneities, as well as the inversion method as causing factors of the asymmetry. This is due to the image acquisition taking place over a full rotation around the laser propagation axis, thereby averaging out any asymmetry. For a more thorough discussion of possible causes, see Appendix B. The most plausible explanation for the asymmetry is a residual elliptical polarization of the laser beam. Only through simulations with an elliptical polarization has the asymmetry been reproduced. Since mirror symmetry in the polarization plane is enforced by theories using the SFA, it is necessary to use an alternate theoretical approach to the generalized Gribakin/Kuchiev method presented in Section 2.3.1. One powerful method that is capable of explaining the asymmetry in terms of a residual elliptical polarization is the quasistationary quasienergy state approach (QQES) [59]. In the QQES approach the time-dependent Schrödinger equation (SE) is rewritten to take...
the form of a stationary SE. In addition to this the results have the property of being
gauge invariant, a property famously absent in KFR theories\[54, 95, 55\].

In the QQES approach an initial bound state wave function with binding energy $E_0$
\[ \Psi_0(r, t) = e^{iE_0 t} \psi(r), \]  

(6.1)
dressed by an adiabatically switched on strong laser field takes the form
\[ \Psi(r, t) = e^{-it} \Phi_\epsilon(r, t) \]  

(6.2)

where $\Phi_\epsilon(r, t) = \Phi_\epsilon(r, t + 2\pi/\omega)$ is the periodic QQES wave function and $\epsilon$ is the complex
quasienergy of the state. The wave function $\Phi_\epsilon$ fulfills the “quasistationary” SE
\[ \mathcal{H} \Phi_\epsilon(r, t) = \epsilon \Phi_\epsilon(r, t) \]  

(6.3)

with the Hamiltonian
\[ \mathcal{H} = U(r) + V_F(t) - \nabla^2 - i \frac{\partial}{\partial t} \]  

(6.4)

where $U(r)$ is the atomic potential and $V_F(t)$ is the dipole interaction of the electron
with the laser field
\[ V_F(r, t) = \frac{1}{c} \mathbf{p} \cdot \mathbf{A}(t) + \frac{1}{2c^2} |\mathbf{A}(t)|^2 \]  

(6.5)

with the magnetic vector potential $\mathbf{A}(t)$ defined such that the electric field is given by
$\mathbf{E}(t) = -\frac{1}{c} \frac{\partial}{\partial t} \mathbf{A}(t)$. Note that while Eq. (6.5) is given in the velocity gauge, the final
results of the QQES method are gauge invariant. The total detachment rate $\Gamma$ of the
negative ion can be extracted immediately from the quasienergy as
\[ \Gamma = -2 \text{Im}(\epsilon). \]  

(6.6)

In the case when the atomic potential is taken to be a zero-range potential \[2.24\],
the QQES wave function is given by
\[ \Phi_\epsilon(r, t) = -4\pi \int_0^\infty e^{i\epsilon t'} G^{(+)}(r, t, 0, t - t') f_\epsilon(t - t') dt', \]  

(6.7)

where $G^{(+)}$ is the retarded Green’s function of a free electron subject to the interaction
Hamiltonian \[6.5\]. The quasienergy $\epsilon$ and the function $f_\epsilon(t)$ is the eigenvalue/eigenfunction
pair to the integral equation
\[ (\sqrt{E} - 1) f_\epsilon(t) = \frac{1}{\sqrt{4\pi i}} \int_0^\infty \left( f_\epsilon(t - t') e^{iu\epsilon t' + iS(t', t - t')} - f_\epsilon(t) \right) \frac{e^{-iEt'}}{(t')^{3/2}} dt' \]  

(6.8)
where $E = u_p - \epsilon$ is the effective (complex) binding energy,

$$S(t, t') = -\frac{u_p}{\omega} \left( \omega(t - t') - \frac{4 \sin^2(\omega(t - t')/2)}{\omega(t - t')} \right)$$

$$+ \frac{l u_p}{\omega} \cos(\omega(t + t')) \left( \sin(\omega(t - t')) - \frac{4 \sin^2(\omega(t - t')/2)}{\omega(t - t')} \right)$$

(6.9)

is the coordinate independent part of the classical action,

$$u_p = \frac{U_p}{|E_0|}$$

(6.10)

is the ratio between the ponderomotive and binding energies, and

$$l = \frac{1 - \epsilon^2}{1 + \epsilon^2}$$

(6.11)

is the degree of linear polarization in terms of the ellipticity $\epsilon$.

The n-photon differential detachment rate is given by

$$\frac{d\Gamma(n)}{d\Omega} = 2|\sqrt{k_n A_n}|^2,$$  

(6.12)

where $k_n^2 = n\omega - E$ is the complex equivalent of the photoelectron energy, and

$$A_n = i^n \sum_{j=-\infty}^{\infty} f_j \sum_{m=-\infty}^{\infty} (-1)^m J_{m-j} \left( \frac{lu_p}{2\omega} \right) J_{n-2m} \left( \frac{2F\sqrt{1 + \epsilon^2}k_n}{\omega^2} |\hat{\varepsilon} \cdot \hat{n}| \right) \left( |\hat{\varepsilon} \cdot \hat{n}| \right)^{n-2m},$$

(6.13)

where the electric field strength $F$ is defined in Eq. (2.12), $f_j$ are the coefficients for the Fourier expansion of $f_\epsilon(t)$

$$f_\epsilon(t) = \sum_{j=-\infty}^{\infty} f_j e^{-2i\omega j t},$$

(6.14)

$J_n$ are Bessel functions of the first kind,

$$\hat{\varepsilon} = \frac{\hat{z} - i\epsilon \hat{y}}{\sqrt{1 + \epsilon^2}}$$

(6.15)

is the unit polarization vector, and $\hat{n}$ is the unit vector in the direction of the asymptotic photoelectron momentum vector. For the full derivation of the differential detachment rate, see Refs. [96, 59].

The code for calculating the quasienergy and angular distribution was obtained from the authors of Ref. [59]. Using the simulation procedure described in Sec. 3.1 the
electron distribution in the polarization plane was simulated taking the spatiotemporal population of the laser focus into account. Due to the significant computational demands of the QQES method, the simulation was limited to the two and three photon processes in which the asymmetry is apparent.

To be able to estimate the ellipticity of the laser polarization in the experiment, the angular distance between the polar (close to the \(p_z\)-axis) and equatorial (close to the \((p_x,p_y)\)-plane) maxima was used as a metric. Figure 6.5 shows the relative distance between the maxima as a function of the ellipticity \(\varepsilon\). Blue curves represent the simulated distributions for \(F = \{1.5, 3.0, 4.5, 6.0\} \times 10^{-2}\) a.u. and are shown to intersect with the experimentally obtained angle (black) at an ellipticity of \(\varepsilon = 0.21 \pm 0.01\). The simulation for this estimated ellipticity is shown in Fig. 6.7 and the experimental distribution is shown in Fig. 6.6. As was the case for the Gribakin/Kuchiev simulation in Fig. 6.1, the three photon yield is overestimated compared to yield of the two photon process, but to a lesser degree. To put emphasis on the lack of mirror symmetry Figs. 6.8 and 6.9 show contour plots of the photoelectron count in the polarization plane for the experimental and simulated distributions, respectively. To de-emphasize the ratio between the yields of the two- and three-photon processes, the yields have been individually normalized. The angular distributions for the experimental and simulated images are in good agreement for both the two- and three-photon processes and the asymmetry of the experimental data is reproduced in the simulation. The inset in Fig. 6.9 shows the ellipse representing the rotational direction and magnitude of the laser field for \(\varepsilon = 0.21\).

6.6 Conclusion

We have developed a tomographic imaging method to recreate the full three-dimensional distribution of photoelectrons produced in a strong-field photodetachment process. The method is general and can be applied to any polarization. This stands in contrast to traditional imaging inversion methods, such as Abel inversion, which require a prior knowledge of the symmetries of the electron distribution. This limits experiments to linear or circular polarization. The developed method is also useful in a situation where linear polarization is used, since it allows us to automatically compensate for inhomogeneities in the detector by spreading the information on a larger detector surface. In addition to this it facilitates a method to detect polarization defects.

Measurements were made for photodetachment of \(\text{Ag}^-\) at laser wavelengths of 1310 and 2055 nm, and were found to agree well with simulations of theoretical models. The data in the 1310 nm case revealed an unexpected asymmetry in the plane in which the laser polarization axis is rotated. A range of possible causes for this observation were
examined in detail but could be ruled out. Using a QQES model, a residual elliptical polarization with \( \epsilon = 0.21 \) can however consistently explain the asymmetry. An obvious improvement to the experiment would be to add a polarizing filter that rotates with the half-wave plate to control the polarization. A thorough investigation of the ellipticity dependence on the photoelectron distribution would be of considerable interest.
Figure 6.6: Experimental photoelectron momentum distribution in the central polarization plane obtained at two and three photon detachment of Ag\(^{-}\) at a wavelength of 1310nm.

Figure 6.7: Simulated photoelectron momentum distribution in the central polarization plane obtained through simulation of two and three photon detachment of Ag\(^{-}\) at a wavelength of 1310nm, using the QQES method for an ellipticity of \(\varepsilon = 0.21\).
6.6 Conclusion

Figure 6.8: Contour plot of the experimental photoelectron momentum distribution in the central polarization plane obtained at two and three photon detachment of Ag$^-$ at a wavelength of 1310nm. The two and three photon processes have been individually normalized.

Figure 6.9: Contour plot of the simulated photoelectron momentum distribution in the central polarization plane obtained through QQES simulation of two and three photon detachment of Ag$^-$ at a wavelength of 1310nm. The two and three photon processes have been individually normalized. The inset ellipse represents the rotational direction and magnitude of an elliptically polarized laser field with ellipticity $\varepsilon = 0.21$. 
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Chapter 7

Strong-Field Photodetachment of Homonuclear Diatomic Negative Ions

7.1 Introduction

The subject of study in this chapter is photodetachment of homonuclear diatomic negative ions in a strong laser field. Experimental data for C$_2^-$, Si$_2^-$ and Ag$_2^-$ are compared to theoretical models. In a recent paper [51], two models based on the strong field approximation were developed attempting to describe the process. While the models were developed for ionization of neutral molecules, they can be modified to simulate detachment of negative ions.

In the case of single-atom negative ions, for a given momentum of the detached electron, the detachment process mainly occurs at two distinct times during a laser cycle, giving rise to two possible trajectories of the ejected electron which will necessarily interfere with each other. The same holds true for diatomic molecules, but the fact that the electron has the possibility of being ejected from either of the two atomic cores makes the situation more complicated. The consideration of two cores also means that the difference in electric potential between the cores as induced by the laser field can be taken into account. In the *undressed* version of the model, such dressing by the laser field is neglected and any interference between the two trajectories is merely a result of the relative spatial orientation of the cores. In the *dressed* version, on the other hand, the laser-field induced potential difference between the cores is taken to generate a phase difference between the two trajectories of $e^{-i\mathbf{R}_0\cdot\mathbf{k}_t}$, where $\mathbf{R}_0$ is the relative position vector of the two cores and $\mathbf{k}_t$ is the ponderomotive momentum of a free electron oscillating in the laser field.

A recent paper by Hultgren *et al.* [32] treated strong-field photodetachment of F$_2^-$. The
experimental data in this case showed large discrepancies the with the theoretical models. This was explained by the fact that the dissociation energy at 1.21 eV is only a fraction of the vertical detachment energy at 3.965 eV, resulting in a non-determinate contribution from photodetachment of $F^-$. In the three molecular species that are the subject of study here $[D_0(C_2^-) = 8.12 \text{ eV}, \ EA(C_2) = 3.27 \text{ eV}; \ D_0(Si_2^-) = 2.93 \text{ eV}, \ EA(Si_2) = 2.20 \text{ eV}; \ D_0(Ag_2^-) = 1.37 \text{ eV}, \ EA(Ag_2) = 1.06 \text{ eV}]$, this should play a much smaller role since the dissociation energy is larger than the electron affinity.

### 7.2 Methods

The methods and experimental setup used in this chapter are described in detail in Chaps. 3 and 4.

The experimental data for $C_2^-$ was obtained using the traditional photoelectron velocity map imaging technique described in Sec. 4.3. The data was accumulated by taking 30 images at an exposure time of 20 seconds. For every image a corresponding image was recorded with the laser blocked, allowing for subtraction of background noise. The total recording time was 20 minutes including the background measurements. The ion beam had a current of 230 nA and was crossed by a laser beam which was focused by a 15 cm lens to a focus size of 20 and 30 $\mu m$ FWHM for the 1310 nm and 2055 nm beam, respectively. The 130 fs pulses had a pulse energy of 195 $\mu J$ and 98 $\mu J$, respectively, reaching peak intensities of the order of $3.1 \times 10^{14}$ and $6.9 \times 10^{13} \text{ W/cm}^2$.

Traditional VMI was also used for $Si_2^-$, where the ion current reached 85 nA. Data was accumulated for 30 images for a duration of 30 seconds each, for a total of 30 minutes recording time. 1340 and 1985 nm laser pulses of 130 fs duration were focused using a 20 cm lens to a beam waist of 27 and 40 $\mu m$. The pulse energies were here 203 and 102 $\mu J$ yielding a peak intensity of the order of $1.8 \times 10^{14}$ and $4.0 \times 10^{13} \text{ W/cm}^2$, respectively.

In the case of $Ag_2^-$, the tomographic method described in Chap. 6 was used, collecting data at 120 different angles for $6 \times 10$ seconds each. This led to a total recording time of 4 hours. The ion current was 9 nA. The 130 fs pulses used were of wavelengths 1310 and 2055 nm and had a pulse energy of 60 and 30 $\mu J$, yielding a peak intensity of $5.3 \times 10^{13}$ and $9.6 \times 10^{12} \text{ W/cm}^2$, respectively.

For carbon and silicon, the above parameters were used to simulate the process using the molecular strong-field approximation described in Sec. 2.3.2. The simulation procedure takes into account the temporal and spatial intensity distribution of the laser focus, saturation effects as well as the random orientation of the internuclear axis.
In the case of silver, the theoretical photoelectron distribution was obtained by calculation the strength of vibrational transitions by weighing them by their Franck-Condon factors (square of the overlap integral \((2.60)\)) and the Boltzmann factors of a thermal distribution of the negative ions

\[ e^{-E_{\nu}/k_BT}, \tag{7.1} \]

where \(E_{\nu}\) is the energy of the \(\nu\) th vibrational state, \(k_B\) is the Boltzmann constant and \(T\) the temperature of the ions.

### 7.3 Results

In this section, experimental data obtained for photodetachment of \(C_2^-\), \(Si_2^-\) and \(Ag_2^-\) is presented and compared to simulations.

#### \(C_2^-\)

In the left panels of Figs. 7.1 and 7.3, the Abel inverted photoelectron images produced by photodetachment of \(C_2^-\) at a laser wavelength of 1310 nm and 2055 nm are shown, respectively. The center and right panels show simulations for the dressed and undressed version of the theory presented in section 2.3.2. The simulations were made for the transition \(C_2^- (X^2\Sigma_g^+) \rightarrow C_2 (X^1\Sigma_g^+)\) by detachment of a \(\sigma_g\) electron. Figures 7.2 and 7.4 represent a cut along the vertical axis of the images to show the momentum distribution of photoelectrons along the laser polarization axis for 1310 and 2055 nm, respectively.

It can be seen that for both wavelengths, theory and experiment are in good agreement with each other. In particular, the positions of the maxima agree well. In the 1310 nm case, there is a shoulder in the simulations at approximately \(p_\parallel = 0.6\) a.u. which is not apparent in the experimental data (see Fig. 7.2). The shoulder is slightly more pronounced in the undressed case. The simulated distributions are wider in the \(p_\perp\) direction than for the experimental case (see Fig. 7.1). Additionally, a high energy jet, extending to around 1.5 a.u. along the laser polarization axis, is visible in the experiment which has no counterpart in the simulated distributions.

For the 2055 nm case, the agreement along the polarization axis is even better (see Fig. 7.4). Again the simulated distributions are wider than experiment (see Fig. 7.3). The difference between the simulations of the dressed and undressed case is small for both wavelengths.
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Figure 7.1: Abel inverted experimental photoelectron momentum distribution for photodetachment of $C_2^-$ (left) measured at a laser wavelength of 1310 nm compared to simulations of the dressed (center) and undressed (right) versions of the molecular SFA. The laser polarization is oriented along $p_\parallel$.

Figure 7.2: Photoelectron momentum distribution along the laser polarization axis for photodetachment of $C_2^-$ at 1310 nm.
7.3 Results

Figure 7.3: Abel inverted experimental photoelectron momentum distribution for photodetachment of C$_2^-$ (left) measured at a laser wavelength of 2055 nm compared to simulations of the dressed (center) and undressed (right) versions of the molecular SFA. The laser polarization is oriented along $p_{∥}$.

Figure 7.4: Photoelectron momentum distribution along the laser polarization axis for photodetachment of C$_2^-$ at 2055 nm.
The corresponding images for $\text{Si}_2^-$ are shown in Figs. 7.5 and 7.6 for a laser wavelength of 1340 nm and in Figs. 7.7 and 7.8 for a wavelength of 1985 nm. The simulations were made for the transition $\text{Si}_2^-(X^2\Sigma_g^+) \rightarrow \text{Si}_2(D^3\Pi_u)$ by detachment of a $\pi_u$ electron. For both wavelengths the simulations of the dressed and undressed cases are again similar to each other although the dressed case has a narrower distribution in the $p_\perp$ direction, especially in the 1985 nm case.

The agreement between theory and experiment in the 1340 nm case is not as good as for $\text{C}_2^-$. The simulations predict pronounced EPD peaks which are not clearly visible in the experimental data. Plateaus are however present at the corresponding momenta as can be seen in Fig. 7.6. Further, the intensity of higher-energy processes are overestimated in the simulations. Such plateaus are present in the all the experimental distributions for $\text{C}_2^-$ and $\text{Si}_2^-$, but they are not predicted by theory except for in the $\text{Si}_2^-$ 1340 nm case.

The experimental data in the 1985 nm case is in good agreement with the dressed simulation and less so with the undressed one. The simulations, the undressed in particular, show a shoulder at around $p_\parallel = 0.6$ a.u. (see Fig. 7.8), a feature not present in the experiment. The experimental distribution shows a larger signal at lower momenta than the simulations. There is a weak high-energy jet observed in the experimental data along the laser polarization direction for both wavelengths. These jets are not reproduced in the simulations. The undressed simulation becomes two-pronged around a momentum of $p_\parallel = 0.6$ a.u. (Fig. 7.7). There is no indication of this in the experimental data. The same split can be seen also at 1340 nm, but to a lesser extent.

The experimental data for $\text{Ag}_2^-$ was collected using the tomographic method presented in chapter 6. The Abel inversion equivalent photoelectron images obtained for wavelengths 1310 and 2055 nm are presented in figure 7.9. Due to the multitude of vibrational transitions, the linewidth of the transition $\text{Ag}_2^-(X^2\Sigma_u^+) \rightarrow \text{Ag}_2(X^1\Sigma_g^+)$ is 146, 253 and 287 meV FWHM for initial temperatures of 300, 1000 and 3000 K, respectively. This can be seen in Fig. 7.10 which shows the product of the Boltzmann factors of the initial states and Franck-Condon factors for all possible vibrational transitions as a function of the energy of the transition. This distribution is then used to calculate the photoelectron distribution shown in Figs. 7.11 and 7.12 for a wavelength of 1310 and 2055 nm, respectively, by subtracting the transition energy from the energy of the
Figure 7.5: Abel inverted experimental photoelectron momentum distribution for photodetachment of Si$_2^-$ (left) measured at a laser wavelength of 1340 nm compared to simulations of the dressed (center) and undressed (right) versions of the molecular SFA. The laser polarization is oriented along $p_\parallel$.

Figure 7.6: Photoelectron momentum distribution along the laser polarization axis for photodetachment of Si$_2^-$ at 1340 nm.
Figure 7.7: Abel inverted experimental photoelectron momentum distribution for photodetachment of Si\(_2^−\) (left) measured at a laser wavelength of 1985 nm compared to simulations of the dressed (center) and undressed (right) versions of the molecular SFA. The laser polarization is oriented along \(p_\parallel\).

Figure 7.8: Photoelectron momentum distribution along the laser polarization axis for photodetachment of Si\(_2^−\) at 1985 nm.
absorbed photons. The photoelectron distributions are binned in order to emulate the limited resolution of the imaging detector. In addition to this the signal is multiplied with the square root of the photoelectron energy to account for the density of states of the detached electron. The experimental curves are obtained by integrating the recreated 3D electron distribution over a solid angle of $4\pi$.

It can be seen in the left panel of Fig. 7.9 that for a wavelength of 1310 nm, the recorded photoelectron distribution is nearly isotropic. The central peak at low momentum is a result of a one-photon process. Fig. 7.11 shows the experimental and calculated energy distributions of photoelectrons. The calculated distributions are very narrow with a FWHM of 13, 23 and 25 meV for 300, 1000 and 3000 K, respectively. The experimental distribution is much wider with a FWHM of 135 meV.

In the 2055 nm case, there is again a sharp peak at low electron momentum in the center of the experimental image (Fig. 7.9, right panel). The center peak is a result of a two-photon process. There is also a clear sign of a 3-photon process with p character that has its peak value on the laser polarization axis at $p_\parallel = \pm 0.173$ atomic units. The integrated experimental distribution in Fig. 7.12 shows that the center peak has a FWHM of 65 meV on the energy scale and that the 3-photon process has its maximum at 409 meV. For the three calculated distributions, the two- and three-photon processes peak at energies of 130, 168, 226 meV and 731, 749, 815 meV, respectively.

![Figure 7.9: Abel inversion equivalent photoelectron momentum distribution produced in photodetachment of Ag$_2^-$ for laser wavelengths of 1310 (left) and 2055 nm (right)](image)
Figure 7.10: Calculated transition probability as a function of the detachment energy for \( \text{Ag}_2^- \) at a temperatures of 300, 1000 and 3000 K. The bin size is 0.02 eV.

Figure 7.11: Photoelectron energy distribution integrated over the full solid angle for photodetachment of \( \text{Ag}_2^- \) at 1310 nm.
Figure 7.12: Photoelectron energy distribution integrated over the full solid angle for photodetachment of Ag$_2^-$ at 2055 nm.

7.4 Discussion

The agreement between the experimental and simulated strong-field electron distributions is good in the case of dicarbon and disilicon, with the exception of the 1340 nm case for disilicon, where the difference is larger. In the following a discussion of the energy levels involved is made, followed by an overall discussion of all three molecular species.

Table 7.1 gives the characteristic data for the electronic states of C$_2^-$ and C$_2$ and in Fig. 7.13 potential curves of a few select states are shown. In the simulations we only considered the X($\nu = 0$) $\rightarrow$ X($\nu' = 0$) transition, by detachment of an electron in the $\sigma_g$ orbital. The assumption that the negative ion is in its electronic ground state is well justified as the first excited electronic state is virtually unpopulated because of its high excitation energy of 0.49 eV. The temperature of the molecular ions is largely unknown, but even assuming a temperature of 1000 K yields 92% of the population in the electronic and vibrational ground state. Due to the similar internuclear distance of the electronic ground-states of the negative ion and the neutral, the X $\rightarrow$ X transition dominates over the X $\rightarrow$ a transition (cf. [97], Fig. 1). The electron affinity of C$_2$ is 3.269(6) eV which means that a minimum of 4 and 6 photons are necessary to detach at wavelengths of 1310 and 2055 nm, respectively.
Figure 7.13: Qualitative depiction of potential curves for $C_2^-$ mentioned in the text. The arrows represent the minimum amount of photons necessary for photodetachment.

The data for the electronic states of $Si^-$ and $Si_2$ are listed in Table 7.2 and in Fig. 7.14 potential curves for select states are shown. The simulation was limited to the transition $X(\nu = 0) \rightarrow D(\nu' = 0)$ by detachment of a $\pi_u$ electron. Limiting ourselves to a single electronic transition is not as clearly justifiable as in the dicarbon case above, the ground state and the first excited state being energetically very close to each other ($T_e(Si^- A^2\Pi_u) = 0.025(10)eV$). There is presumably a significant population in the first excited electronic state, but the exact value is difficult to ascertain due to the unknown temperature of the ions together with the large uncertainty in the energy of the excited state. Detachment of the $A$ state mainly occurs by means of removal of a $\pi_u$ electron to induce the transition $A \rightarrow X$. This would require an energy of 2.177 eV as opposed to the 2.243 eV necessary for the $X \rightarrow D$ transition. The small difference in energy and internuclear distance means that the simulated distribution of these two transitions do not differ significantly and we therefore limit our attention to the $X \rightarrow D$ transition. As for transitions into even higher-lying excited states of the neutral there is no sign of such transitions in the experimental data. To overcome the detachment energy a minimum of 3 and 4 photons are necessary in the 1340 and 1985 nm cases.

The case of diatomic silver seems simpler at first glance due to the lack of excited electronic states of the negative ion and the presence of only a single loosely bound state of the neutral molecule (see Table 7.3 and Fig. 7.15). Due to the abundance of
Table 7.1: The first few electronic states for $\mathrm{C}_2^-$ and $\mathrm{C}_2$. $\mathrm{EA} (\mathrm{C}_2) = 3.269(6) \ \text{eV}$. $T_e$ is the electronic excitation energy relative to the ground state, $\omega_e$ and $\omega_e x_e$ are the linear and quadratic expansion coefficients for the vibrational energy in an anharmonic oscillator, respectively, and $r_e$ is the internuclear distance.

<table>
<thead>
<tr>
<th>State</th>
<th>$T_e$ (eV)</th>
<th>$\omega_e$ (cm$^{-1}$)</th>
<th>$\omega_e x_e$ (cm$^{-1}$)</th>
<th>$r_e$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathrm{C}_2^-$ $\Sigma_g^+(\sigma^1_g \pi^4_u)$</td>
<td>0</td>
<td>1781.189(18)</td>
<td>11.6717(48)</td>
<td>1.2683</td>
</tr>
<tr>
<td>$\mathrm{A}^2\Pi_u(\sigma^3_u \pi^4_u)$</td>
<td>0.494169(63)</td>
<td>1666.4(10)</td>
<td>10.80(26)</td>
<td>1.3077</td>
</tr>
<tr>
<td>$\mathrm{B}^2\Sigma_u^+(\sigma^3_g \pi^4_u)$</td>
<td>2.2801065(44)</td>
<td>1969.542(84)</td>
<td>15.100(57)</td>
<td>1.2244</td>
</tr>
<tr>
<td>$\mathrm{C}_2$ $\Sigma_g^+(\sigma^3_g \pi^4_u)$</td>
<td>0</td>
<td>1854.5881(83)</td>
<td>13.2730(38)</td>
<td>1.2425</td>
</tr>
<tr>
<td>$\alpha^2\Pi_u(\sigma^3_u \pi^4_u)$</td>
<td>0.08905806(3)</td>
<td>1641.3423(24)</td>
<td>11.66474(24)</td>
<td>1.3119</td>
</tr>
</tbody>
</table>

Figure 7.14: Qualitative depiction of potential curves for $\mathrm{Si}_2^-$ mentioned in the text. The arrows represent the minimum amount of photons necessary for photodetachment.

Vibrational transitions, however, performing a strong-field simulation taking all possible transitions into account is computationally very demanding and not feasible on a normal PC. The simulation of $\mathrm{Ag}_2^-$ is therefore limited to a simple calculation of transition probabilities based on their Franck-Condon factors. The calculations were done for 300, 1000 and 3000 K. The exact temperature is unknown, but in [102] where a flowing afterglow ion source was used, the estimated temperature of the molecules is 350 K. In this case the pressure of the source was 0.5 mbar so that the molecules were subject
In the 2055 nm case for Ag\textsuperscript{−}\textsubscript{2}, the ratio between the amplitude of the calculated 2- and 3-photon detachment is set to the corresponding ratio in the experimental data. The discrepancy between the measured and calculated values for the position of the maximum of the 3-photon transition is 322, 340 and 406 meV for 300, 1000 and 3000 K, respectively (see Fig. 7.12). This could be accounted for by a ponderomotive shift corresponding to intensities of $8.15 \times 10^{11}$, $8.61 \times 10^{11}$ and $1.03 \times 10^{12}$ W/cm\textsuperscript{2}, an order of magnitude smaller than the peak intensity of $9.6 \times 10^{12}$ W/cm\textsuperscript{2}. This suggests that detachment occurs at the leading edge of the pulse. A shift of the entire calculated photoelectron distributions by these ponderomotive energies would eliminate the non-monotonic behavior of the simulated 2-photon transition. The experimentally obtained distribution for 1310 nm is wider than the calculated one (see Fig. 7.11). One contributing factor to the experimental widening is that every electron impact event on the detector creates a signal with a FWHM of 7.5 pixels in the experimental image\textsuperscript{103}. The above results for dicarbon and disilicon show that the difference between the dressed and undressed versions of the theory is small. Determining which version of the theory describes the process better is difficult to do, as an experimental widening of the simulated images would even out the differences. Especially in the C\textsubscript{2} cases, the model simulations are very similar to each other. In the Si\textsubscript{2} case the difference between the dressed and undressed simulations is larger, with the dressed version agreeing better with experiment. The larger difference is what is expected in light of the internuclear distances of the initial states of the two molecular species ($R_0(\text{C}_2) \approx 1.27$ Å, $R_0(\text{Si}_2) \approx 2.12$ Å) as the effect of dressing the initial state increases with increasing distance.

Table 7.2: The first few electronic states for Si\textsubscript{2}\textsuperscript{−} and Si\textsubscript{2}. EA (Si\textsubscript{2}) = 2.202(10) eV. $T_e$ is the electronic excitation energy relative to the ground state, $\omega_e$ and $\omega_e x_e$ are the linear and quadratic expansion coefficients for the vibrational energy in an anharmonic oscillator, respectively, and $r_e$ is the internuclear distance.

<table>
<thead>
<tr>
<th>State</th>
<th>$T_e$ (eV)</th>
<th>$\omega_e$ (cm\textsuperscript{-1})</th>
<th>$\omega_e x_e$ (cm\textsuperscript{-1})</th>
<th>$r_e$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si\textsubscript{2}\textsuperscript{−}</td>
<td>$X^2\Sigma_u^+(\sigma_g^1\pi_u^2)$</td>
<td>0</td>
<td>528(10)</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>$A^2\Pi_u^+(\sigma_g^2\pi_u^3)$</td>
<td>0.025(10)</td>
<td>533(5)</td>
<td>...</td>
</tr>
<tr>
<td>Si\textsubscript{2}</td>
<td>$D^3\Pi_u(\sigma_g^1\pi_u^4)$</td>
<td>0.041(10)</td>
<td>536(5)</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>$a^1\Delta_u(\sigma_g^2\pi_u^3)$</td>
<td>0.435(2)</td>
<td>486(10)</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>$b^1\Pi_u(\sigma_g^4\pi_u^3)$</td>
<td>0.544(10)</td>
<td>540(10)</td>
<td>...</td>
</tr>
</tbody>
</table>

to considerable collisional cooling. In our case, the residual pressure of the ion source is several orders of magnitude smaller, and the cooling is therefore negligible so that a temperature larger than 350 K is presumably to be expected.
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Figure 7.15: Qualitative potential curves for $\text{Ag}_2^-$ mentioned in the text. The arrows represent the minimum amount of photons necessary for photodetachment.

The general trend is that the accuracy of the simulations improves as the number of photons required to induce the photodetachment process increases. The 6 and 4 minimum photons necessary in the $\text{C}_2^-$ 2055 and 1310 nm cases, as well as the minimum 4 photons in the $\text{Si}_2^-$ 1985 nm case prove to be well reproduced in simulations. For the 1340 nm case for $\text{Si}_2^-$, where 3 photons are necessary, the agreement is smaller and for the 1- and 2-photon processes in $\text{Ag}_2^-$, the simulations fail altogether and a different approach is required.

It should be pointed out that there could be a small contribution from photoionization of the neutral molecule, as well as contributions from the negative ion and neutral of the corresponding atomic species, produced through photodissociation early in the pulse. Such processes were neglected in the above simulations. Inclusion of more electronic and vibrational transitions could also improve the accuracy.

### 7.5 Conclusion

In this chapter a study of strong-field photodetachment of homonuclear diatomic negative ions has been performed. Measurements were performed for three different molecular species, namely $\text{C}_2^-$, $\text{Si}_2^-$ and $\text{Ag}_2^-$, for two different laser wavelengths each. The
experimental measurements were compared to simulations of models of strong-field photodetachment in the two former species, and a calculation based on the strength of vibrational transitions in the latter. We conclude that the difference between the two strong-field models is small for C$_2^-$ but that the dressed version of the theory agrees better with theory for Si$_2^-$. It can also be seen that with an increasing amount of photons necessary for detachment, the accuracy of the simulations improves. This can be expected as an increasing number of photons required to induce the photodetachment process necessarily takes us deeper into the strong-field regime. It should be noted that extended versions of the model for strong-field detachment exist, e.g. \cite{104}, where rescattering effects are taken into account. This could perhaps help explain the high energy jets present in the experimental data in Figs. 7.1, 7.5 and 7.7, but other than that, no significant improvement is to be expected.

<table>
<thead>
<tr>
<th>State</th>
<th>$T_e$ (eV)</th>
<th>$\omega_e$ (cm$^{-1}$)</th>
<th>$\omega_e x_e$ (cm$^{-1}$)</th>
<th>$r_e$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag$_2$ $X^2\Sigma^+_u(\sigma^2_g\sigma^1_u)$</td>
<td>0</td>
<td>145(10)</td>
<td>[0.9]</td>
<td>2.604(7)</td>
</tr>
<tr>
<td>Ag$_2$ $X'^1\Sigma^+_g(\sigma^2_g\sigma^0_u)$</td>
<td>0</td>
<td>192.4</td>
<td>0.60</td>
<td>2.480</td>
</tr>
<tr>
<td>$a^3\Sigma_u(\sigma^2_k\sigma^1_u)$</td>
<td>$\leq$1.74</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 7.3: The first few electronic states for Ag$_2^-$ and Ag$_2$. EA (Ag$_2$) = 1.06(2) eV. $T_e$ is the electronic excitation energy relative to the ground state, $\omega_e$ and $\omega_e x_e$ are the linear and quadratic expansion coefficients for the vibrational energy in an anharmonic oscillator, respectively, and $r_e$ is the internuclear distance. \cite{102}
Chapter 8

Conclusion and Outlook

This thesis has explored fundamental topics in photoelectron imaging and strong-field photodetachment of atomic and molecular negative ions as well as the experimental realization and the theoretical modeling of bound-state electronic wave packets in the ground-state of atoms.

In chapter 5 the orbital alignment dynamics of atoms created through strong-field photodetachment of a negative ion in the carbon group was studied. Atoms were prepared by strong-field detachment of the corresponding negative ion. The laser preferentially detaches $m_f = 0$ electrons from the valence shell, thereby causing an orbital alignment in the atom. After a variable time delay the atom was ionized by a second strong-field laser pulse and the photoelectron distribution was recorded. The angle resolved momentum distribution of electrons produced in the photoionization step provides a probe of the electron density distribution in the atom. The results show that for carbon and silicon a wave packet is created manifesting as a beat in the angular part of the electron probability density. This shows that a coherent alignment of atomic orbitals has taken place. For germanium, however, due to the duration of both the pump and probe laser pulses being longer than that of the spin-orbit period, only a non-coherent alignment effect could be detected. The implemented method is general and the creation of vibrational wave packets in molecules is an interesting possible application. There is no sign of decoherence of the wave packet on the time scale of the present experiment. An extension to the presented study measuring the decoherence time of the would be of interest. A theoretical model for the beat using a density matrix approach was developed and was shown to be in good agreement with the experiment.

In chapter 6 a tomographic method for recording the full three-dimensional distribution of photoelectrons was developed. The method does not assume any symmetries of the photoelectron distribution and can therefore be used for any laser field polarization. The method was applied to photodetachment of Ag$^-$ and compared to theory. A lack
of mirror symmetry in the polarization plane was discovered and was found to be explainable by a residual elliptical polarization of the laser field. Such a residual elliptical polarization is not detectable using traditional inversion methods. The combination of the tomographic method with the pump-probe experiment in chapter 5 could provide more insight into the alignment dynamics in atoms created through strong-field photodetachment. By being able to select the region of interest with larger precision, thereby increasing the signal-to-background ratio, the detection of a weaker oscillation would be possible. In addition to this, to definitely determine elliptical polarization as the cause of the recorded asymmetry, a study of the photoelectron distribution dependence on the polarization ellipticity parameter would represent an interesting topic for further study.

In addition to the experimental results above, in Chapter 2 an SFA model for strong-field photodetachment was generalized to elliptical polarization. The model coincides with existing models for linear and circular polarization. It was however found to be insufficient to explain the experimentally observed lack of mirror symmetry in the plane perpendicular to the laser propagation axis as a consequence of elliptical polarization. This is due to the fact that in order to induce an asymmetry, the interaction between the detached electron and the residual core needs to be taken into account, something which is neglected in basic SFA theories.

Chapter 7 provides a comparison of experimental data for diatomic homonuclear negative ions to that of two theoretical models for strong-field photodetachment of homonuclear molecular negative ions. In the dressed version of the theory, the potential difference between the two atomic cores is taken into account, whereas for the undressed version it is neglected. The results show that for the cases tested, there is little difference between the two models and neither model can unequivocally be declared to be preferred. The dressed version of the theory does however agree better with the experimental results for photodetachment of Si$^{-}$ at a wavelength of 1985 nm. In addition to this, both models increase in accuracy with increasing amount of photons needed to overcome the photodetachment threshold. Since the results of the dressed and undressed versions of the theory diverge for larger internuclear distances, a study of molecular species with a larger range of internuclear separations would be of interest to shed more light in which range each model is applicable.
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Appendix A

Effects on Polarization Ellipticity Passing Through a Retarder Plate

In this appendix it will be described how a waveplate affects the polarization of a laser beam and how to calculate the ellipticity as well as the semi-major and semi-minor axes of the polarization ellipse of the resulting electric field.

The general case of an elliptically polarized incoming electric field can be described by a Jones vector of the form
\[ E_{\text{in}} = \begin{pmatrix} 1 \\ i\varepsilon_{\text{in}} \end{pmatrix}. \] (A.1)

The effect of passing through a waveplate with retardance \( \Gamma \) with its fast axis oriented at an angle \( \alpha \) with the \( x \)-axis is given by
\[ E = RWR^{-1}E_{\text{in}}, \] (A.2)
where
\[ R = \begin{pmatrix} \cos(\alpha) & -\sin(\alpha) \\ \sin(\alpha) & \cos(\alpha) \end{pmatrix}. \] (A.3)

is a rotation matrix. The matrix
\[ W = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\Gamma} \end{pmatrix}. \] (A.4)

phase-shifts the component of the electric field parallel to the slow axis by \( \Gamma \).

The resulting electric field can be decomposed into a real and imaginary part
\[ E = E_{\text{re}} + iE_{\text{im}}, \] (A.5)
Appendix A: Effects on Polarization Ellipticity Passing Through a Retarder Plate

with \( \mathbf{E}_{\text{re}} \) and \( \mathbf{E}_{\text{im}} \) being real vectors. Multiplying \( \mathbf{E} \) with a time-harmonic exponential \( e^{-i\omega t} \) and taking the real part defines an ellipse in the xy-plane. Note that \( \mathbf{E}_{\text{re}} \) and \( \mathbf{E}_{\text{im}} \) are not perpendicular to each other in the general case.

In order to calculate the semi-major and semi-minor axes of the ellipse as well as its ellipticity, we first note that a phase-shifted complex vector of the form

\[
\mathbf{F} = e^{i\varphi} \mathbf{E}
\]  

(A.6)

defines the same ellipse in the xy-plane as \( \mathbf{E} \). Finding the major and minor axes of the ellipse is equivalent to finding a phase \( \varphi \) such that the real component of \( \mathbf{F} \) is perpendicular to its imaginary component. The solution to this problem is

\[
\mathbf{F} = \frac{\sqrt{\mathbf{E} \cdot \mathbf{E}}}{\mathbf{E} \cdot \mathbf{E}} E.
\]  

(A.7)

This solution can be justified by taking the scalar product of \( \mathbf{F} \) with itself

\[
\mathbf{F} \cdot \mathbf{F} = \mathbf{F}_{\text{re}} \cdot \mathbf{F}_{\text{re}} - \mathbf{F}_{\text{im}} \cdot \mathbf{F}_{\text{im}} + 2i \mathbf{F}_{\text{re}} \cdot \mathbf{F}_{\text{im}} = |\sqrt{\mathbf{E} \cdot \mathbf{E}}|^2,
\]  

(A.8)

which is a real number and \( \mathbf{F}_{\text{re}} \cdot \mathbf{F}_{\text{im}} \) must thus be identically zero and the components are perpendicular. The solution can be written as in Eq. (A.6) since the prefactor is the reciprocal of a complex number divided by its absolute value.

It can be shown that \( \mathbf{F}_{\text{re}} \) and \( \mathbf{F}_{\text{im}} \) are indeed the semi-major and semi-minor axes by looking at the absolute value of the real time-harmonic field

\[
|\text{Re}(F e^{-i\omega t})| = \sqrt{\mathbf{F}_{\text{re}} \cdot \mathbf{F}_{\text{re}} \cos^2(\omega t) + \mathbf{F}_{\text{im}} \cdot \mathbf{F}_{\text{im}} \sin^2(\omega t)},
\]  

(A.9)

which has extreme values of \(|\mathbf{F}_{\text{re}}|\) and \(|\mathbf{F}_{\text{im}}|\).

The ellipticity of the outgoing laser beam is given by

\[
\varepsilon_{\text{out}} = \frac{1}{\mathbf{F}_{\text{re}} \cdot \mathbf{F}_{\text{re}}} (\mathbf{F}_{\text{re}} \times \mathbf{F}_{\text{im}}) \cdot \hat{z},
\]  

(A.10)

where the cross product is taken on the three-dimensional extension of the vectors, and \( \hat{z} \) is the unit vector in the propagation direction of the laser.

The waveplate used in the experiments described in this thesis is nominally a half-wave plate. The retardance at 1310 nm is specified by the manufacturer to be

\[
\Gamma = 0.49292 \cdot 2\pi.
\]  

(A.11)
Light passing through the waveplate deviates in its ellipticity by

\[ \Delta \varepsilon = \varepsilon_{\text{out}} + \varepsilon_{\text{in}} \]  \hspace{1cm} (A.12)

from the value of a half-wave plate. The plus sign here is because the ellipticity is expected to change its sign. The deviation in the outgoing ellipticity as a function of the waveplate orientation for a few values of the incoming ellipticity is shown in Fig. A.1.

![Figure A.1: The deviation in the ellipticity parameter \( \varepsilon \) as a function of the nominal angle of orientation of the polarization major axis \( \vartheta \)](image)

Fig. A.2 shows the deviation from the nominal angle given by

\[ \Delta \vartheta = \vartheta_{\text{out}} - 2\alpha, \] \hspace{1cm} (A.13)

where \( \vartheta_{\text{out}} \) is the angle \( \mathbf{F}_{\text{re}} \) makes with the x-axis. The meaning of nominal angle here is the angle which the major axis of the incoming elliptical polarization would rotate were the waveplate a perfect half-wave plate.
Figure A.2: The deviation in the major axis orientation as a function of the nominal angle of orientation of the polarization major axis $\vartheta$
Appendix B

Discussion of the Lack of Mirror Symmetry in the Polarization Plane

The following appendix is a discussion of possible explanations for the lack of mirror symmetry in the polarization plane for strong-field photodetachment of Ag$^-$ at 1310 nm in Chap. 6.

The first set of possible causes to consider are shortcomings in the design, machining and assembly of the electron imaging spectrometer as well defects in the detector. Examples of this are inhomogeneities in the projection fields; damages to the MCPs and phosphor screen or readout effects of the CCD camera causing the detector response to be position dependent; and that kinematic effects associated with the moving ions would have a skewing effect on the distribution. The effects of the mentioned potential causes would be clearly visible in the raw data, however. With the exception of a slightly higher signal in the downstream direction of the ion beam, no sign of severe inhomogeneities in the direction corresponding to the polarization axis can be seen. Artificial introduction of inhomogeneities of this kind was tested in simulations and produces no asymmetry in the recreated polarization plane distribution. The reason for this can be easily understood by considering two individual portions, let’s call them portion A and B, of the electron swarm ejected through the two-photon process. For simplicity we assume that the portions lie on a circle of constant radius in the center plane swept out by the polarization of the rotated laser beam, the circle passing through the maximum of the swarm density ($p = p_{\text{max}} \approx 0.187, \phi = 0$). Let portion A lie in the cap along the laser polarization direction, i.e. at $\theta = 0$, and let portion B lie in the torus, i.e. $\theta = 90^\circ$. Portion A will thus be exposed to the projection and detection conditions at angles $0^\circ, 3^\circ, \ldots, 357^\circ$ and portion B will be subject to the conditions at $90^\circ, 93^\circ, \ldots, 447^\circ (= 87^\circ)$. Since the laser polarization vector is rotated 360 degrees, the portions A and B will thus be subject to exactly the same conditions, shifted by 90 degrees. Introducing a shift in the inverse Radon transform merely rotates the recreated object without any distortions, so it would
be impossible to introduce the observed asymmetry in this way. The above argument relies on the assumption that the response of the detector is the same for both portions, independent of hits from electrons from the surrounding electron swarm. This is a reasonable assumption since the electron count rate is of the order of 5000 counts per second where the detector response is close to linear.

Another possible origin of the asymmetry is that the laser polarization is slightly elliptical. This could be produced either by the waveplate used to rotate the polarization or prior to the waveplate. The waveplate used is achromatic, meaning that its phase retardation of the component parallel to the slow axis is not exactly $\pi$ relative to the fast axis. For a wavelength of 1310 nm, the phase shift $\Gamma$ is $0.49292 \times 2\pi$ according to the manufacturer. The ellipticity induced by the waveplate is not constant but varies with the angle. Aside from this, the waveplate also introduces an error in the rotational angle from the nominal one. The meaning of nominal angle here is the angle which the major axis of the incoming elliptical polarization would rotate were the waveplate a perfect half-wave plate. For details on how to calculate these errors, please see Appendix A. The errors depend on the ellipticity of the incoming beam. Figures A.1 and A.2 show the dependence on the nominal angle of the ellipticity- and angular errors, respectively, for a few values of the incoming ellipticity parameter $\varepsilon_{in}$.

Disregarding the slight offset, it can be seen in Fig. A.1 that the polarization is virtually unaffected at 0 and 180 degrees, with the deviation reaching its minimum and maximum at 90 and 270 degrees, respectively. For an incoming linear polarization, the outgoing ellipticity has different sign for the intervals 0-180 and 180-360. The fact that we acquire images over 360 degrees means that half the experimental images are recorded for a handedness corresponding to a right-handed rotation of the electric field and half for a left-handed rotation. This means that any asymmetry introduced in one of the intervals would be exactly compensated for by an equally large and opposite asymmetry in the other interval. Since it is enough to use projections over an interval of 180 degrees to fully recreate the original distribution, it is possible to use only half of the images for the reconstruction. The angular position of maxima would thus vary between different reconstruction intervals in case the wave-plate induced ellipticity was the causing factor. Figure B.1 shows the angular distribution of electrons in the polarization plane for reconstructions made for a few different intervals. The figure shows the density on a circle with radius $p = 0.187$ in the central polarization plane. The polar maxima have been aligned to the z-axis. It can be seen that the equatorial maximum deviates approximately -5 degrees from the expected value of 90 degrees, irrespective of the interval used and we thus conclude that the waveplate-induced ellipticity error cannot be the cause. The asymmetry in the peak values for opposing maxima when using data from a half rotation is caused by the taller peak being downstream in the ion beam in all of the used images.
The effect of the angular error shown in Fig. A.2 is more difficult to assess. To exclude this as the effect causing the asymmetry in the electron distribution, we perform an individual simulation of the Gribakin/Kuchiev theory developed in Sec. 2.3 with the calculated ellipticity and real rotation angle, project these simulated distributions and Radon-invert using the nominal angles. As can be seen in figure B.2, this does not introduce any asymmetry. This was performed up to an incoming ellipticity of 0.6, since it is only then that an angular error of the same order as the asymmetry appears. As a consequence we conclude that the most probable explanation of the asymmetry is an ellipticity of the polarization already present in the laser beam before the waveplate. The QQES simulation in Chap. 6 shows that the asymmetry is consistent with an ellipticity of $\varepsilon = 0.21$.

Figure B.1: Reconstruction of the photoelectron angular distribution at $p = 0.187$ for different intervals of the projection angle.
Appendix B Discussion of the Lack of Mirror Symmetry in the Polarization Plane

Figure B.2: Simulated angular electron distribution at a momentum of $p = 1.87$, taking waveplate induced aberrations into account. Color coding as in Fig. A.2.
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