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Preface

Most software development projects apply modelling in some stages of development and to various degrees in order to take advantage of the many and varied benefits of it. Modelling is, for example, applied for facilitating communication by hiding technical details, analysing a system from different perspectives, specifying its structure and behaviour in an understandable way, and for enabling simulations and generating test cases in a model-driven engineering approach. Evaluation of modelling techniques, languages and tools is needed to assess their advantages and disadvantages, to ensure their applicability to different contexts, their ease of use, and other aspects such as required skills and costs – both isolated evaluations and comparisons with other methods.

The need to reflect upon the adoption of software modelling in industry and a growing understanding of the role of empirical research in technology adoption led us to organize the International Workshop on Experiences and Empirical Studies in Software Modelling (EESSMod) as a satellite event of the ACM/IEEE International Conference on Model Driven Engineering Languages and Systems (MoDELS), with professionals and researchers interested in software modelling as intended audience, and with the objective to

- build a better understanding of the industrial use of modelling techniques, languages and tools;
- start building theories about the effectiveness of modelling approaches;
- identify directions for future research in the field;
- facilitate and encourage joint research and experimentation in software modelling.

The 1st workshop was held in Wellington, NZ, and the 2nd (presented in these proceedings) in Innsbruck, AU. In all, 18 papers were submitted to the 2nd workshop. Each paper was peer reviewed by three independent PC members (from a committee of 23). The review process resulted in 9 submissions being accepted for publication, and 6 submissions for poster presentation (out of which three accepted). The accepted papers were categorized, in search for common research themes, which resulted in the following categories of research problems:

1. **The fitness for purpose of modeling.** We know that modeling is great - but when, where and for what? (3 papers)
2. **The cognitive aspects of modeling.** Models support mental activities better than code - but which, how and to what degree? (3 papers)
3. **Modeling and process improvement.** Modeling enables process improvement - but where do these improvements lead? (3 papers)

These proceedings collect the papers presented at the workshop as well abstracts for the poster presentations. We would like to thank the authors for submitting their papers to the Workshop. We are also grateful to the members of the Program Committee for their efforts in the reviewing process, and to the MoDELS2012 organizers for their support and assistance during the workshop organization. More details on the Workshop are available at [http://www.eesmod.org](http://www.eesmod.org)
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ABSTRACT
The adoption of Model Driven Development (MDD) promises, in the view of pundits, several benefits. This work, based on the data collected through an opinion survey with 155 Italian IT professionals, aims at performing a reality check and answering three questions: (i) Which benefits are really expected by users of modeling and MDD? (ii) How expectations and achievements differ? (iii) Which is the role of modeling experience on the ability of correctly forecasting the obtainable benefits?

Results include the identification of clusters of benefits commonly expected to be achieved together, the calculation of the rate of actual achievement of each expected benefit (varying dramatically depending on the benefit) and the “proof” that experience plays a very marginal role on the ability of predicting the actual benefits of these approaches.

Categories and Subject Descriptors
D.2.10 [Software Engineering]: Design—methodologies

General Terms
Measurement, Languages

Keywords
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1. INTRODUCTION
Models are used in software development with the general goal of raising the level of abstraction. The approaches resorting on models are various and fall under different names: from simple modeling to model-driven development (MDD) [16], model-driven engineering (MDE) [17], and model-driven architecture (MDA) [13]. In practice, models can be transformed and code can be generated from them by means of (semi) automatic transformations. Alternatively, models can also be directly executed/interpreted (in that case they are called executable models). In the following, we will address all these related techniques with the abbreviation MD* [22].

There is a number of benefits commonly associated with the usage of models: they range from an improvement in the quality of documentation, to huge gains in productivity and reduction of defects [1]. Hype is frequently associated to software development processes/techniques until they are not yet mainstream and fully understood [4]; we think it is also the case for modeling and MD*. In our opinion it is important to distinguish which benefits associated with modeling and MD* are real and which can possibly, but not so easily, be obtained.

The literature reports different success stories about MD* (e.g., [1, 8]). Those stories tell us which benefits we can get in the best-case scenario. What about the other cases? How frequently are the failures? How many practitioners were disappointed with MD* usage? How frequently the promises of MD* are not maintained in reality? We think it is important to answer these questions to provide guidance to practitioners and clarify what can be reasonably expected from modeling and MD* and what can possibly, but not so easily, be obtained.

The large number of methods under the MD* name is considered to be still evolving and not yet completely mature. The first success stories were heard a long time ago but the knowledge to make those successes consistently repeatable is still missing. Being the discipline not yet fully understood, and the underlying knowledge not yet codified, expertise is the only resource we can rely on when a MD* solution is designed. Thus, another interesting element to investigate is the role of expertise. Being expertise difficult and controversial to measure directly, we can use the number of years of experience as an approximation. The resulting question is: does the level of experience help when adopting modeling and MD*? In particular, does it help when forecasting the outcome of modeling?
In the next section, we present the design of the general survey, the research questions addressed in this work and the analysis we performed to answer them (Sect. 2). Then, we present the results found (Sect. 3). In Sect. 4, we discuss the results and later we compare them with previous work (Sect. 5). Finally, we draw our conclusions (Sect. 6).

2. SURVEY DESIGN

We conceived and designed the study with the goals of understanding:

G1 the actual diffusion of software modeling and MD* in the Italian industry,
G2 the way software modeling and MD* are applied (i.e., which processes, languages and tools are used), and
G3 the motivations either leading to the adoption (expected benefits) or preventing it (experienced or perceived problems).

The above goals cover a wide spectrum, which base been partly considered in previous works [19, 21]. The cited articles provide also more details about the design of the survey.

In this work, we consider only a limited portion of those goals, in particular we focus on the benefits, that is the first part of goal G3.

2.1 Research questions

The goal we investigate in this paper, i.e., examine expectations for adopting modeling and MD*. In the design phase of the survey we drew inspiration from previous surveys (i.e., [20] and [9]) and we followed as much as possible the guidelines provided in [12].

The survey has been conducted through the following six steps [12]: (1) setting the objectives or goals, (2) transforming the goals into research questions, (3) questionnaire design, (4) sampling and evaluation of the questionnaire by means of pilot executions, (5) survey execution and, (6) analysis of results and packaging.

For the specific purpose of this paper we analysed a few items contained in the questionnaire (a more detailed description is available in [19]).

An initial item (Dev08) concerned whether models are used in the respondent organization for software development. For the respondents who provided a positive answer to such item we administered a further item measured using the question “What are the benefits expected and verified from using modeling (and MD*)?”. This was designed as a closed option question; the list of benefit that we presented the respondents was compiled on the basis of the literature and includes:

- Design support
- Improved documentation
- Improved development flexibility
- Improved productivity
- Quality of the software
- Maintenance support
- Platform independence
- Standardization
- Shorter reaction time to changes

To evaluate the experience in modeling we considered one item that measured the years since the initial adoption of modeling or MD* in the work-group of the respondents.

2.2 Instrument

We selected an opinion survey [6] with IT practitioners, administered through a web interface, as instrument to take a snapshot of the state of the practice concerning industrial MD* adoption. In the design phase of the survey we drew inspiration from previous surveys (i.e., [20] and [9]) and we followed as much as possible the guidelines provided in [12].

The survey has been conducted through the following six steps [12]: (1) setting the objectives or goals, (2) transforming the goals into research questions, (3) questionnaire design, (4) sampling and evaluation of the questionnaire by means of pilot executions, (5) survey execution and, (6) analysis of results and packaging.

For the specific purpose of this paper we analysed a few items contained in the questionnaire (a more detailed description is available in [19]).

An initial item (Dev08) concerned whether models are used in the respondent organization for software development. For the respondents who provided a positive answer to such item we administered a further item measured using the question “What are the benefits expected and verified from using modeling (and MD*)?”. This was designed as a closed option question; the list of benefit that we presented the respondents was compiled on the basis of the literature and includes:

- Design support
- Improved documentation
- Improved development flexibility
- Improved productivity
- Quality of the software
- Maintenance support
- Platform independence
- Standardization
- Shorter reaction time to changes

For each benefit the respondent could indicate whether the benefit was expected and/or verified.

To evaluate the experience in modeling we considered one item that measured the years since the initial adoption of modeling or MD* in the work-group of the respondents.

2.3 Analysis

Whenever possible we addressed the research questions with the support of statistical tests. In all the tests we used we considered an $\alpha = 0.05$ as a threshold for statistical significance, that is we accept a 5% probability of committing a type I error.

RQ1.1: to answer this RQ we simply ranked the benefits by the number of respondents expecting that benefit in descending order. In addition, using the proportion test, we compute the estimate proportion of respondents who expect the benefit and the corresponding 95% confidence interval.
of experience in modeling). Finally, we built the contingency table and performed the Fisher test considering the frequency of each pair of benefits and the corresponding percentage of respondents (column Estimate).

Improved documentation is the most expected benefit, with almost 4 out of 5 respondents anticipating it. Also Design support, Quality of the software, Maintenance support, and Standardization are frequently expected. For all of the top 5 benefits we are 95% sure that more than 50% of modeling adopters expect them: in fact the confidence interval (C.I.) lower bounds are larger than 50%. The remaining benefits, Improved development flexibility, Improved productivity, Shortened reaction time to changes, and Platform independence are less popular, with the latter typically expected by less than 40% of respondents.

RQ1.2: Which are the relations between expectations? We report the statistically significant relations among benefits in the graph shown in Figure 2: the nodes represent the individual benefits, the edges represent a statistically significant relation which is reported as edge label. The layout of the nodes is computed considering the Kendall rank correlation coefficient (KC) (the length of the edge should be as much as possible inversely proportional to the Kendall distance) and additional constraints to improve the readability avoiding the overlaps of nodes and labels.

The benefit expected together (KC > 0) are linked by continuous black lines, while the benefits whose expectations tend to exclude each other (KC < 0) are linked by dashed red lines, with circles at the ends.

All the significant relations were positive except one, that between Improved documentation and Improved development flexibility: who expects one of these two benefits tend to not expect the other one.

By observing Figure 2, we can note two distinct clusters: the first includes Improved documentation, Design support and Maintenance support. The second one includes Improved development flexibility, Shorter reaction time to changes, Platform independence, Standardization and Improved productivity. Quality of the software appears to be a transversal benefit, connecting the two clusters.

The two clusters contain three maximal cliques\(^2\): the smallest (left side) cluster correspond to a three-vertexes maximal clique, while the largest one (right side) correspond to a four-vertexes and a three-vertexes cliques that share a node (Reactivity to changes).

---


\(^2\)From Wikipedia: in the mathematical area of graph theory, a clique in an undirected graph is a subset of its vertices such that every two vertices in the subset are connected by an edge.
3.2 RQ2: Which are the most frequently fulfilled expectations?

This research question concerns how often the verification of a benefit met the expectation. It is measured as the frequency of verified benefit given the benefit was expected. Results are reported in the rightmost column of Table 1 (Fulfillment rate).

Design support has the highest fulfillment rate: 60 respondents out of the 81 who reported to expect it (i.e., 78%) actually achieved the benefit. Also Documentation improvement is consistently verified when expected, the same is not true for all the other benefits. Standardization and Maintenance support are just above the parity (it means are slightly mainly achieved than not achieved, when expected) and all the others are more often not achieved than achieved. Platform independence and Reactivity to changes have a really low fulfillment rate, representing very often a delusion for practitioners.

3.3 RQ3: Does experience in modeling improves accuracy of benefits achievement forecasts?

The low experienced practitioners group (< 5 years of experience in modeling) is constituted by 50 persons, whereas the high experienced practitioners group (i.e., ≥ 5 years of experience in modeling) by 55. Thus, the two groups are balanced.

Applying the Fisher test to the built contingency table, even adopting a looser threshold of 0.1, it is not possible to find any statistically significant difference. Therefore, we conclude that experience does not improve the precision in forecasting the obtainable benefits.

4. DISCUSSION

The rate of expectation among benefits varies considerably. The most commonly expected are the benefits deriving from a descriptive use of models (e.g., Improved documentation and Design support) as opposed to those deriving from a prescriptive use of models (e.g., Improved productivity and Shorter reaction time to changes). This tells us indirectly how practitioners use models and for what.

It is interesting to note how this distinction between the usage of models in a descriptive or a prescriptive way emerges also from the relation between benefit expectations, where two distinct clusters are clearly depicted (Figure 2). These strong relations between benefit expectations suggest us that practitioners are trying to achieve a set of different benefits at the same time. It remains to understand how often those benefits are contrasting and how difficult is to devise MD*
approaches able to permit the achievements of all those benefits at the same time.

The strongest relation is between Improved development flexibility and Shorter reaction time to changes (KC = 0.67), the intensity of this relation is so strong that we can deduce the two benefits are either essentially considered synonyms or they are intimately related. The next strongest relation (KC = 0.43) is between Improved documentation and Maintenance support, this link seems to implicitly confirm the common wisdom about documentation being an enabler of maintenance activities.

The rate of achievement is constantly higher than 50% for benefits of descriptive models while it is much lower for benefits of prescriptive models. In the latter case, the rate of achievement can be as low as one out of three for Platform independence and slightly higher for Reactivity to changes and Improved flexibility. A few pragmatic questions arise from the perspective of a project manager, that deserve further investigation:

- is it reasonable to expect those less fulfilled benefits from the adoption of modeling and MD*?
- what are the possible causes of low fulfilment rate for those benefits?
  - limited experience in modeling,
  - lack or inadequacy of tools,
  - simply not obtainable through MD* approaches.

In Table 2 we show, side by side, the position of each benefit among the rank of the most expected benefits (Table 1, 2nd column) and the rank of the most reliably predictable benefits (Table 1, last column). As can be seen, the two rankings are very similar, with most expected benefits being also the most reliably predictable, and the least expected being also the least reliably predictable.

The only relevant difference involves Quality of the software and Standardization. The former is the 3rd more frequently expected benefit but it proved to be not so easily attainable, while the relation is inverted for the latter. Therefore we can say that concerning the improvements of the software quality through the usage of modeling there are greater expectations than it is realistic, while the benefits in terms of standardization are generally underestimated.

Finally, the lack of effect of experience on the ability of predicting the outcome could be due to the immaturity of model-driven techniques, which are still evolving. Is it possible that developers who have more experience rely on assumptions which were valid for old-fashioned model-driven approaches and are not more valid with the most recent ones.

5. RELATED WORK

In the literature it is possible to find anecdotal reports of inflated expectations on software by stakeholders [2]. High expectations and consequent disillusion were reported also for other highly-hyped approaches, as for example for agile methods [5]. We believe this is true also in the SOA context [14].

The effects of expertise on forecast of the outcome were proved to be at the best uncertain in different domains. Camerer and Johnson state that in many domains expert judgments is worse than the simplest statistical models [3]. Hammond [7] stated that “in nearly every study of experts carried out within the judgment and decision-making approach, experience has been shown to be unrelated to the empirical accuracy of expert judgments”;

<table>
<thead>
<tr>
<th>Benefit</th>
<th>Exp.</th>
<th>Rate ach.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved documentation</td>
<td>1°</td>
<td>2°</td>
</tr>
<tr>
<td>Design support</td>
<td>2°</td>
<td>1°</td>
</tr>
<tr>
<td>Quality of the software</td>
<td>3°</td>
<td>5°</td>
</tr>
<tr>
<td>Maintenance support</td>
<td>4°</td>
<td>4°</td>
</tr>
<tr>
<td>Standardization</td>
<td>5°</td>
<td>3°</td>
</tr>
<tr>
<td>Improved development flexibility</td>
<td>6°</td>
<td>7°</td>
</tr>
<tr>
<td>Improved productivity</td>
<td>7°</td>
<td>6°</td>
</tr>
<tr>
<td>Shortened reaction time to changes</td>
<td>8°</td>
<td>8°</td>
</tr>
<tr>
<td>Platform independence</td>
<td>9°</td>
<td>9°</td>
</tr>
</tbody>
</table>

While in general, expert judgment seems not to work particularly well, in the context of software development, effort estimation conducted by experts outperforms sophisticated formal methods [11]. The reasons provided by Jørgensen in [10] are: (i) the importance of highly context-specific knowledge in software development, (ii) the instability of relationship in software development (e.g., between effort and size) which lead to a very unpredictable field. The effect of expertise on judgment of other aspects of the software development process are rarely studied, as reported by Loconsole and Borstler in [15]. In their work they examine how expectations on requirements volatility matched the actual number of changes, resulting in a lack of statistical correlation between the expectation and the real outcome.

We have no data for explaining why it is so difficult forecasting the benefits of modeling and MD*. We can only report the work from Shanteau and Stewart [18]; they suggest that experts rely on heuristics in making judgments that could lead to systematic biases.

6. CONCLUSIONS

In conclusion, the results of this survey reveal that:

RQ1: Improved documentation and Design support are the most expected benefits from practitioners using modeling and/or MD*. Also Quality of the software, Maintenance support, and Standardization are frequently expected. On the contrary, other important benefits, such as Improved productivity and platform independence, are not so much expected. That result tell us, indirectly, for which reason IT practitioners use models.
RQ2: The benefits having the highest fulfilment rate are still Improved documentation and Design support (Fulfilment rate > 65%). However, considering all the benefits the average fulfilment rate is not high.

RQ3: Experience in modeling does not help in forecasting the benefits.

Probably the expectations are currently inflated by the amount of hype around MD*. It is possible that in the future practitioners will learn to focus on a smaller set of benefits and they will be able to actually achieve them more reliably.

All in all, this uncertainty about the outcomes of modeling and the fact that it affects also practitioners with many years of experience in the field is probably hampering the adoption of these approaches, which are always predicted to become mainstream in a never reached next future.

As a future work, it could be interesting to understand how much of the difficulty in forecasting the benefits of modeling and MD* depends on the immaturity of those approaches. Is that difficulty inherent in experts’ judgement or is it worse in this particular field?
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ABSTRACT
The goal of this study is to investigate the use of UML and its impact on the change proneness of the implementation code. We look at whether the use of modeling using UML class diagrams, as opposed to not doing modeling, relates to change proneness of (pieces of) source code. Furthermore, using five design metrics we measure the quality of UML class diagrams and explore its correlation with code change proneness. Based on an industrial system for which we had UML class diagrams and multiple snapshots of the implementation code, we have found that at the system level the change proneness of code modeled using class diagrams is lower than that of code that is not modeled at all. However, we observe different results when performing the analysis at different system levels (e.g., subsystem and sub-subsystem). Additionally, we have found significant correlations between class diagram size, complexity, and level of detail and the change proneness of the implementation code.
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1. INTRODUCTION
Modeling software systems is believed to give benefits in downstream software development in terms of higher software quality and development productivity. Some research exists that has tried to empirically validate whether such benefits can actually be found — see for example [3][5][10][11][12].

Our study is based on empirical data an industrial software project that is currently in its maintenance phase. In this study we focus on two research questions regarding the effect of UML modeling on maintenance of that software:

- **RQ1**: Does implementation code that is modeled in UML class diagrams have a higher change proneness than code that is not modeled?
- **RQ2**: How do UML class diagram metrics relate to change proneness of the implementation code?

Our study is different from the aforementioned previous works in two ways. Firstly, our study looks at change proneness (by means of code churn; i.e. the total number of added and changed lines of code) rather than numbers of defects in evaluating the effect of UML modeling. The assessment of code churn is performed across multiple snapshots of a system. Secondly, we propose a novel way of measuring the quality of a UML model, namely by defining quality metrics at the level of diagrams (rather than individual classes or entire models).

At the same time, we learn from earlier research that software developers focus their modeling effort on classes that are more important and classes that are more critical to the system.

The rest of this paper is organized as follows. In Section 2, we discuss the goal and the design of the study. In Section 3, we present the results of the study, and in Section 4 we further discuss the results and their limitations. Section 5 discusses related work, and finally in Section 6 we outline conclusions and future work.

2. DESIGN OF THE STUDY
In this section we discuss the goal and the setup of the study.
2.1 Goal and Research Questions

The goal of this study according to the GQM template [1] can be formulated as follows:

Analyze the use of UML class diagrams for the purpose of evaluating its effect with respect to code change proneness from the point of view of the researcher in the context of an industrial software system

Based on the above goal we formulate the following research questions:

- RQ1: Does implementation code modeled in UML class diagrams have higher change proneness than not modeled code?
- RQ2: How do UML class diagram metrics relate to change proneness of the implementation code?

2.2 Measured Variables

In this section we explain the variables measured in our study. It is important to mention that in the measurement of class diagrams, the unit of analysis is diagrams. In the measurement of the code, the unit of analysis is classes (i.e., Java classes).

2.2.1 Measured Variables in RQ1

The type of study we used for answering RQ1 is a quasi experiment. A quasi experiment is designed to assess causal impact, but it lacks the random assignment to the treatment groups (i.e., in our study it is the assignment of classes to the modeled and not-modeled groups).

Independent Variable. The independent variable in RQ1 is the use of class diagram (UMLCD). UMLCD is a nominal variable that indicates whether a given class in the implementation code is modeled or not modeled in a class diagram. Hence the value of this variable is either ‘modeled’ or ‘not modeled’.

Dependent Variable. The dependent variable is the average relative code churn of an implementation class (AvgRelChurn). Relative code churn of a class is the total number of added and changed lines in a particular class divided by the total lines of the whole system. Because there are multiple versions of the same class, we take the average of relative code churn across versions to represent change proneness in a class. A justification of using relative code churn is reported by Nagappan and Ball [9] who show the superiority of relative code churn metrics over absolute code churn metrics to predict defect density. Although the context of the study conducted by the authors was different from ours, the use of relative code churn is justifiable. Relative code churn takes into account the size of the code base, hence controlling the effect of system size. This is particularly important because multiple system snapshots will be used in the analysis.

Co-factor. Two confounding factors are considered in the analysis, namely code complexity and code coupling. The degree of complexity and coupling of software modules can indicate their change-proneness [2]. As such, we want to control for their effects in order to observe a more pure contribution of using UML class diagrams on code change-proneness. In order to account for the complexity of the source code we take the average percentage of lines of code with a McCabe [8] value above 10 as a confounding factor (RiskyMcCabe). In order to account for coupling in the code we take the percentage of lines of code with fan-in value above 16 (RiskyFanIn).

Note that all code metrics are calculated automatically using the Software Analysis Toolkit (SAT) developed by the Software Improvement Group (SIG). These metrics are automatically calculated for every snapshot of a system and the differences in the code metrics across snapshots can be obtained easily.

2.2.2 Measured Variables in RQ2

The design of study to answer RQ2 is a correlational study. Correlational studies do not aim to establish causal relationships. Therefore, in RQ2 there is no distinction in terms of independent and dependent variables.

Based on previous work, we selected five metrics that represent the quality of UML class diagrams. These metrics are calculated automatically using SDMetrics [15].

- Diagram Size (CDSize). Defined as the total number of classes and interfaces in a class diagram. Ambler [1] suggests a rule of thumb that a diagram should contain 7 +/- 2 elements.
- Internal Connectivity (CDIntConn). Defined as the percentage of elements that are relations (associations, generalization and dependencies). This metric measures the complexity of class diagrams and is adapted from metric definition of SDMetrics [15].
- Lonely Classes (CDLoneClass). Defined as the percentage of classes that are not connected with any other class/interface in the diagram. This metric measures cohesiveness of class diagrams and is adapted from metric definition of SDMetrics [15].
- Associations Without Role (CDAssNoRole). Defined as the percentage of associations without role name (adapted from [12]). This metric measures the level of detail in class diagrams.
Another measured variable is the average relative code churn (CDAvgRelChurn). This variable measures the average of total code churn over time of a set of implementation classes that are modeled in a single class diagram.

As mentioned previously, the measurement of the code churn is at the class level (Figure 1). Since the class diagram metrics are measured at the diagram level, we follow the next steps to determine CDAvgRelChurn:

1. Map each UML class into the corresponding implementation class.
2. Calculate the total code churn and total lines of code of all implementation classes per diagram.
3. Divide the total code churn by the total LOC, resulting in the relative code churn per diagram.
4. Calculate the average of relative code churn over time per diagram (CDAvgRelChurn).

2.3 Analysis Method
To answer RQ1, classes in the implementation code are divided into two groups: modeled and not modeled. Next we compare the AvgRelChurn between the two groups to check whether there is a difference that is statistically significant. We use the Mann-Whitney test to determine the significance of the difference in AvgRelChurn between the modeled and not modeled groups. In order to account for confounding factors, we perform an Analysis of Covariance (ANCOVA) with the complexity (RiskyMcCabe) and coupling (RiskyFanIn) metrics as co-factors.

To answer RQ2, we perform a correlation analysis between each class diagram metric and code churn (CDAvgRelChurn). We use the Spearman correlation test because our data is not normally distributed. Finally, we perform a multiple regression to account for code complexity and coupling as co-factors.

2.4 Description of the Case Study
The case study is a system for registering business organizations in the Netherlands. The technical quality of the system started being monitored by SIG in May 2010. The development of the system started around July 2008 and the system went live in May 2010. The developed system is replacing an old system, which is still running in parallel. Currently the new system is in maintenance mode but new functionality is still being transferred from the old version. The system is divided in three sub-systems, which we will call A, B and C. The total LOC for the three sub-systems is around 321 KLOC. The programming language used is Java.

In terms of modeling, not all implemented classes were modeled in UML. Only 23 class diagrams are available, and all of them correspond to a sub-part of sub-system A. Figure 3 shows the division of the system into three sub-systems (A, B, C). Furthermore, sub-system A has a set of 22 packages, which we will call sub-A, consists of modeled (the striped part) and not modeled classes. The rest of sub-system A, as well as the whole sub-system B and C consist of packages of not modeled classes.

In total there are 100 snapshots of this system in the software repository. Among the code metrics being monitored are code churn, code complexity and coupling.

3. RESULTS
3.1 The Use of Class Diagram and Its Impact on Code Change-proneness
The analysis to compare change proneness between the modeled and not modeled classes in the case study is performed at three levels: sub subsystem A’, subsystem A, and the whole system (Figure 3). Figure 2 show the boxplots of AvgRelChurn of the modeled and not modeled for each of the three areas of comparison (sub subsystem A’, subsystem A and system).

Looking at the median in Figure 2 (bold horizontal lines), we can observe that in the first two cases (sub subsystem A’ and sub-system A), on average, modeled classes change more than not modeled classes, while in the third case (system), not modeled classes change more. In order to determine if the difference in AvgRelChurn is significant between the modeled and not modeled classes, we perform the Mann-Whitney test. The results of Mann-Whitney test show that the difference in AvgRelChurn in the three analyses is statistically significant ($p \leq 0.01$).

However, the fact that modeled implementation classes have higher or lower change-proneness might also be explained by other factors such as the complexity of the code. To account for such confounding factors we conduct an analysis of covariance (ANCOVA) considering the complexity and coupling of the code as co-factors. From the ANCOVA analysis the Modeled/Not Modeled variable is still significant for the sub-system A and system area, but not for the sub-system A’ area. Also, it is important to mention that the RiskyMcCabe metric is not significant in any case, and the RiskyFanIn metric is significant only in the sub-system A area.

The different results about the relation between the use of
class diagrams and code change proneness presented above might indicate the influence of sampling.

### 3.2 The Relations between UML Diagram Metrics and Code Change-proneness

We explore the relations between five UML class diagram metrics and change proneness of the respective code, i.e. the implementation classes that are part of the UML class diagram. We run the Spearman correlation test between each one of the selected class diagram metrics and CD AvgRelChurn. The results of the correlation test are shown in Table 1.

The results of the correlation analyses in Table 1 show there are three significant correlations:

- **CDSize** correlates negatively with CD AvgRelChurn: the bigger the size of a class diagram, the less change prone the implementation classes that are part of that diagram.
- **CDIntConn** correlates negatively with CD AvgRelChurn: the more complex a class diagram, the less change prone the implementation classes that are part of that diagram.
- **CDAscNoRole** correlates positively with CD AvgRelChurn: the more detailed a class diagram is modeled, the less change prone the implementation classes that are part of that diagram.

The previous correlation analyses do not take into account confounding factors that can influence the change proneness of the code. For this reason, we perform a linear regression analysis taking the code complexity and coupling as co-factors. As with the CD AvgRelChurn metric, we need to aggregate the Risky McCabe and Risky FanIn metric at the diagram level—referred to as AvgRisky McCabe and AvgRisky FanIn respectively. We perform three multiple regression analyses with each of the three UML metrics (CDSize, CDIntConn and CDAscNoRole) as a predictor, and take into account the complexity and coupling of the code in the respective analysis. The results show that only CDSize ($p = 0.049$) and CDAscNoRole ($p = 0.026$) remain significant predictors of code churn.

### 4. DISCUSSION

#### 4.1 Interpretation of Results

With respect to RQ1, we observe different outcomes as a consequence of taking different scopes of analysis. Going from smaller to larger system scope, we have compared modeled versus not modeled classes at the level of sub subsystem, subsystem, and system (see Figure 3).

At the level of sub subsystem, we have found that there is no significant difference in the average relative code churn of modeled and not modeled classes. This result can be explained by the fact that classes that are part of the same package probably change together. Therefore, the fact that a class has been modeled or not will not make a difference in the change proneness of the code. At the level of subsystem, we found that there is a significant difference in the average relative code churn of modeled and not modeled classes. However, modeled classes change more than not modeled ones. This result contradicts our assumption that modeled classes will change less due to the positive impact of modeling on understandability of the system. Higher understandability will lead to a correct implementation from the beginning that leads to fewer rework. At the system level, we have found that there is a significant difference in the average relative code churn of modeled and not modeled classes, and not modeled classes change more than modeled ones. This result confirms our assumption that modeled
classes will change less than not modeled ones, but is not consistent with the result from the subsystem level.

The differences in the above results can be explained by the representativeness of the classes in the sample. The result of analysis at the same sub subsystem does not show a significant result because the classes are quite similar in type (e.g., data classes), complexity and importance. At the level of a sub system, there might be more diverse class types and hence modeled classes might be the classes that are significantly more important or critical to the system, therefore the higher code churn. At the system level, the diversity of classes is even higher and it is very likely that there are more critical and important classes that are not modeled. This might explain why in the analysis at the system level not modeled classes have significantly higher code churn. Including all classes of the system in the analysis increases the representativeness of the data set and therefore gives more reliable results.

With respect to RQ2 our results show that three out of five UML class diagram metrics have significant correlations with the average code churn of the implementation classes. However, after accounting for the effect of code complexity and coupling, only two of those metrics remained significant, namely CDSize and CDAscNoRole.

The fact that CDSize metric has a negative correlation with code churn suggests that classes that are part of bigger class diagrams tend to change less often than classes that are part of smaller class diagrams. In the context of software maintenance, this result may not be very surprising. Big class diagrams indicate poor modularization, which typically leads to tightly coupled and incomprehensible classes. It is not uncommon that maintainers tend to avoid changing brittle parts of a system and thus changes are made around these parts instead. However, further validation of this finding is required.

With respect to the CDascNoRole metric, the result shows a significant and positive correlation. This finding suggests that classes that are part of less detailed diagrams (in terms of detail in the associations) tend to change more than classes in more detailed diagrams. This finding supports the idea that level of detail in UML diagrams is beneficial to the understanding of the system to be implemented [10]. A higher understandability will lead to fewer changes since the system has been correctly implemented from the beginning.

4.2 Threats to Validity

Construct Validity. The threat to the construct validity in this study is mainly related to the variable chosen to measure change proneness of the code in RQ2. The average relative code churn (CDAvgRelChurn) is measured for a set of implementation classes that appear in a particular class diagram. In this case, we assume that the change proneness of classes modeled in a diagram is influenced by the quality of that diagram. We are aware that this assumption has some limitations, particularly if some classes appear in a class diagram for trivial reasons (they should have been modeled elsewhere). Further investigation is needed to find better ways to map UML diagram quality properties to code quality properties.

Internal Validity. Internal validity in this study comes from differences in the nature of the implemented classes. Even when all classes are part of the same system, some of them can be considered more critical than others and prone to change more. We try to address this threat by taking into account confounding factors such as complexity and coupling of the code. However a future study can go further by asking the development team to classify each class according to its criticality following a predefined scale. Additionally, there are some cases where classes in the UML model cannot be mapped to any of the implementation classes. However, in our study this issue does not occur very often and hence is not expected to introduce serious bias.

External Validity. Threats to external validity come from the limitation to generalize the results because of the use of a single case study. Although based on a single case study, the use of a real industrial system as a case study increases our confidence about the generalizability of the results. Further replications of this study using more industrial systems will help validate the results.

Conclusion Validity. Conclusion validity refers to the ability to draw correct conclusions from an experiment. We have addressed this threat by using carefully selected statistical tests to determine the significance of the results. We have also considered the applicability of each test in order to avoid violation of assumptions.

5. RELATED WORK

Previous works that looked into the impact of UML documentation on software development have focused primarily on model comprehension and system comprehension—see for example in [4][6][7]. Because the focus of this study is on the effect of UML modeling on software maintenance, in the following passages we focus on previous work that studied the effect of UML modeling on software maintenance.

The work by Tryggeseth [13] explored how the use of textual system documentation (requirements specification, design document, test report, user manual) affects the time needed to understand how to perform maintenance tasks. The results show that the time needed is reduced by approximately 20 percent when documentation is available.

The work by Arisholm et al. [3] investigated the impact of UML availability on the maintenance of source code. The authors performed two experiments using students with knowledge on UML and programming. The results show that UML has a significant, positive impact to increase the functional correctness of code changes. However in terms of time saving, there were no significant benefits when the time to modify the UML model is included.

The work by Fernandez-Saez et al. [5] compared how UML diagrams with different level of detail influence the maintenance of the source code. The results of the experiment carried out with 11 students showed better results when using low level of detail UML models. The authors however did not consider the results significant due to the small size of the group of subjects and their lack of experience in using UML and Java code.
Another closely related work was performed by Nugroho and Chaudron [11]. The authors investigated the impact of using UML (class and sequence diagrams) on defect density of the implementation code. Based on an industrial case study, the authors found that classes modeled in either class or sequence diagrams have significantly lower defect density compared to classes that are not modeled at all. Another work by the authors defined level of detail metrics for UML class and sequence diagrams [12]. Based on data from an industrial software system, the authors found that higher level of detail in sequence diagrams corresponds to lower defect density in the implementation code.

The current paper extends the above previous works by investigating the effect of using UML on code change proneness in an industrial case study.

6. CONCLUSION AND FUTURE WORK

In this paper we report our exploratory investigation into the impact of the use of UML on the change proneness of the implementation code. Our study aim to answer two research questions:

- RQ1: Does implementation code modeled in UML class diagrams have higher change proneness than not modeled code?
- RQ2: How do UML class diagram metrics relate to change proneness of the implementation code?

To answer RQ1, we compare the average relative code churn of classes that have been modeled in class diagrams and those that have not been modeled. This comparison was made at three different levels: sub subsystem, subsystem and system. At the system level, we have found a significant difference with not modeled classes changing more than modeled ones. However, the results vary according to the level of comparison, which we suspect is due to the representativeness of the sample at the respective level.

To answer RQ2, we use five UML class diagram metrics defined in previous works and explore their correlations with code change proneness. The five metrics are class diagram size (CDsize), class diagram internal connectivity (CDIntConn), class diagram lonely classes (CDLonClass), class diagram operations without role (CDAscNoRole) and class diagram operations without parameters (CDOpsNoPar). Three of these metrics show significant correlations with the change proneness of the code. After accounting for the effects of code complexity and coupling, only two of the metrics remained significant, namely CDsize (positive correlation) and CDAscNoRole (negative correlation).

We are aware that this study requires further validations in future research. An obvious future work is to replicate this study using more industrial systems. Further refinement of this study is to separate the analysis based on diagram types—that is, to evaluate the difference in code churn or other code quality indicators based on the types of diagram used in modeling the system (e.g., class versus sequence diagrams). Finally, we also aim to investigate the effect of UML diagram quality on the productivity in performing maintenance activities such as bug fixing.
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ABSTRACT
In a recent empirical study we found that evaluating abstractions of model-driven engineering (MDE) is not as straightforward as it might seem. In this paper, we report on the challenges that we as researchers faced when we conducted the aforementioned field study. In our study we found that modeling happens within a complex ecosystem of different people working in different roles. An empirical evaluation should thus mind the ecosystem, that is, focus on both technical and human factors. In the following, we present and discuss five lessons learnt from our recent work.

1. INTRODUCTION
The promise of abstractions such as model-driven engineering (MDE) is that the representations they provide to engineers are semantically more similar to the domain by hiding away implementation details. Yet, in a recent field study we found that identification and evaluation of these abstractions is not as straightforward as it might seem. Our work was an ethnographic study of MDE adoption from an engineer’s perspective [7], we did in-depth interviews with 20 engineers from the automotive industry to learn how they succeed and struggle with model-driven techniques. While we present a brief overview of our study in Section 2, in this paper we focus on the challenges that we—as researchers—faced.

When doing our interviews we found it quite hard to capture the essence of abstractions. In the wild abstractions do not come as text book figures. We faced fundamental challenges such as, when are we looking at an abstraction and when not? When is an abstraction higher, i.e., more abstract, than another? Does more abstraction offer more or less flexibility? What about abstractions that makes engineers more productive but are harder to understand? Or, an abstraction that is more understandable but, at times, leaky and thus leads to bursts of overhead work. Has it possibly been designed to solve another problem than what it is currently used for at this site of study? Or maybe even, are we looking at an organizational rather than a technical abstraction, i.e., shift of responsibility between roles rather than between representation levels? Or, both? Essentially, how to identify an abstraction and how to evaluate the quality of that abstraction?

Also we realized, engineers are not necessarily aware at which level of abstraction they are working. To them, what they do is their daily work. They might not even be aware of possible other abstraction layers below or above their work. So, asking them about abstraction levels often does not make sense in their language. For example, none of the engineers that we interviewed referred or thought of to their work as modeling, while in fact they were using model-driven engineering techniques.

As we conducted our field study we continuously improved our questionnaire as we gained more insight into the challenge of studying abstractions. In the following we summarize our lessons learned:

- Quantitative approaches might fail, often abstractions are not “more of the same” but “something different” and thus not covered by established metrics.
- While qualitative approaches are better suited, they might still miss parts of the picture unless the complete ecosystem is taken into account.
- Recent adopters make for great interview partners, to them abstractions are still fresh and not yet daily business. Caution with learning curves is advised tough.
- Asking for examples of most recent work items is paramount to avoid bias, or else a field study risks reporting prescribed processes rather than actual practices.
- Focus on communication patterns rather than artifact flow, as artifact flow is a subset of communication.

These lessons learned are obviously based on a single case study only, however we hope that they might serve as the base for a discussion at the EESMOD workshop of how to best evaluate model-driven abstractions in field studies.

The reminder of this paper is structured as follows: In Section 2 we discuss our choice of methodology, and provide a brief overview of our industry case study. In Section 3 we discuss the lessons learned that are listed above. In Section 4 we outline related work. Eventually, in Section 5 we conclude with a summary.
2. OUR CASE STUDY IN A NUTSHELL

Our research is aimed at understanding cognitive issues in model-driven engineering, with a focus on information and communication needs from the perspective of individual engineers. As we started our research we had little background in model-driven engineering and faced the choice of an appropriate research methodology.

Quantitative approaches are warranted for scenarios where the state of the art provides a deep understanding of the domain under study and can refer to established means of measuring the phenomena under study. In our case, a literature review confirm a gap in research, we thus decided to go with an approach which is both qualitative and exploratory.

To enable the gathering of detailed, rich and contextual information about model-driven engineering, we chose a qualitative study approach. We interviewed people working with model-driven engineering technology in semi-structured interviews, following an exploratory case-study approach where open ended questions are asked in order to refine the research hypothesis as the current study is ongoing.

Exploratory approaches are great when you, as a researcher, start with little understanding of the domain under study. Grounded theory has recently gained popularity in the empirical software engineering community as an exploratory approach [1]. However, we choose to do an exploratory case study, where we are not necessarily looking for “one theory” but are facing a multifaceted case with possibly many theories explaining the observations.

An advantage of exploratory user studies, both grounded theory [2] and exploratory case studies [8], is that, as a researcher, you are able to adapt your questionnaire as you learn from the participants answers. For example, as we started our user studies we had questions about “how many models” a person is responsible for. Though we quickly learned that, unlike to us academics, to the engineers “model” was not a countable term. The question did make as much as to them as asking how many “softwares” a software engineer in a traditional team is working on.

In our interviews, we found that the terms “model” and “modeling” were used ambiguously. Engineers generally did not refer to their work as “modeling” but used the terms “auto-coding” and “hand-coding.” These terms were used to differentiate between working with tools which include a step of code generation versus writing C-level code manually. Engineers used the term “model” ambiguously to refer to software models, as well as the plant models used for the in-silico simulation of vehicles. Engineers also used the term “simulation” ambiguously to refer to running the in-silico simulation of the plant models, as well as to running software models from within the modeling tools as opposed to running the auto-generated sources.

We believe the terminology we observed is mixing model-based design (MBD, an approach in system engineering for baselined design (MBD, an approach in system engineering for their software development. The study is going to appear in the proceedings of MODELS 2012, the hosting conference of this workshop.

We found that, in the context of a large organization, contextual forces dominate the cognitive issues of using model-driven technology. The four forces we identified that are likely independent of the particular abstractions chosen as the basis of software development are the need for diffing in software product lines, the needs for problem-specific languages and types, the need for live modeling in exploratory activities, and the need for point-to-point traceability between artifacts. We also identified triggers of accidental complexity, which we refer to as points of friction introduced by languages and tools. Examples of the friction points identified are insufficient support for model diffing, point-to-point traceability, and model changes at runtime.

In the following we are going to focus on the setup and setting of the case study as far as it is of interest for the present paper. The study consisted of interviews with 20 engineers and managers working in different roles. We visited the industry of interest (General Motors) on two separate occasions, collecting data constructed through semi-structured in-depth interviewing. We interviewed 12 engineers and 8 managers. Overall, the engineers we interviewed came from four different teams from different company departments. All teams were global, that is spread across sites in India and America, however we interviewed people from the American sites only. The 12 engineers selected for interviews were sampled from several roles however their profiles are similar, that is they all work with the same process and use the same modeling technology. Each interview was 90–120 minutes long, recorded on tape and transcribed for encoding by one of the authors of this paper.

In a first visit, we interviewed 10 participants from both management and technical roles to familiarize ourselves with the software process used in the automotive industry. Based on what we learned from the first interviews, in our second visit, we interviewed an additional 10 participants, all of them working with software models but in different roles. The interviews were semi-structured, following an exploratory case-study approach where open ended questions are asked in order to identify research hypothesis for future studies. We asked participants to describe their work, how their work fits into the process of the organization, with whom they interact on a weekly basis, and which artifacts are the input and which are the output of their work. We also asked to see

---

current or recent examples of artifacts on which they were working.

We transcribed the 12 interviews with engineers (4 from the first visit and 8 from the second visit). We encoded the transcripts and from this encoding, we distilled the contextual forces and points of friction presented in this paper. We encoded the interviews by tagging sentences with hashtags as if they were tweets. We then used a series of tag clouds to identify patterns in the data, merging and splitting tags as we saw need. We did two passes over the tags, a first one to identify all forces and frictions that shape the work of the participants, and a second pass to identify forces and frictions that might provide the basis for general hypotheses on model-driven engineering, ruling out those that are specific to the organization under study.

3. LESSONS LEARNED

In this section we share our lessons learnt of assessing abstractions in the wild. The nature of abstractions is difficult to qualify. There is value but often it is faceted, the same tool might be both more and less abstract. Sometimes providing better abstractions to one role but worse abstractions to another role, sometime to the same role. We found that, in the context of a large organization, contextual forces dominate the cognitive issues of using model-driven technology. While some abstractions are technical and applied locally by individuals, such as information hiding in programing language, MDE happens within a complex ecosystem of different people working in different roles, or even different parts of an organizations.

In the following we present the main lessons learned from conducting our study.

Finding Quantitative approaches might fail, often abstractions are not “more of the same” but “something different” and thus not covered by established metrics.

Novel abstractions, by their definition of raising representations to be more semantic and of hiding away details, are disrupting established quantitative metrics. So, how to establish good metrics for a novel abstraction? Designing new metrics requires a understanding of the domain, both technical and semantic. An understanding that is typically best gained by first doing qualitative and exploratory studies.

It might seem obvious that KLOC (lines of code) are an inappropriate metric to compare the complexity of manually written and auto-generated code. Yet the difficulty of assessing abstractions using quantitative methods are much more subtle. While increasing the abstraction of one process step might positively impact that one step, work further downstream in the process might suffer negative benefits. For example, cost being gained by reduced development times might be outweigh by increased cost of certification, as has been found in a study by Hutchinson et.al. [4, 5].

In a similar way, time gained by spending less time in one tool might be lost again by time spent in a novel tool or even doing unexpected ad-hoc workarounds. In our case study we have found that engineers spend significant time manually putting together screenshots of model changes in Microsoft Powerpoint in order to email them as a “change set” to other engineers. A job which has been automated using text-based diffing tools before the introduction of MDE abstractions.

Finding While qualitative approaches are better suited (than quantitative ones), they might still be miss parts of the picture unless the complete ecosystem is taken into account.

Participant will not report “see, part of my work is done by somebody else” since to them it not their work anymore when somebody else does it. Yet, when looking at adoption of higher abstractions, such as MDE ,very often it is the case that part of somebody’s work is now done by another role. Abstraction might move work from one role to another or even from one team to another. An empirical study of model-driven engineering should thus mind the ecosystem and look into how details are abstracted away across roles and organizational units rather than just across technical boundaries.

Sometimes, a comparison is being made between rhe shift from source to models in MDE and the shift from assembly to high-level languages. We found that this is not a useful analogy for designing empirical studies of MDE. The abstractions introduction when moving from assembly to high-level code are typically hiding away details which are taken care of by the machine. Consider for example garbage collection, where the machine takes care of allocating and freeing memory, which has previously been the engineer’s burden. This is not the case of many of the abstractions introduced by MDE. Code generation is unlike code compilation. In order to provide engineers with domain-specific abstractions, the implementation details that are hidden from engineers must be taken care of by other, more specialized roles, rather than the machine. In our case study we found that a team of specialized code generation experts is responsible for defining and managing these abstractions.

Finding Recent adopters make for great interview partners, to them abstractions are still fresh and not yet daily business. Caution with learning curves is advised tough.

Recent adopters are make for great interviews partners. They are much more aware of abstraction levels, since to them the abstractions their working with are novel and thus they are still aware of what improved and what worsened with introducing these novel abstractions. They were still in the state of comparing the Now (model driven engineering with Simulink and Rhapsody) and the Then (hand coding in machine level languages). Yet, caution is advised as they might be in a learning curve and some of their observations are due to that learning curve. But that is exactly our job as ethnographic researchers, taking a step back and being able to do this kind of analysis.

The very definition of abstraction means that we might prefer to ask certain kinds of questions about abstractions introduced to people who can compare how a similar things was built before, i.e., they need to know what might be hidden now. More importantly, as we pointed out before, we need to ask how did people work before and what did the people
versus the machine do compared to after the abstractions are introduced.

On our second visit we had the chance the include a team in our study who had only recently adopted model-driven engineering. Interviewing this kind of recent adapters, offers a unique window of opportunity onto comparing the “before” and “after” of an abstraction’s introduction. Other than engineers who had been using model-driven technology since their training, these people can compare how work has been done before and after the introduction of model-driven abstraction.

A danger is though that these people might report negatively about many novel aspects of the abstractions as they are still on a learning curve of adopting new ways of getting work done. We found that it helped to have both recent adapters as well as experienced users of model-driven engineering in the same sample.

**Finding** Asking for examples of most recent work items is paramount to avoid bias, or else a field study risks reporting prescribed processes rather than actual practices.

A quantum leap in our understanding of model-driven engineering happened as we started to ask participants for concrete examples. This is a well-known lessons learned for many empirical researchers. If you, as a researcher, ask people general questions about how they get their job done, answers by participants tend to remain equally general, typically describing an idealized account of how their job should be done rather how their job is actual done when the “rubber hits the road.”

Examples. Show us the most recent model (or other artifact in question) that you were working with. This focus on the most recent work is important to avoid the participant’s filter bias. If not asked for the most recent artifact, or the most recent week, we risk of being presented with ideal-case examples rather than actual samples from their daily work. And they will look different than you as researcher expect! For example we asked engineers: do you have tests? Yes. Do you have repeatable tests? Yes. Are they automated? Yes. So we expected tests that are akin to unit testing practices known from software engineering. But when we asked them to show us their most recent test, they opened an Excel sheet with instructions to a human tester and with a fields to enter what they see on screen. Obviously repeated and automated, but not the way we expected!

For example, here is a lesson learned. After two visits of ten interviews each, we realized that we missed a whole population stakeholders, the code-generation experts. We interviewed product engineers and their leads but did reach out to that one specialized team of code-generation experts. We were neither aware that they exist nor which crucial role they play in the model-driven engineering process. Mainly because neither their job title gave any clue of their work, nor were they included in the process model that was present to us. We only learned about them when we started to check in with wrap-up questions, e.g. “Were there more people to whom you talked last week that are not yet on this list?” after having gone step by step through all communications and meetings of a participant’s most recent week. So even in our participant’s heads these specializes were so much outside of their process that they did not think of them in the first place. Yet, they are key to understanding the MDE adoption and its benefits. We thus plan to interview these people in future work.

We started to ask questions like “tell us more of about the most recent change ticket your worked on” and then continued with “can you please show us the model that you changed for that ticket” and then “can you show us the exact changes you did to that model.” This way we made sure to learn about the actual work being done, and not hearing twenty times about the same formally defined process that it has been presented to us on our first briefing.

It is very important to narrow down this kind of questions to the most specific examples possible, such as “most recent change ticket you worked on” or “people you talked to last week,” and then following them up with questions such as “were there more people you talked to last week that had not been mentioned so far” in order to make catch missing data. It is typically this latter kind of catch-up questions that reveal the most interesting tidbits of information.

Of course it may happen the that the “most recent change ticket” or “last week” had been exceptional and do not to serve as good exemplars. We controlled for this using questions like “had last week been a typical week of your work?” Often the reply had been one of “yes it had been typical expect for…” which again lead to very interesting insight into their typical work as we learned which kind of work participants consider untypical.

**Finding** Focus on communication patterns rather than artifact flow, as artifact flow is a subset of communication.

In the begin our questionnaire focused on artifact flow, because we figured that would be a great source of learn about all parts of the ecosystem that are involved in MDE. But the we realized, focusing on people and communication is a much better approach: we started going with them through all meetings and communication of the most recent week, asking for each communication about every participant’s role and how they are connected to each other. It was this information which proved to provide a complete picture of the MDE ecosystem, including artifact flow. We thus conclude that artifacts flow is a subset of communication only, and thus communication a better means to learn about abstractions and their adoption.

On our second visit we started to include questions such as “whom did you talk to last week“ in our interviews. We asked participants to walk us through their most recent week of interaction with other people. This lead to most interesting insight about the organizational perspective of model-driven engineering abstractions. For example we learned about teams and organization groups that had not been captured by the formalized process. For example, we learned that some engineers are part of task force groups that are

---

Footnote

2 This metaphor is just one of many wonderful examples of a rich language of automotive metaphors used by our interview partners.
evaluating novel model-driven engineering technology. And, we learned about the existence of a specialized team of code generation experts of which we had not been aware of previously. Which has led to a revised understanding of model-driven engineering not so much being a technical abstraction, where details are hidden away from humans and being taken care of by the machine (as e.g., in a compiler), but an organizational abstraction where details are hidden away from a large workforce of engineers and being taken care of by a specialized team of code generation experts [7].

4. RELATED WORK

We are not the first to study MDE abstractions in the field, though to our best knowledge there is little work that shares lessons learnt about the research process used for conducting these studies.

Heijstek and Chaudron [3] studied an industrial MDE case over two years, where a team of 28 built a business application for the financial sector. Using grounded theory they found 14 factors which impact the architectural process. They found that MDE shifts responsibility from engineers to modelers, and that the domain-specific models facilitated easier communication across disciplines and even became a language of business experts. The setup of their case differs from our recent work [7] in that their case had a whole-system view on a closed ecosystem of 28 people, with premium access to both project lead and main architect of the system. In comparison, we had a peephole view on a much larger ecosystem of tens of thousands of people that are collaborating across the main company and it’s subsidiaries. It will be interesting to compare the findings of these two studies with regard to these different perspectives.

Hutchinson et al. presented their results of a qualitative user study, consisting of semi-structured interviews with 20 engineers in 20 different organizations [4, 5]. They identified lessons learned, in particular the importance of complex organizational, managerial and social factors, as opposed to simple technical factors, in the relative success, or failure, of MDE. As an example of organizational change management, the successful deployment of model driven engineering appears to require: a progressive and iterative approach; transparent organizational commitment and motivation; integration with existing organizational processes and a clear business focus.

The proceedings of RAO 2006 [6], a workshop on the role of abstractions, providing interesting insight into both the role and study of abstraction, both in the context of MDE and in the context of software engineering in general.

5. CONCLUSIONS

In this paper we presented lessons learned with regard to the research methodology of a recent industry case study of ours. When we reviewed definitions of abstraction we found a common theme of “hiding away details” with the purpose of “reducing details so programmers can focus on a few concepts at a time” (quotes taken from Wikipedia). How can we, are we asking thus, evaluate what is hidden away? We found that the introduction of MDE abstractions is not happening at the mere technical level, but happens within a complex ecosystem of different people working in different roles. An empirical study of MDE should thus mind the ecosystem.

Given that abstraction is about hiding away details, often people working with these abstraction are not aware of what has been hidden themselves. We found that interviewing recent adopters of MDE technology provide a unique window of opportunity onto people who can compare how work has been done before and after an abstraction’s introduction. We also found it helpful to ask participant to focus on concrete examples, such as “most recent bug report” or “people you talked to last week,” in order to learn about their actual work experience.

These lessons learned are obviously based on a single case study only, however we hope that they might serve as the base for a discussion at the EESMOD workshop of how to best study “that what is hidden away,” i.e., abstractions.
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ABSTRACT
We present the results of a controlled experiment aimed to investigate whether the source code comprehension increases when participants are provided with UML class and sequence diagrams produced in the software design phase. The experiment has been conducted with Master students in Computer Science at the University of Salerno. The data analysis shows that the participants significantly better comprehend source code when it is added with class and sequence diagrams together.

Categories and Subject Descriptors: D.2.0 [Software Engineering]: General
General Terms: Experimentation, Measurement
Keywords: Comprehension, Controlled Experiment, UML

1. INTRODUCTION
Nowadays the documentation of object oriented software systems contains several UML (Unified Modeling Language) diagrams [16]. The wide diffusion of the UML is due to the number of visual notations it offers to write system blueprints, including conceptual (e.g., business processes and system functions) and concrete items (e.g., programming language statements, database schema, and reusable software components) [10].

The assessment of the benefits deriving from the use of the UML in all the phases of the software life cycle is relevant for the software engineering community as shown by the number of empirical studies in terms of controlled experiments and case studies available in the literature [4]. Although a number of studies have been conducted on the UML, only a few of them have been carried out to assess whether the use of UML models produced in the design phase improves source code comprehension [4].

In this paper, we present the results of a controlled experiment conducted with last year Master students in Computer Science at the University of Salerno. We analyze whether the participants achieved an improved comprehension of source code when it is added with UML class and sequence diagrams produced in the design phase. The control group is represented by the participants who performed comprehension tasks with source code alone, while the treatment group is constituted by the participants who performed the comprehension tasks class and sequence diagrams together.

The remainder of the paper is organized as follows. The design of the experiment is presented in Section 2, while we present and discuss the achieved results in Section 3. The threats that may affect the validity of the results are highlighted in Section 4. In Section 5, we discuss related work. Final remarks and future work conclude.

2. CONTROLLED EXPERIMENT
The planning and the design of the experiment is reported in this section. We followed the template for experimentation in software engineering suggested in [21]. For replication purposes, we made available on the web an experimental package and the raw data.

2.1 Definition
Applying the Goal Question Metric (GQM) paradigm [2], the goal of the experiment can be defined as follows: Analyze the use of UML class and sequence diagrams produced in the design phase for the purpose of evaluating them with respect to their support in the comprehension of source code from the point of view of the researcher, in the context of students in Computer Science, and from the point of view of the project manager, in the context of junior programmers.

2.2 Planning
2.2.1 Context
Participants were last year students enrolled to a Master program in Computer Science at the University of Salerno. They can be considered not far from novice software engineers or junior programmers [5].

The participants to the experiment (UniSa from here on) were all graduate students with basic software engineering knowledge. They had knowledge of requirements engineering, high and low level design of object oriented software

1www.scienzemfn.unisa.it/scanniello/SC_UML_Exp1/
systems based on the UML, software development, and software maintenance. The students were asked to accomplish the experiment as an optional activity of an Advanced Software Engineering course of the Master program in Computer Science at the University of Salerno.

There were 16 participants, who were not graded on the comprehension results achieved in the experiment. We asked the participants to perform the tasks based on the experimental objects individually and in a professional way to get one point more to the final mark.

We used two systems for managing: (i) the sales of a music shop (i.e., Music Shop) and (ii) the reservation of theater tickets (i.e., Theater Ticket Reservation). The systems Music Shop and Theater Ticket Reservation were developed by students of the Master program in Computer Science at the University of Basilicata as the laboratory activity of an Advanced Object Oriented Programming course. These systems never underwent maintenance operations.

The experimental objects used were selected within these systems. The selection was guided keeping in mind a trade-off between the complexity and the relevance of the implemented functionality. The effort to perform comprehension tasks (about 1 hour) on these objects was another criterion used. For Music Shop, we selected a chunk of 463 LOCs (S1 from here on). For the second system, we selected a chunk of 378 LOCs (S2 from here on). As far as S1 is concerned, the class diagram contained: 6 classes, 27 attributes, and 45 methods; while the sequence diagram: 1 actor, 5 objects, and 11 messages. For S2, the class diagram contained: 5 classes, 22 attributes, and 36 methods; while the sequence diagram: 1 actor, 5 objects, and 9 messages. S1 and S2 were small enough to fit the time constraints of the experiment though realistic for small maintenance operations that a novice software engineer or junior programmer perform within a software company [20].

2.2.2 Hypothesis Formulation and Selected Variables

We defined and tested the following null hypothesis:

\[ H_{n0} \text{ The presence of UML class and sequence diagrams does not significantly improve the comprehension of source code.} \]

The alternative hypothesis (i.e., \( H_{a0} \)) can be easily derived because it admits a positive effect of UML class and sequence diagrams on source code comprehension.

To test the hypothesis above, we considered the independent variable (also named main factor) \( \text{Method} \). It is a nominal variable that can assume two values: \( \text{NO}_\text{Mo} \) (source code alone) and \( \text{Mo} \) (source code added with UML diagrams).

To quantitatively evaluate the comprehension achieved by the participants on the source code, we asked them to fill out a comprehension questionnaire for each experimental object. These questionnaires consisted of 15 multiple choice questions, each admitting the same number of possible answers with only one correct. Then, we defined and used the following dependent variable:

\[ \text{Comprehension: the number of correct answers provided by the participant.} \]

2.2.3 Experiment Design

We adopted the within-participant counterbalanced experimental design. It is shown in Table 1: each participant worked on S1 and S2 using either Mo or NO_Mo. The students were randomly assigned to each group: A, B, C, and D. Each group contained 4 students.

We also analyzed the effect of:

- **System**: Differences in the experimental objects (e.g., complexity and domain) could affect the comprehension of the participants.

- **Order of Method**: The order in which the participants performed the laboratory runs may bias the results.

2.2.4 Execution of the Experiment

**Pilot**. A pilot experiment was conducted to evaluate possible issues related to the experimental material. The participants to the pilot were 2 Bachelor students in Computer Science at the University of Basilicata. The results indicated that 2 hours were sufficient to accomplish the experiment. The pilot results allow identifying minor issues in the experimental material. These issues were properly fixed before the experiment.

**Experiment Execution**. The experiments were organized in three phases. In the first phase the participants attended an introductory lesson on how to execute the comprehension tasks. The participants were informed of the pedagogical purpose of the experiment. Details on the experimental hypotheses were not given.

The second and third phases were sequentially performed in the same day. In the second phase, the participants were asked to accomplish the comprehension tasks according to the adopted design in the two subsequent laboratory runs. Each participant was provided with the following material:

- Handouts of the introductory presentation.
- For each object, we provided the participants with the source code. Depending on the task, we also furnished the UML diagrams. A printout of the associated comprehension questionnaire was also given. The material for the second laboratory run was given to the participants only when they accomplished the first run.
- A post-experiment survey questionnaire used to gain enough insight to strengthen and explain the results of each experiment. The post-experiment survey questionnaire was filled out at the end of the second task and collected by the supervisors together with the material of the second task.
• Some sheets of paper and a pencil.

The post-experiment survey questionnaire was defined to get indications about the overall quality of the provided material, the perceived usefulness of the models, the clarity of the experimental objects, and the goals of the experiment. The used post-experiment survey questionnaire is shown in Table 2.

2.3 Analysis Procedure
We used the non-parametric Wilcoxon test to assess the effect of method (i.e., accept the H0). This test was also used in all the cases paired analyses were required (e.g., to study the effect of System). In case of unpaired analysis, we chose the Mann-Whitney U exact test. We employed these non parametric tests due to the sample size and (in some cases) the non-normality of the distributions.

Statistical tests check the presence of statistical significant differences, but they do not provide any information about the magnitude of such a difference. We then used the point-biserial correlation r because is the best way to compute the magnitude of the difference when a Wilcoxon test is used [14]. The r value is computed a $\sqrt{Z^2/N}$, where Z is returned by the Wilcoxon test and N is the sample size. In the empirical software engineering fields [18], the magnitude of the effect sizes measured using the point-biserial correlation is classified as follows: small (0 to 0.193), medium (0.193 to 0.456), and large (0.456 to 0.868).

Further, to analyze the probability that a statistical test will reject a null hypothesis when it is actually false, we analyzed the statistical power of the tests performed. A value close to 0.80 is considered as a standard for the adequacy [13].

To test the effect of Order of Method, we used a method similar to the one suggested by Briand et al. in [3]. Let be: $Diff(NO_{Mo})$ the differences for the Comprehension values achieved by the participants, who (according to the experimental design) performed the tasks with NO_Mo first and then with Mo; $Diff(Mo)$ the differences for the Comprehension values achieved by the participants, who performed the tasks with Mo first and then with NO_Mo. We applied the non-parametric Mann-Whitney U exact test to verify $H_0$: $Diff(NO_{Mo}) > Diff(Mo)$.

For all the performed statistical tests, we decided to accept a probability of 5% of committing a Type-I-Error [21].

To investigate the effect of System, we applied the Bonferroni correction [8], [9]. In particular, we used two tests to analyze whether the effect of System is statistically significant. Then, the p-values have to be less than $\alpha_{corr} = \frac{0.050}{2} = 0.025$.

To graphically show the answers of the post-experiment survey questionnaire, we adopted boxplots. These are widely employed since they provide a quick visual representation to summarize data [9].

3. ANALYSIS AND RESULTS
Some descriptive statistics (i.e., median, mean, and standard deviation) on the Comprehension dependent variable are shown in Table 3. The statistics are grouped by Method and System. These descriptive statistics show that the participants achieved a better comprehension when they accomplished the task with the UML diagrams. Furthermore, the participants achieved nearly the same comprehension on S1 and S2 both with Mo and NO_Mo.

3.1 Influence of Method
The results of the Wilcoxon test revealed that $H_0$ can be rejected (p-value < 0.01). The effect size is large (i.e., 0.62) and the statistical power is 0.91. An average improvement of 14% was achieved when the participants accomplished the comprehension task with the class and sequence diagrams.

The results of a paired analysis is reported in Table 4. The results show that the number of participants that benefited from the UML diagrams in the source code comprehension (Mo > NO_Mo) were 13 out of 16, while 2 were those who obtained a better comprehension using source code alone (Mo < NO_Mo). One participant out of 16 achieved the same comprehension using Mo and NO_Mo (Mo = NO_Mo), respectively. For each participant, we also computed the difference between the comprehension values he/she achieved with Mo and that achieved with NO_Mo (i.e., Mo − NO_Mo). This value is positive in case the participant achieved a better comprehension with Mo, otherwise negative. The difference is zero, when the same comprehension values was achieved by the participant using Mo and NO_Mo. Some descriptive statistics on Mo − NO_Mo are reported in Table 4. In particular, the average value is 1.31, while the median is 1. The minimum and maximum are -3.00 and 4.00, respectively. The standard deviation is 1.66.

3.2 Effect of co-factors
System - The Mann-Whitney test revealed that there was no significant effect of System. When using Mo and NO_Mo, the p-values are 1 and 0.87, respectively.

Order of Method - the Mann-Whitney test revealed that the order in which the participants performed the comprehension tasks was not statistically significant. These results indicated that the participants did not get a significantly

Table 2: Post-experiment Survey Questionnaire

<table>
<thead>
<tr>
<th>Id</th>
<th>Question</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>I had enough time to perform the tasks</td>
<td>(1-5)</td>
</tr>
<tr>
<td>Q2</td>
<td>The task objectives were perfectly clear to me</td>
<td></td>
</tr>
<tr>
<td>Q3</td>
<td>The tasks I performed were perfectly clear to me</td>
<td></td>
</tr>
<tr>
<td>Q4</td>
<td>Judge the difficulty of the task concerning the system Music Shop (i.e., S1)</td>
<td>(A-E)</td>
</tr>
<tr>
<td>Q5</td>
<td>Judge the difficulty of the task concerning the system Theatre Ticket Reservation (i.e., S2)</td>
<td></td>
</tr>
<tr>
<td>Q6</td>
<td>Using the UML class and sequence diagrams the comprehension of a software system is enhanced</td>
<td>(1-5)</td>
</tr>
</tbody>
</table>

1 = strongly agree; 2 = agree; 3 neutral; 4 = disagree; 5 = strongly disagree
A = very high; B = high; C = medium; D = low; E = very low
Table 3: Descriptive Statistics

<table>
<thead>
<tr>
<th>System</th>
<th>Observation</th>
<th>Mo</th>
<th>NO_Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>All</td>
<td>32</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>S1</td>
<td>16</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>S2</td>
<td>16</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 4: Analysis of the differences

<table>
<thead>
<tr>
<th>Mo &gt; NO_Mo</th>
<th>Mo &lt; NO_Mo</th>
<th>Mo = NO_Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>13/16</td>
<td>2/16</td>
<td>1/16</td>
</tr>
</tbody>
</table>

better comprehension of the source code when passing from the first task to the second one.

3.3 Further analysis

We also collected information on the time the participants spent to accomplish a comprehension task on source code. We then performed a further analysis on that information to complete the assessment on the affect of the UML class and sequence diagrams on the source code comprehension.

The Wilcoxon test revealed that there was no statistically significant difference in the completion time (i.e., the dependent variable) when using Mo and NO_Mo (p-value = 0.12). The hypothesis tested with this non parametric test was two-sided because we could not make any postulation on the effect of Method on completion time. Therefore, the combined use of UML class and sequence diagrams does not significantly affect the time the participants spent to comprehend source code. However, the descriptive statistics indicate that the participants on average spent more time when using Mo (mean = 30.06) with respect to NO_Mo (mean = 23). The median values are 27.5 for Mo and 20 for NO_Mo. Furthermore, the standard deviation for Mo is almost twice that of NO_Mo (i.e., 13.13 and 7.61, respectively).

The Mann-Whitney test revealed that there was not a significant effect of System on the observed results. The p-values are 0.53 and 0.79 when using Mo and NO_Mo, respectively. Furthermore, the effect of Order of Method was not statistically significant as well. The returned p-value was 0.37.

It is worth mentioning that the investigation on the completion time was not our primary goal here. This is because we confined the discussion on that dependent variable in this subsection.

3.4 The Results of the Post-experiment Survey Questionnaire

The boxplots reported in Figure 1 summarize the answers to the post-experiment survey questionnaire of UniSa. As the box of Q1 shows, the participants to experiment considered the time to conduct the experiment appropriate (the median is 1 and corresponds to strongly agree). They also clearly understood both the objectives and the tasks. The boxes of Q2 and Q3 show that the medians are 1 (strongly agree) and 2 (agree), respectively. A neutral judgment on the complexity of the experimental objects was given as the boxes of Q4 and Q5 show: both the medians are 3. As the box of Q6 shows, all the participants found the use of the UML effective for the comprehension of source code (the median is 2 and corresponds to agree).

4. THREATS TO VALIDITY

In the following subsections the threats that could affect the validity of the controlled experiments are presented. We use the schema proposed in [21].

4.1 Internal Validity

Internal validity concerns the degree to which conclusions can be drawn about the causal effect of the independent variables on the dependent variables.

Interaction with selection. This threat has been mitigated because each group of participants worked on different objects with Mo or NO_Mo on two comprehension tasks. Further, the participants had similar experience with UML, software system modeling, and computer programming.

Maturation. Participants might have learned how to improve their comprehension performances passing from the first task to the second one. The data analysis revealed that the order in which the participants performed the tasks did not significantly affect source code comprehension.

Diffusion or imitation of treatments. This threat concerns the information exchanged among the participants. The participants were monitored by the experiment supervisors, who did not allowed the participants to communicate each other.
4.2 External Validity
The main issue of the external validity refers to the possibility of generalizing the results.

Interaction of selection and treatment. The use of students may affect the external validity [5], [6], [17]. Threats are related to the representativeness of the participants as compared with professionals. Replications with this kind of participants are needed to confirm or contradict the achieved results.

Interaction of setting and treatment. It concerns the experimental objects used. The software systems on which the experimental objects were selected have never undergone maintenance operations. This may affect the source code comprehension. Also, the size and complexity of the objects may affect the validity of the results. However, larger and more complex tasks could excessively overload the participants, thus biasing the results. Using source code printout could have negatively affected the performance of the participants. It is worth noting that the use of a IDE should equally affect the comprehension of the participants both using and not using the diagrams.

4.3 Construct Validity
Construct validity concerns generalizing the results to the concepts behind the experiment. Some threats are related to the design of the experiments and to social factors.

Interaction of different treatments. The adopted design partially mitigated these threats.

Mono-method bias. Using one single dependent variable could bias the results. The adopted measure to quantitatively assess the comprehension is well known and widely used (e.g., [11], [15]).

Confounding constructs and level of construct. More levels than High and Low could be used in the classification of participants' ability. We are also aware that the use of a different measure to assess participants' ability could lead to different results. Also, the way to group the students into high and low experienced participants could represent another threat.

Evaluation apprehension. We mitigated this threat because the participants were not evaluated on the comprehension they achieved on the source code used in the experiment. The participants were not aware of the experimental hypotheses investigated.

Experimenters' expectations. We mitigated this threat formulating the questions of the comprehension questionnaires so conditioning their answers in favor of neither Mo nor NO-Mo. The post-experiment survey questionnaire was designed to capture the participants' perception on the experiment and the used material. The survey was intended to support and explain the quantitative results and was designed using standard approaches and scales [19].

4.4 Conclusion Validity
Conclusion validity concerns issues that may affect the ability of drawing a correct conclusion.

Reliability of measures. The used measure allowed us to assess in an objective way the comprehension level achieved by the participants on source code.

Random heterogeneity of participants. We drew fair samples and conducted our experiment with participants belonging to these samples. Another threat is related to the number of observations. Replications on a larger number of participants are required to confirm or contradict the results.

Fishing and the error rate. For UniSa the null hypothesis has been rejected with p-value less than 0.01 and 0.91 as the statistical power value.

5. RELATED WORK
We discuss the related literature concerning controlled experiments aimed at assessing the effect of using the UML in software maintenance and program comprehension. To get a deeper understanding on empirical evaluations on the models and forms used in the UML, a systematic literature review is available in [4].

Arisholm et al. [1] observe that the availability of documentation based on the UML may significantly improve the functional correctness of changes as well as the design quality when complex tasks have to be accomplished. Although this study and the one presented here have the same research goal (i.e., impact of UML documentation on software maintenance), a number of differences are present. The main difference is that we specifically focus on comprehension tasks, while the authors on modification tasks performed both on UML diagrams and source code.

Dzidek et al. [12] investigate on the costs and benefits in using the UML to maintain and evolve software systems. The authors conduct a controlled experiment with professional programmers. The results reveal that the use of the UML significantly impacts the functional correctness of the maintenance operations. Conversely, the UML use does not significantly affect the time to perform maintenance operations. The main difference with respect to our investigation is that the focus of the controlled experiment is not based on the comprehension of source code and the UML diagrams are different.

Gravino et al. [15] present a controlled experiment to assess whether UML models produced in the early phases of the development process (i.e., requirements elicitation and analysis phases) improve the comprehension of source code. The results reveal that the use of models does not significantly improve the comprehension of source code with respect to the use of source code alone. In some way, the study presented here and that highlighted in [15] go in the same direction: investigating whether or not the comprehensibility of the source code might improve when it is added with UML diagrams. The most remarkable difference between these papers is that here we consider UML diagrams produced in the design phase.
6. CONCLUSION AND FUTURE WORK
In this paper, we have presented the results of a controlled experiment to assess whether the comprehension of source code is affected when it is added with UML class and sequence diagrams produced in the design phase. The data analysis revealed that the participants benefited from the use of the UML diagrams. We used a controlled experiment because a number of confounding and uncontrollable factors could be present in real project settings. Controlled experiments are often conducted in the early steps of empirical investigations that take place over the years (e.g., [1], [7]).

Due to the results of the experiment, we plan to conduct industrial case studies in the future. This part of our research is still in progress and is the most challenging and complex. The results presented in the paper suggest the following future research directions:

1. It is possible that participants, who were provided with the UML diagrams, did not deeply analyzed the code because they believed that these diagrams provided adequate information to accomplish a comprehension task on source code. This point is interesting from the researcher perspective and then worthwhile being investigated.

2. It could be interesting to investigate the motivation guiding the software engineers in trusting software models and how they select them to accomplish their tasks. It will be then worth analyzing how software engineers choose the information to perform comprehension tasks.
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ABSTRACT
Class diagrams play an important role in software development. However, in some cases, these diagrams contain a lot of information. This makes it hard for software maintainers to use them to understand a system. In this paper, we aim to discover how to simplify class diagrams in a such way that they make systems easier to understand. To this end, we performed a survey to analyze what type of information software developers find important to include or exclude in order to simplify a class diagram. This survey involved 32 software developers with 75% of the participants having more than 5 years of experience with class diagrams. As the result, we found that the important elements in a class diagram are class relationship, meaningful class names and class properties. We also found that information that should be excluded in a simplified class diagram is GUI related information, private and protected operations, helper classes and library classes. In this survey we also tried to discover what types of features are needed for class diagram simplification tools.
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1. INTRODUCTION
The UML class diagram is one of the valuable artefacts in software development and software maintenance that describes the static structure of programs at a higher level of abstraction than source code [9]. The UML models, which are usually created during the design phase, are often poorly kept up to date during the realization and maintenance phase. As the implementation evolves, correspondence between design and implementation degrades from its initial design [10]. Reverse engineering is one of the techniques used to uncover a software design after the implementation phase. Reverse engineering is the process of analyzing the source code of a system to identify its components and their interrelationships and create design representations of the system at a higher level of abstraction [4]. However, (the) class diagrams resulting from reverse engineering sometimes suffer from too much details. In particular, reverse engineered class diagrams are typically a detailed representation of the underlying source code, which makes it hard for the software engineer to understand what the key elements in the software structure are [11]. Although several Computer Aided Software Engineering (CASE) tools have options to leave out several properties in a class diagram, they are unable to automatically identify classes and information that are not useful or less important. As part of a recent study, Fernández-Sáez et al. [8] found that developers experience more difficulties in finding information in reverse engineered diagrams than in forward designed diagrams and also find the level of detail in forward designed diagrams more appropriate than in reverse engineered diagrams. A good representation of a class diagram by showing the crucial information of a system is needed, especially when new programmers want to join a development group; they need a starting point in order to understand the whole project. Tools support during maintenance, re-engineering or re-architecting activities have become important to decrease the time software personnel spend on manual source code analysis and help to focus attention on important program understanding issues [2].

This paper aims to find out how to simplify a UML class diagram by leaving out unnecessary information without affecting the developer’s understanding of the entire system. To this end, we have conducted a survey to gather information from software developers about what type of information they focus on. We have prepared a questionnaire that consists of 15 questions which are divided into 3 parts in order to discover this information. In total, 32 software developers from the Netherlands that participated in this survey. The paper is structured as follows. Section 2 discusses related works and followed by Section 3 that describes the survey methodology. Section 4 describes the result and findings. We discuss our findings in Section 5 and Section 6 suggests future work. This is followed by our conclusion in Section 7.
2. RELATED WORKS
In this section, we discuss several studies that are slightly related. Yusuf et al. [15] did a study about assessing the comprehension of UML Class diagrams via eye tracking. Their goal was to obtain an understanding of how human subjects use different types of information in UML class diagrams in performing their tasks. They found that experts tend to use such things as stereotype information, coloring, and layout to facilitate more efficient exploration and navigation of class diagrams. Also, experts tend to navigate from the center of the diagram to the edges whereas novices tend to navigate from top-to-bottom and left-to-right.

Egyed [6] described an approach for automated abstraction that allows designers to ‘zoom out’ on class diagrams to investigate and reason about their bigger picture. This approach was based on a large number of abstraction rules and, when used together, it can abstract complex class structures quickly. A part of the abstraction rules are semantic rules that look at the semantic properties of classes and relationships which makes it possible to eliminate a helper class and derive a (slightly) more abstract class diagram. In total, the article provides 121 rules to abstract a class diagram. They validated their abstraction technique and its rules on numerous third-party applications and models with up to several hundred model elements.

Bassil et al. [1] conducted a survey study about software visualization (SV) tools. This study addresses various functional, practical, cognitive and code analysis aspects that users may be looking for in SV tools. They found that functional aspects such as searching and browsing, use of colors, and easy access from the symbol list to the corresponding source code were rated as the most essential aspects. Also hierarchical representations and navigation across hierarchies were strongly desired.

3. SURVEY METHODOLOGY
In this section, we describe i) The questionnaire design; and ii) The experiment description.

3.1 Questionnaire Design
The questionnaire was organized into three parts i.e. Part A, B and C. In total, there were 15 questions. For this survey, we organized the questionnaire by dividing this questionnaire into two different sets of questions. Both sets of questions had the same questions for Part A and C. However, we differentiated the questions in Part B. The questionnaire can be found at [12].

3.1.1 Part A: Personal Questions
Part A consisted of six questions. Questions one to four were intended to access respondents background information. In questions five and six, we wanted to discover the respondents’ preferences of software artefacts (i.e. UML, Source code) for understanding a system.

3.1.2 Part B: Practical Problems
This part contained three questions. Each of these questions included of a class diagram. In this part the respondents’ were required to mark information that can be left out of the provided class diagram without affecting their understanding of the system. The class diagrams that were used in this survey are the following:

1. Automated Teller Machine (ATM) simulation system [3]: This fully functional system has a class design and complete implementation source code. The complete software documents based on UML that were provided consists of 22 design classes. We reverse engineered the design of this system for this study.

2. Pacman Game [5]: Pacman’s Perilous Predicament is a turn based implementation on the classic Pacman arcade game. The amount of classes in the source code in this system is 17 while only 15 classes are stated in the class diagram design. Both forward and reverse engineered designs were used in this survey.

3. Library System [7]: Library System is a system that enables a user to borrow a book from a library. This complete system consists of 24 classes in the source code. The reverse engineered design was used for this survey.

Enterprise Architect version 7.5 were used as a tool to reverse engineered the source codes to produce class diagrams. The questionnaire included diagrams with different Level of Detail (LoD). In set A, ATM system in MLoD and Library System in HLoD were used and in set B, ATM system in HLoD and Library System in MLoD were used. Different LoD were used to simulate different types of detail that are used in a class diagrams. We also used different sources of class diagram by setting Forward Design Class Diagram and Reverse Engineered Class Diagram to simulate the different flavours of class diagrams that exist in the software industry. In HLoD class diagrams, all class diagram elements i.e.classes, attributes, types of attributes, operations, operations’ return types, parameters in operations and relationship are presented. In MLoD, all elements in the class diagram are shown except Types of attributes and Parameters in operations.

3.1.3 Part C: (Class Diagram) Indicators for Class Inclusion
This part consisted of six open-ended questions. The aim of these questions was to discover which information is needed in a class diagram and which type of information may be left out.

3.2 Experiment Description
The experiment was conducted on 6th of June 2012 at Leiden Institute of Advanced Computer Science (LIACS), Leiden. The participants of this survey were software developers from all over the Netherlands. In total, there were 32 respondents and all of them were members of a software developer community called Devnology. The participants had to answer every question and were free to ask any question during the questionnaire session. The time given to answer those questions was 60 minutes and all participants answered the questions in one session.
4. RESULTS AND FINDINGS

In this section, we present our results and analysis of the answers given by the respondents. The complete responses of this questionnaire can be found at [13] and the full analysis can be found at [14]. This section is divided into three parts which presents our analysis for this questionnaire.

4.1 Part A: Personal Questions

This part presents the results and analysis of the respondents’ background and their preference of software artefacts (UML or Source Code) for understanding a system.

4.1.1 Background of the Respondents

The questions to access the respondents’ background are the following:

- Question A1: What is your role at the moment?
- Question A2: How many year(s) of experience do you have in working with class diagrams?
- Question A3: Where did you learn about UML?
- Question A4: How do you rate your own skills in creating, modifying and understanding a class diagram?
- Question A5: Indicate whether you (dis)like to look at UML models for understanding a system.
- Question A6: Indicate whether you (dis)like to look at source code for understanding a system.

In terms of the respondent’s role, 81% of the respondents are programmers. 50% of the respondents are software architects and 28% of the respondents are software designers. This shows that the majority of the respondents are involved in the design and implementation phases in software development. 14 out of 26 programmers (54%) are also software architects or software designers. For the respondents’ experience in class diagrams, we found that 50% of the respondents have experience with class diagrams for more than 10 years. The results also show that 75% of the respondents have experience with class diagrams for more than 5 years. In term of UML knowledge, 47% of the respondents had learned about UML in Polytechnic or University and 25% have taken professional training to learn UML. Meanwhile, 38% of the respondents learned UML by themselves and 19% learned from their colleague(s) or from industrial practice. There were no participants that answered ‘No’. This shows that all participants of this survey have knowledge of UML. For the respondent’s skills in class diagrams, we found that 50% of the respondents have average and good skills on creating, modifying and understanding a class diagram.

4.1.2 Respondents’ Preference of Software Artefacts

The questions to discover the respondent’s preference of software artefacts are the following:

- Question A5: Indicate whether you (dis)like to look at source code for understanding a system?
- Question A6: Indicate whether you (dis)like to look at UML models for understanding a system?

The results shown in Figure 1 indicate that there are not much differences between Like or Dislike of Source code versus UML design. We further investigated this result by separating this and present it according to the role of the respondents, specifically programmer, software architect, and software programmer. The results show that the programmers are a bit more positive about source code than UML but the difference is not significant. It was quite a surprise to see that a lot of software designers like using source code more than UML to understand a system. The same for the software architects, they like using source code more than UML to understand a system.

4.2 Part B: Practical Problems

The results of this part were analysed by combining the answers based on the following categories: attribute, operation, class, relationship, inheritance and package.

4.2.1 Category 1: Attribute

In the attribute category we divided this category into two subcategories: Properties and Type of Attribute. We divided the properties subcategory in three elements: Protected, Public and Private. We also divided the type of attribute subcategory into three elements: No primitive type, GUI related, and Constant. The results show that 25% of the respondents chose not to include the GUI related attributes. 19% of the respondents like to leave out Protected and Constant types of attributes. 13% of respondents proposed to leave out protected attributes.

4.2.2 Category 2: Operation

The operation category is divided into two subcategories namely Properties and Type. The Properties subcategory consists of four elements and these are Private, Protected, Public and Return Type. The Type subcategory also consists of four elements and these are Event Handler, General Function, Getters/Setters and Constructor. For the constructor element, we divided this element into 2 groups and these are With Parameter and Without Parameter because the respondents seem to differentiate this information. The results show that 25% of the respondents chose to exclude constructors without parameters. Nevertheless, 16% of the respondents suggested that all constructors should be left out in a class diagram. For getters and setters, 19% of the respondents suggested that these operations should be excluded. 9% of the respondents mentioned that General
Table 1: Keywords on Types of Information to Understand a System

Functions should not be included in a class diagram because these functions are commonly used and well-known to programmers. Event Handlers were chosen to be excluded from a class diagram by 6% of the respondents.

4.2.3 Category 3: Class

The class category is divided into two subcategories which are Type of Class and Role. The type of class subcategory consists of Interface, Enumeration, and Abstract elements while the role subcategory consists of five elements which are Console, Listener, Input/Support Classes, Log, and GUI Related. In Type of Class, 38% of the respondents chose not to include Enumeration classes. This is followed by interface classes with 19% and 13% suggested that Abstract classes should not be included in simplified class diagrams. The Role subcategory results show that half of the respondents suggested that GUI related classes and classes for logging tasks should be left out in order to simplify a class diagram. The respondents suggested eliminating these classes because without these classes you can still understand the system. The input function is a class that is used to take the input from the interface or device. 21% of the respondents indicated that this type of class should not be included.

4.2.4 Category 4: Package

In the package category, there is only one subcategory which is Separation of Class Diagram. In the Library System class diagram, there were 4 respondents that drew several lines to separate the GUI related classes. They suggested that the class diagram should be separated into two different diagrams. This means that they wanted to keep the GUI related classes and classes created for the system separated.

4.3 Part C: Class Diagram Indicators for Class Inclusion/Exclusion

The analysis for this part was done by observing the answers from the respondents and creating several keywords to categorize these answers.

4.3.1 Type of Information in Class Diagrams for Understanding a Software System

The respondents were asked the following question: ‘In software documentation, particularly in class diagrams, what type of information do you look for to understand a software system?’ In this question, we were expecting to get the type of information that the respondents look for to understand a system. Based on the answers, we created several keywords and categories as shown in Table 1. In Figure 2, the results show that class relationship is the most important information in a class diagram that the respondents searched for understanding a class diagram. 81% of the respondents mentioned this. 59% of the respondents searched for class Role and Responsibility (RnR) such as meaningful class names, class functionality and behaviour, class properties and so on. About 44% of the respondents were looking at class properties such as attributes, operations, class interfaces and so on. This follows with 34% of the respondents that were looking at the high level abstraction of the class diagram for example design concepts, design patterns and class overviews.

4.3.2 Type of Information that Can be Left out

For type of information that can be left out, the respondents need to answer the following question: ‘In a class diagram, what type of information do you think can be left out without affecting your understanding of a system?’ This question is divided into four sections which are: Classes, Operations, Relationships, and Others. In the section of classes, almost half of the respondents (44%) suggested that helper classes should not be included in a class diagram. A quarter of the respondents (25%) did not want library classes to appear in a class diagram. These library classes could make
In the section of Operations, the results (Figure 3) show that 66% of the respondents chose to exclude private operations in a class diagram. 56% of the respondents mentioned that constructors and destructors are not needed in a class diagram in order to understand a system while only 9% of the respondents mentioned that they do not need constructors without parameters. 41% of the respondents mentioned that protected operations should be excluded from a class diagram. In section Relationship, multiplicity is what most respondents mentioned that is not needed in a class diagram. However, only 6% of the respondents mentioned this, which is a quite low percentage. 3% of the respondents do not need any Labels (or roles of the relationships), Self Relations and References in a class diagram. In section Other(s), 9% of the respondents said that private fields should not be included in a class diagram. Only 3% of the respondents suggested technical, duplicates and UI information not to be included in a class diagram.

4.3.3 The Criteria to Indicate Important Classes in a Class Diagram

The respondents were asked about ‘What criteria do you think indicate that a class (in a class diagram) is important for understanding a system?’ This question tried to discover the criteria to indicate important classes in a class diagram. As the results, 38% of respondents think that the relationship is the most important criterion in a class diagram which also align with our results in question C1. 16% of the respondents think that meaningful class names, Business or domain value, and the position of class are the important criteria in a class diagram. This result shows that RnR and the meaning of a class play a role in understanding a class diagram. Some respondents preferred to search for the position of the class and most of them mentioned that the middle of a class diagram should contain the important classes.

4.3.4 Type of Relationships that the Respondents Look at First

The respondents were asked the following question: ‘If you try to understand a class diagram, which relationships do you look at first?’ In this question, we aimed to find out what type of relationship the respondents look at first and three types of relationships were provided as example answers. We found that it is quite biased because most of the answers only mentioned about these types of relationships. None of the respondents answered other types of relationships such as composition, aggregation, and realization. The results shows that 41% of the respondents like to search for association relationships first while 19% search for Dependency relationships. Only 9% searched for inheritance relationships.

4.3.5 Features/functions Expected in a Class Diagram Simplification Tool

The respondents were asked the following question: ‘If there is a tool for simplifying class diagrams (e.g. obtained from reverse engineering), what features/functions would you expect from such a tool?’ In this question, we tried to discover what kind of features the respondents are looking for if there is a tool which could simplify a class diagram. The results show that the respondents mainly want a tool that can hide/unhide information. The other feature that relates to this is the drill up/down feature because when you are drilling up, the amount of information of a class diagram will be less and vice versa. 16% of the respondents wanted to see more information about a class by hovering over a class in a class diagram for example. Another feature that many respondents wanted (13% of the respondents) is the changeable layout of the class diagram in which the navigation can be improved.

5. DISCUSSION

In this section we discuss the results and findings presented in the previous section.

5.1 Respondents Background

In Part A, we have accessed the information about the respondents’ skills and experiences in UML particularly in class diagrams. All of the respondents have knowledge in UML with 75% of the respondents have more than 5 years of experience in class diagrams where 50% of the respondents have experience for more than 10 years. In terms of respondent skills in class diagrams, we found that over 90% of the respondents have at least average skills in creating, modifying and understanding class diagrams. For the respondents preference of software artefacts, the results show that there is no significant difference between the usage of source code and class diagrams in order to understand a system. However, we found that most of the software architects and software designers prefer source code over class diagrams to understand a system. A reason for this result could be that they have a good knowledge of programming or they have other techniques other than UML.

5.2 Class Properties

Relationships in a class diagram are considered the important elements to show the structure of classes in a class diagram. Most of the respondents in this survey looked at the association relationship first. This shows that the association relationship is important in class diagrams. However, we found this result not really accurate since the respondents only gave the answer within the examples given in the question. In this survey, we found that most of the respondents suggested leaving out or separating the GUI related information from the class diagrams. The respondents focus more on class diagram information that is created by the programmer or software designer. The GUI related information exists in source code when a developer used GUI libraries provided by Rapid Application Development (RAD) tools such as Visual Basic. In terms of class operations, most of the respondents suggested to leave out the private and protected type of operations. These types of operations are only used for internal classes and member classes for protected operations. We also discovered that constructor/destructor operations should not appear in simplified class diagrams. Particularly in Part B, we found that most of the respondents suggested that constructors without parameters should be excluded.
5.3 Class Role and Responsibility (RnR)
One of our useful discoveries in this study is the importance of
the class RnR in a class diagram. Class RnR based on
classes', operations' and attributes' name; are important be-
cause from our observation the respondents seemed to try
to understand a system based on class RnR. By using this
information, they can get an overall idea on how a system
works and get some hints of the functionalities of classes in a
class diagram. In this survey we also discovered that classes
that should be left out in a class diagram are helper classes,
library classes and interfaces classes. Most of the respon-
dents suggested leaving out helper classes. Nevertheless, it
is not easy to automatically identify helper classes based on
the class name or other information because it only can be
identified manually and the results are different based on
the software developer’s experience.

5.4 Class Diagram Simplification Tool
Features
From this survey, we found out that most of the respon-
dents need tools for simplifying a class diagram that can
Hide/Unhide information and Drill up and down a class di-
agram. With this feature they can use the tools to under-
stand the system in general by leaving out the details and
they can get more information when they want to modify the
system.

6. FUTURE WORK
This study was an early experiment on how to simplify a
class diagram and we see a number of ways to extend this
work. In this study, we have discovered information that
should be left out to simplify a class diagram. By using this
information, a simplified class diagram could be produced.
We propose to validate the resulting class diagram by using
an industrial case study and discover the suitability of the
simplified class diagram for the practical usage. Also from
this result, we found that class role and responsibility are
one of the important indicators in a class diagram. The
role and responsibility of a class are detected by using the
class names, operations names and attributes names. We
would like to suggest a study on names (class, operation
and attribute) that the software developers find important
or meaningful in order to understand a system.

7. CONCLUSION
This study presented a survey on how to simplify a class di-
agram without affecting their understanding of a system. In
particular, the questions in this survey were about the infor-
mation that should be left out from a class diagram and also
what kind of important information should remain. 32 soft-
ware developers from the Netherlands participated in this
survey. The most important element in a class diagram is
the class relationship. In this survey we discovered that most
of the respondents search for class roles and responsibility in
order to get high-level understanding how a system works.
This means, meaningful class names, operation names and
attribute names are important to show the functionality or
responsibility of a system. To simplify a class diagram, most
of the respondents chose to exclude GUI related information
and also library classes. This shows that most of the soft-
ware developers only need the information about the classes
that are created or designed. Most of the respondents also
mention that helper classes should be excluded to simplify
a diagram. However, it is not easy to automatically identify
a helper class. Private, Protected and Constructor (without
parameter) are types of operations that may be left out in
order to simplify a class diagram. Although we are aware
research on validation of our approach needs to be done,
we found several useful indicators that could be used in the
future for class diagram simplification.

8. ACKNOWLEDGEMENTS
We would like to thank all the participants from the Devnol-
dogy community.

9. REFERENCES
Making the Case for Measuring Mental Effort

Stefan Zugal  
University of Innsbruck  
Technikerstraße 21a  
6020 Innsbruck, Austria  
stefan.zugal@uibk.ac.at

Jakob Pinggera  
University of Innsbruck  
Technikerstraße 21a  
6020 Innsbruck, Austria  
jakob.pinggera@uibk.ac.at

Hajo Reijers  
Eindhoven University of Technology  
PO Box 513  
NL-5600 MB Eindhoven, The Netherlands  
h.a.reijers@tue.nl

Manfred Reichert  
Universität Ulm  
Building O27, James-Franck-Ring  
89069 Ulm, Germany  
manfred.reichert@uni-ulm.de

Barbara Weber  
University of Innsbruck  
Technikerstraße 21a  
6020 Innsbruck, Austria  
barbara.weber@uibk.ac.at

ABSTRACT
To empirically investigate conceptual modeling languages, subjects are typically confronted with experimental tasks, such as the creation, modification or understanding of conceptual models. Thereby, accuracy, i.e., the amount of correctly performed tasks divided by the number of total tasks, is usually used to assess performance. Even though accuracy is widely adopted, it is connected to two often overlooked problems. First, accuracy is a rather insensitive measure. Second, for tasks of low complexity, the measurement of accuracy may be distorted by peculiarities of the human mind. In order to tackle these problems, we propose to additionally assess the subject’s mental effort, i.e., the mental resources required to perform a task. In particular, we show how aforementioned problems connected to accuracy can be resolved, that mental effort is a valid measure of performance and how mental effort can easily be assessed in empirical research.

Categories and Subject Descriptors
G.3 [Probability and Statistics]: Experimental design

General Terms
Experimentation, Human Factors, Measurement

1. INTRODUCTION
Over the years, numerous conceptual modeling languages and associated modeling tools have been proposed [15]. In order to allow for an objective discrimination whether new proposals come along with improvements, the adoption of empirical software engineering has been advocated [4, 26]. Certainly, empirical research has been shown to be suitable for putting discussions on an objective basis. Still, in order to contribute to truly objective results, a valid experimental setup, as well as valid measurement methods are indispensable—slightest changes in the design might lead to fundamentally different outcomes [12].

In this work, we focus on empirical research that involves human activities, such as the creation, modification and understanding of conceptual models. Therein, various methods have been applied to identify differences. In particular, researchers have used modeling tasks [20], modification tasks [7] and sets of questions [5] to assess performance of conceptual modeling languages. In order to measure the outcome of tasks, typically accuracy and duration are analyzed (cf. [5, 7, 11, 20, 28]). Accuracy thereby refers to the percentage of correctly performed tasks, whereas duration refers to how long a subject required to perform a task. Even though accuracy is well-established and widely adopted, it is connected to two often overlooked problems. First, in order to identify differences with respect to accuracy, subjects need to commit errors. Hence, subtle differences that may be relevant, but do not lead to errors, cannot be identified (e.g., slight improvement of comprehensibility). Second, it has been shown that for tasks that are easy, humans tend to make mistakes that are actually not caused by the modeling notation, but are rather the result of peculiarities of the human mind [10]. In order to overcome these problems and to improve validity of the collected data, we propose to additionally assess the subject’s mental effort, i.e., the mental resources required for performing the task. We would like to stress that we do not propose replacing accuracy and duration, but rather using mental effort as an additional perspective that potentially provides further insights. The contribution of this paper is twofold. First, we argue for measuring mental effort on the basis of literature. Second, we will substantiate our claims with experiences drawn from own experiments.

∗This research is supported by Austrian Science Fund (FWF): P23699-N23
The remainder of this paper is structured as follows. Section 2 discusses problems related to accuracy and how to address them using mental effort. Insights from experiments making use of mental effort are presented in Section 3 and afterwards discussed in Section 4. Section 5 presents related work and Section 6 concludes with a summary.

2. MEASURING MENTAL EFFORT

In the following we start by discussing the previously described problems in more detail. Then, we introduce mental effort to address the aforementioned problems.

Problems Concerning Accuracy. In the introduction, we briefly mentioned that accuracy is of rather low sensitivity and potentially incorrect for tasks of low complexity. Issues regarding the sensitivity become clear when looking at the definition of accuracy. Usually, accuracy is defined to be the ratio of correctly performed tasks (e.g., correct answers) divided by the number of all performed tasks (e.g., total amount of questions). In other words, subjects have to commit mistakes in order to obtain a lower accuracy. If a task performed in the course of an experiment is not difficult enough to provoke errors, no differences can be observed with respect to accuracy, also known as ceiling effect [25]. Likewise, if differences between experimental tasks are not large enough, no differences can be observed.

In addition, for tasks of low complexity a further problem arises—it has been recognized that for such tasks subjects tend to commit more careless mistakes. In [10], this phenomenon is explained by Dual-Process Theory [22]. Roughly speaking, this theory postulates that the human brain consists of two systems, S1 and S2. S1 processes are characterized as being fast, unconscious and effortless. S2 processes, in contrast, are slow, conscious and effortful. In addition, S2 serves as monitor of the fast automatic responses of S1. Apparently, in certain situations, S1 comes up with a fast response and S2 does not intervene—leading to answers that are fast but incorrect. Hence, for tasks of low complexity, it may be the case that accuracy does not reflect the task’s difficulty, but rather this peculiarity of the human mind.

Up to now we have discussed problems associated with measuring accuracy, i.e., low sensitivity and potential problems when assessing accuracy for tasks of low complexity. In the following, we introduce the concept of mental effort and illustrate how it can be used to overcome these problems.

Measuring Mental Effort. In general, the human brain can be seen as a “truly generic problem solver” [24]. Within the human brain, cognitive psychology differentiates between working memory that contains information currently being processed, as well as long-term memory in which information can be stored for a long period of time [17]. Most severe, and thus of high interest, are limitations of the working memory. As reported in [2], working memory cannot hold more than about seven items at the same time. The amount of working memory currently used is thereby referred to as mental effort. The importance of the working memory has been recognized and led to the development and establishment of Cognitive Load Theory, meanwhile widespread and empirically validated in numerous studies [3]. To measure mental effort, various techniques, such as rating scales, pupillary responses or heart-rate variability are available [17]. Especially rating scales, i.e., self-rating mental effort, has been shown to reliably measure mental effort and is thus widely adopted [9, 17]. Furthermore, this kind of measurement can easily be applied, e.g., by using 7-point rating scales. For instance, in [13] mental effort was assessed using a 7-point rating scale, ranging from (1) very easy to (7) very hard for the question “How difficult was it for you to learn about lightning from the presentation you just saw?”.

In the context of conceptual models, mental effort is of interest as it appears to be connected to performance, e.g., properly answering questions about a model. In general, it is known that errors are more likely to occur when the working memory’s limits are exceeded [23]. Similarly, in [14] it is argued that higher mental effort is in general associated with lower understanding of models.

Based on these insights, we argue that mental effort is connected to performance, i.e., accuracy and duration. In contrast to accuracy, however, subtle differences can presumably be observed. In particular, for cases where mental effort is well within the working memory’s limits and thus does not provoke a significant amount of errors, still a different mental effort could be observed. In addition, for tasks of low complexity, careless mistakes may distort the measurement of accuracy. For mental effort, however, it can be expected that careless mistakes will not distort the measurement.

3. MENTAL EFFORT IN EMPIRICAL RESEARCH

So far, our arguments for measuring mental effort are based on insights from literature. In the following, we will complement the discussion with findings we gained in own experiments. For each experiment, we will shortly sketch the setup on a very abstract level and point out relevant findings related to the measurement of mental effort.

3.1 Experiment 1: Test Cases in Declarative Business Process Modeling

Background. In this experiment, we investigated whether the presence of test cases supports the maintenance of declarative business process models, as argued in [32]. In the context of this work, the relevant information is that subjects were asked to adapt conceptual models with different types of operational support.

Setup. We employed a randomized, balanced single-factor experiment with repeated measurements (cf. [27]). The factor was adoption of test cases, having factor levels test cases as well as absence of test cases. The experiment’s objects were change assignments for two declarative process models. Measured response variables relevant for this work were mental effort and accuracy, i.e., the amount of errors conducted (details are provided in [31]). To assess mental effort, we employed a 7-point rating scale, ranging from Extremely low mental effort (1) to Extremely high mental effort (7) for the question “How would you assess the mental effort for completing the change tasks (with tests)”. For assessing the impact of factor level absence of test cases, the phrase “with tests” was replaced by “without tests.”
Execution of Experiment. The experiment was conducted in December 2010 in a course on business process management at the University of Innsbruck; in total 12 students participated. Operational support for collecting demographic data was provided by Cheetah Experimental Platform (CEP) [21], modeling assignments were conducted using Test Driven Modeling Suite (TDMS) [30].

Findings Relevant to Mental Effort. The collected data indicated that subjects, who had test cases at hand, conducted fewer errors, however, the differences were not significant (Wilcoxon Signed-Rank Test, Z = -0.857, p = 0.391). Interestingly, the data indicated a lower mental effort for subjects who had test cases at hand. However, in this case the differences could be found to be significant (Wilcoxon Signed-Rank Test, Z = -2.565, p = 0.010). A detailed analysis showed that the provided models were too simple to provoke the desired effects, i.e., differences with respect to the amount of errors committed. In fact, 96% of the tasks were performed correctly, leaving almost no room for improvement. Still, the models were difficult enough to achieve significant results with respect to mental effort. Knowing that errors are more likely to occur when the working memory’s limits are exceeded [23], these results seem plausible. Even though the tasks were not difficult enough to go beyond the limit of the subjects’ working memory and thereby provoking errors, different levels of mental effort were required. Put differently, it appears as if in this case measuring mental effort provided a more sensitive method than accuracy.

3.2 Experiment 2: Test Cases in Declarative Business Process Modeling (Replication)  
Background. In this experiment, we further explored this research direction, i.e., the background is identical to Experiment 1.

Setup. Since this experiment is a replication of Experiment 1, the setup is identical, except for more complex models.

Execution of Experiment. The experiment was conducted in December 2011 in a course on business process management at the University of Ulm; in total 31 students participated. Again, CEP [21] and TDMS [30] were used as operational support.

Findings Relevant to Mental Effort. Data analysis showed that subjects who had test cases at hand conducted significantly less errors (Wilcoxon Signed-Rank Test, Z = -3.165, p = 0.002) and required significantly less mental effort (Wilcoxon Signed-Rank Test, Z = -3.867, p = 0.000). Interestingly, the total amount of correctly performed tasks dropped from 96% in Experiment 1 to 80% in this experiment. Hence, the two key observations are, as follows. First, mental effort consistently provoked enough errors and to make differences with respect to accuracy significant. Second, mental effort consistently showed significant differences in both experiments. In other words, as discussed in Section 2, mental effort and accuracy seem connected, however, a certain level of complexity is required for accuracy in order to show significant differences.

3.3 Experiment 3: Hierarchy in Business Process Models  
Background. In this experiment we investigated the impact of hierarchy on the understandability of BPMN models. In the context of this work, the essential part is that we elaborated pairs of information-equivalent models, one of them making use of hierarchy. Then, we asked subjects to answer questions about those models, measuring accuracy of answers, duration and mental effort.

Setup. We employed a randomized, balanced single-factor experiment with repeated measurements (cf. [27]). The factor was hierarchy with factor levels flat as well as hierarchical. The experiment’s objects were two BPMN-based business processes. Measured response variables relevant for this work were accuracy of answers, duration and mental effort.

In contrast to Experiment 1 and Experiment 2, where mental effort was assessed once for each subject, in this experiment we measured the expended mental effort after each question. To assess mental effort, we used a 7-point rating scale ranging from Extremely low mental effort to Extremely high mental effort. The question for measuring mental effort was: “Please indicate your mental effort for answering this question (question X)?”

Execution of Experiment. The experiment was conducted in a course on business process management at the University of Eindhoven in January 2012; in total 114 students participated. Again, CEP [21] was used for presenting the models to subjects and collecting answers.

Findings Relevant to Mental Effort. The assessment of accuracy, duration and mental effort per question, as opposed to Experiment 1 and Experiment 2, where mental effort was assessed once for the entire experiment, allowed for a much more fine-grained analysis. In the course of this experiment, 2 BPMN-based business process models were presented to each subject. For each model, 8 questions were asked, leading a total of 16 questions per subject. Since we expected different mental effort, accuracy and duration, depending on whether a question was posed for a hierarchical model or a flat model, responses were analyzed separately, leading to a total of 32 data points. In the following, we will discuss this data from two perspectives. First, we will present a case in which accuracy did not reflect the difficulty of a task, but rather peculiarities of the human mind. Second, we will take a closer look into the relation between mental effort, accuracy and duration.

Accuracy for Tasks of Low Complexity. In Section 2 we argued that measurement of accuracy might lead to unexpected results—in the following, we provide further empirical evidence. In particular, the third question in this experiment yielded an average mental effort of 3.14, accuracy of 0.79 and duration of 40 seconds when asked for the hierarchical model. If the same question was posed for the information-equivalent model without hierarchy, mental effort increased to 3.75, duration increased to 51 seconds, but also the accuracy increased to 0.91. Statistically speaking, a Mann-Whitney U test showed that mental-efficiency

---

1Material can be downloaded from: http://bpm.q-e.at/experiment/TDMReplication

2Material can be downloaded from: http://bpm.q-e.at/experiment/Hierarchy
fort increased significantly \((z = -3.271, p = 0.001)\), also the duration increased significantly \((z = -4.468, p = 0.000)\). Apparently inconsistently, also the average accuracy increased, even though not significantly \((z = -1.717, p = 0.086)\) — according to previous findings, higher mental effort should have been associated with lower accuracy.

In order to resolve this contradiction, we investigated the aforementioned question in detail. The analysis showed that it should have been harder to answer the question for the non-hierarchical model, i.e., lower accuracy could be expected. In particular, for answering the question in the hierarchical model, 13 BPMN nodes had to be taken into account—for the non-hierarchical model, however, 92 nodes had to be considered\(^3\). Knowing that this amount of nodes required the subjects to scroll considerably to see all relevant model elements, it seems surprising that actually a higher accuracy could be observed. However, in the light of Dual-Process Theory \([22]\), these results can be explained as follows. For the hierarchical model, the question could be answered easily, as indicated by the average mental effort of 3.14 (approximately Low mental effort). Hence, it seems plausible that system S1 provided a quick, but incorrect answer that was not overridden by S2. In the non-hierarchical model, subjects were forced to scroll to determine the answer, i.e., involving conscious activities, hence activating S2. The activation of S2, in turn, ensured that the question was answered in a controlled way, instead by a quick response of S1. Summarizing, it seems as if relying on accuracy would have been misleading in this case, while mental effort and duration provided more reliable results.

**Validity of Mental Effort.** So far we have provided empirical evidence that mental effort is more sensitive than accuracy and can be measured properly for tasks of low complexity. In the following, we will provide empirical evidence that mental effort is tightly connected to accuracy and duration, i.e., is a valid measure of performance. To visualize the interplay between mental effort and accuracy, we used a scatter plot (cf. Figure 1). Therein, the x-axis represents the average mental effort required for answering a question. Values from 1 to 7 represent the rating scale used for assessing mental effort, ranging from Extremely low mental effort (1) to Extremely high mental effort (7). Likewise, the y-axis reflects a question’s average accuracy, i.e., the ratio of correct answers to total answers given for a question. As discussed in Section 2, higher mental effort should be associated with lower performance. Hence, in this particular case, higher mental effort should be associated with lower accuracy. In fact, in Figure 1, a tendency toward lower accuracy with increased mental effort can be observed. In particular, the dashed line represents the regression line as obtained through simple linear regression \((R^2 = 0.41, F(1,30) = 21.16, p = 0.000)\). Please note that this regression does not contradict the case when mental effort and accuracy do not perfectly correlate, as demonstrated in the example above. Rather, the regression is not perfect, hence leaving room for such idiosyncrasies.

Akin to Figure 1, in Figure 2, the interplay between mental effort and duration is illustrated. Likewise, the x-axis represents mental effort. On the y-axis, the average amount of seconds required for answering a question can be found. The dashed line is the result of simple linear regression \((R^2 = 0.55, F(1,30) = 36.70, p = 0.000)\). Interestingly, in this case higher mental effort is associated with higher duration. In the light of the background presented in Section 2, also this result seems plausible. The more difficult a question is to answer, the longer the answering process will take and the higher the mental effort will be.

To substantiate these observations, we computed Pearson Correlation coefficient for correlations between mental effort, accuracy and duration. As shown in Table 1, the findings coincide with the observations made in Figures 1 and 2. In particular, the results confirm that mental effort and accuracy are correlated negatively \((r(30) = -0.643, p = 0.000)\); mental effort and duration are correlated positively \((r(30) = 0.742, p = 0.000)\). Finally, accuracy and duration are

---

\(^3\)The models and question can be accessed through:
http://bpm.q-e.at/misc/HierarchyQuestion3


Duration 0.000 0.000 -0.459** 0.008 0.742**

**. Correlation is significant at the 0.01 level (2-tailed).

### Table 1: Correlations

#### 4. DISCUSSION

Up to now we argued that accuracy is presumably rather insensitive and may be distorted for tasks of low complexity. In order to tackle these problems, the measurement of mental effort was proposed. In the following, key insights as well as limitations of this approach are discussed.

Regarding sensitivity, Experiment 1 and Experiment 2 provided empirical evidence that mental effort is more sensitive than accuracy. In Experiment 1 tasks of rather low complexity were provided to the subjects. Even though differences with respect to accuracy and mental effort could be observed, only mental effort differed significantly [31]. In Experiment 2 the task complexity was increased, consequently more errors were committed. Knowing that errors are more likely to be committed when the working memory is overloaded [23], these observations seem plausible. In Experiment 1, different levels of mental effort could be observed. However, the working memory was not overloaded, resulting in a low error rate and hence marginally fluctuations in accuracy. In Experiment 2, increased complexity lead to an overload of working memory, accordingly the error rate increased and accuracy dropped. In other words, it seems likely that differences with respect to mental effort can be observed before differences with respect to accuracy occur, i.e., mental effort appears to be more sensitive.

Regarding tasks of low complexity, Experiment 3 provided further insights. In particular, we could observe an increase of mental effort and duration that was connected to increased accuracy—actually a decrease of accuracy could be expected, as far more model elements had to be taken into account. As indicated in [10], it seems as if this result can be traced back to peculiarities of the human mind, which tends to commit more careless mistakes for tasks of low complexity. Hence, in such a case it seems as if the measurement of mental effort provides a more accurate picture. Please note that this finding does not contradict the correlation between mental effort and accuracy, as found in Experiment 3. Rather, the correlation is valid in general, while this peculiar interplay could be found for one specific question.

Apparently, several limitations apply to this work. First, as shown in Figure 2, a linear relationship between mental effort and duration could be found. Even though this seems plausible for short-lasting tasks (the maximum average duration was about 90 seconds), it seems questionable in how far this holds for longer tasks. For instance, a long-lasting repetitive task, such as finding all elements named “A” within a model, will most likely lead to a low mental effort, but a long duration. Second, mental effort is a subjective measure. Even though it has been shown that people are able to give a numerical indication of their mental burden [16], it is questionable whether mental effort of different subjects can be compared directly. Hence, it seems advisable to ensure a reasonable sample size when conducting between-subject experiments or to focus on within-subject experiments. Third, we reported from consistent results across three experiments. Still, our findings may be peculiarities of these experiments. To improve the generalization, more experiments adopting different modeling languages are required.

### 5. RELATED WORK

In the domain of cognitive psychology, the work of Paas et al., in which mental effort is discussed broadly, is directly connected [17]. In contrast to this work, however, mental effort is not linked to conceptual modeling. In the domain of conceptual modeling, related work can be found where model understandability is of concern. For instance, Aranda et al. provided guidelines for assessing model understandability [1]. Besides accuracy and duration, perceived difficulty is proposed to be measured. However, in contrast to this work, no indications on how perceived difficulty can be measured, are given. Likewise, [11] assesses in a survey how understandability of models is measured. The most prominent measure is accuracy, followed by duration and perceived ease of understanding. However, these studies rather rely on the ease-of-use scale from Technology Acceptance Model [6] than on rating scales for measuring mental effort. Recently, mental effort has also been used as a tool for discussing model understandability. For instance, in [29] the role of mental effort in Business Process Modeling is discussed. Likewise, in [28, 33] mental effort is employed for assessing the impact of hierarchy on model understandability. In contrast to this work, however, mental effort is rather used as a tool for discussion; the measurement of mental effort is not of concern. Apparently, measuring mental effort is only meaningful if the validity of the experimental design can be ensured. In this respect [8, 18] provide guidelines for the proper operationalization of measurements.

### 6. SUMMARY AND OUTLOOK

In this work, we showed how measuring mental effort allows to compensate for shortcomings when measuring accuracy. In particular, we argued that mental effort is more sensitive than accuracy and that the measurement is not distorted for tasks of low complexity. Hence, it allows to identify subtle differences between conceptual models or conceptual modeling languages. Likewise, when data regarding accuracy is affected by ceiling effects, mental effort can still provide valuable insights. In addition, we showed that the measurement of mental effort can be implemented easily through the adoption of rating scales. Thereby, we recommend to measure mental effort after each task in order to provide a fine-grained measurement. With this contribution we hope to help in paving avenues for even more comprehensive empirical investigations.

Future work will imply the collection of further data for a deeper investigation of the interplay between mental effort, accuracy and duration. In particular, we plan to adopt eye
movement analysis [19] to constantly monitor mental effort while subjects perform a task.
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ABSTRACT
Micro-businesses are the smallest enterprises and since they come in large numbers and are greatly diversified, they become difficult to define and classify. Micro-businesses also have several resource restrictions. These ambiguities and constraints make software research and development difficult in the micro-business domain. Component-based development offers advantages for the software of micro-businesses. The reuse of components for common requirements minimizes resource consumption in their software projects. This paper provides a working definition for micro-businesses, observations of their behavior, working micro-business behavior patterns, and examples of real world applications on how the patterns help in software development through requirements. The micro-business behavior patterns are associated with components that will be used later on in the development of micro-business software systems.

Categories and Subject Descriptors
D.2.13 [Software Engineering]: Reusable Software – Reuse Models

General Terms
Documentation

Keywords
Micro-businesses, SMEs, Business Process Modeling, Behavior Patterns, Components, CBD, Non-Functional Requirements, Requirements Engineering

1. INTRODUCTION
Micro-businesses are the smallest kind of small-to-medium sized enterprise (SME) and are referred to in several ways. Since many of these references are conflicting, coming to a consensus regarding its definition is difficult [1]. Micro-businesses can be classified as an enterprise with less than 10 people [2] although headcount may not be considered the best metric [3]. The age of a business [4] or the length of their (software) projects [5][3] could be used as alternative metrics. Classifying a business based on their degree of collaboration on software projects [6] or on their degree of adaptability to software systems [7] may also be suitable.

In order to avoid confusion in this paper, micro-businesses are defined as businesses which require only a few (less than 10) components for their software. In this definition, components are referred to as independent software modules which encapsulate a certain set of functions. These components can be replaced with other components or newer versions and modified without affecting other components.

The goal of component-based development (CBD) is to develop software systems by reusing pre-existing software components rather than rewriting them from scratch. In this
context, there is a general understanding of components as reusable building blocks in a software project [8]. CBD offers great opportunities for micro-businesses (and for SMEs in general) which normally are unable to purchase and maintain entire software systems autonomously [9]. Micro-businesses have tight budgets, limited manpower, lack technical exposure and maturity [7][10], and usually have no requirements processes suitable for their size [11][12].

Micro-businesses must define their requirements properly even with their size [13] because if software requirements are not expressed properly, there will eventually be problems during design, implementation [14], and acceptance, which all in all threaten the success of the software project [15]. Misunderstood requirements are a major cause of development inefficiency and project failure [16]. Hence, software process improvement efforts for small and medium firms (including micro) are continuously being made particularly in the requirements phase [17].

In order to improve the chances of success of micro-business software projects, attempts to improve their requirements process must be made. Such processes must not be costly, must not demand too much manpower [18], must not be too technical [13], must have simple and comprehensible models [19], must not consume too much time, must be “lightweight but effective” [20], and it must be “good enough” [21] for the stakeholders involved. Although trade-offs are made for micro-business requirements processes (in comparison to requirements processes for larger businesses with more resources), all stakeholders [22] end up “satisfied” [23] upon project completion, i.e., satisfying at some level a variety of needs, without necessarily optimizing results.

This paper presents micro-business behaviour patterns within a requirements approach [24] and explains how they are observed, specified, structured, and applied in real world cases. These micro-business behaviour patterns contribute to the requirements process and help improve the reusability of software components, thus increasing their quality.

This paper is structured as follows. Section 2 discusses related work. Section 3 discusses the micro-business behaviour pattern in detail wherein the subsections discuss how they are modeled, observed, and applied in real world cases. Finally, section 4 discusses conclusions and future work.

2. RELATED WORK

CBD and the use of patterns can contribute to the improvement and feasibility of requirements processes for micro-businesses. Recent CBD work [8] suggests that patterns are understood as valuable architectural design aids applicable to recurring problems in specific design contexts. Although it is difficult to classify patterns, it is generally accepted that architectural patterns [25], design patterns [26], and workflow patterns [27] exist and that these behavioral patterns could provide valuable guidance to stakeholders in a (micro-business) software project, especially during the requirements phase. Furthermore, initial studies have been made regarding requirements patterns specifically pertinent to the domain of commercial off-the-shelf (COTS) systems [28].

Micro-business behavior patterns which are part of a requirements approach [24] are presented in this paper. The patterns represent repeatedly occurring micro-business behavior in the real world and are associated with software components. The patterns aid CBD by improving the reusability of the software components in similar micro-businesses. In this field of research, the patterns contribute to the literature by sharing current real-world experiences and proposing behavioral models pertinent specifically to the domain of micro-businesses. The patterns are discussed in further detail in the following section.

3. THE MICRO-BUSINESS BEHAVIOR PATTERN

This section is organized as follows. The first subsection presents a modeling approach for a micro-business behavior pattern. The second subsection discusses how micro-business behavior patterns are observed in the real world. Finally, the last subsection illustrates real world applications of micro-business behavior patterns.

3.1 A Modeling Approach for a Micro-business Behavior Pattern

The concepts, artifacts, and relationships of the micro-business behavior pattern are modeled below in Fig. 1.

![Figure 1. The Micro-business Behavior Pattern](image)

The goals of the micro-business owner are satisfied or satisfied with micro-business processes. The information from the micro-business processes, goals, and sub-goals are decomposed into requirements. Methods which decompose goals into requirements can be applied here. Some examples of these methods can be found on p.198 of Requirements Engineering Processes and Techniques [29] and in the goal modeling section of KAOS [11].

The requirements are further broken down into functional and non-functional requirements. This paper defines a functional requirement as what the system can do [30] whilst a non-functional requirement as the ability of the system to do it (the
The software components are those which satisfy the functional requirements and satisfy the non-functional requirements. These components are also those which realize or “make real” the micro-business behavior pattern. One or several components may realize a said micro-business behavior pattern.

The micro-business behavior pattern has specifications and structure (which will be illustrated in detail in subsection 3.3). The specifications include text and keywords which describe the pattern, a spreadsheet or list of the functional requirements it satisfies, and development-related information such as the authors and the development time spent on the components (expressed in man days).

The structure of the micro-business behavior pattern includes an image (or diagram) of the pattern which could also show other related micro-business behavior patterns (as shown in Figs. 2 and 3), a micro-business profile sample preset which guides software developers on component reuse, and a non-functional requirements priority profile list which helps define the priorities of the micro-business owner, their customers, and those of the software developer.

### 3.2 Observing Micro-business Behavior in the Real World

The first micro-business under observation is a clothes retail store. The clothes retail store owner is expanding and opening another store nearby. The owner would like to consolidate all his sales data at any point in time so that he could be more responsive in making important daily business decisions such as knowing when to order more of which kind of product, when to pay more attention to which store, and the like. The responsiveness of the software is very important for him.

The second micro-business under observation is a fruit store. The fruit store owner wants to know his sales totals at the end of each day. The fruits in his store spoil very quickly so he only wants to order specific amounts of fruit on certain days in order to avoid wastage. He wants the software deployed within a week.

The third micro-business under observation is a wine bar. The wine bar owner wants to know his daily sales totals and wants to know if the number of wine glasses served are proportionate to the number of wine bottles consumed. His customers come in and out of the bar quickly especially during peak hours and these customers demand to pay and obtain a receipt instantly.

Upon observing these three micro-businesses, common behaviors can be identified. First, all of these micro-business owners would like to keep their sales figures. Second, all the micro-business owners would like to know their inventory levels. Following the goals of CBD, there is no need to develop the same software for each micro-business again and again if certain components can be reused.

### 3.3 Applying Micro-business Behavior Patterns in the Real World

This subsection will explain micro-business behavior patterns in detail (the structure and specifications) and how they are applied in the real world cases mentioned in the previous subsection (3.2) – the clothes retail store, the fruit stand, and the wine bar.

The first common need of the micro-business owners is that they would all want to know their sales figures. In this case, the micro-business behavior pattern which can be applied to these three micro-businesses is a Point-of-Sale “POS” Behavior Pattern. The specifications and structure of this behavior pattern are presented below. Its diagram is illustrated in Fig. 2. Special notes are marked with an “*” in bold.

#### Point-of-Sale “POS” Behavior Pattern Specifications

**Text Description:**
The point of sale “POS” process involves recording sales, being able to display totals, and providing a customer with a receipt (or confirmation of sale).

*Take note that this text description fits the common needs of the three micro-businesses mentioned in subsection 3.2.*

**Keywords:**
POS, Sale, Sales, Point of Sale, Receipt

**List of Functional Requirements:**
1. Record Sale(s)
2. Display Sales Total(s)
3. Provide Receipt(s)

**Development-related Information:**
1. Authors and their last edit date (chronological) – Jerrick Lim 053010, Philip Santos 060710
2. Total development time spent on software component(s) – 42 man days
3. Average customization time of software component(s) during deployments – 10.5 man days

#### Point-of-Sale “POS” Behavior Pattern Structure

**Non-Functional Requirements Priority Profiles (check top priority, priorities can also be ranked, 1 as top):**

**Micro-business Perspective**
- Low-cost
- Quick deployment *Checked by Fruit Stand Owner – There could be discussions on increasing the number of software developers during deployment in order to meet the deadline.
- Quick (responsive) software *Checked by Clothes Retail Store Owner – Since two sites are involved, there will be discussions on the reliability of the internet provider(s).
- Easy-to-use, User-friendly software
- Ease of maintenance
- Secure Database
- Portability of software

**Developer Perspective**
- High Margin
- Quick deployment
- Ease of Implementation
- Ease of Maintenance

**Customer Perspective**
- Quick (responsive) software *Checked by Wine Bar Owner - There could be discussions on considering the purchase of more powerful hardware in order to make the software more responsive during operations and to print receipts faster.
- Security
**Micro-business Profile Sample Presets (check one)** – There are specific software components which pertain to each selection. This grouping of components helps in re-using them, eventually improving their quality:

**Supermarket**
- Stand-alone (only one physical branch)
- Multiple (several physical locations)

**Retailer**
- Stand-alone (only one physical branch) *Checked by Fruit Stand Owner*
- Multiple (several physical locations) *Checked by Clothes Retail Store Owner*
- Online (only virtual sales)
- Total (physical and virtual sales)

**Wholesaler**
- Micro-distributor
- Regional
- National
- Continental
- International

**Restaurant**
- Fast-food
- Dine-in
- Refreshments and Bar *Checked by Wine Bar Owner*
- Delivery
- Fine-dining
- Multi-service

---

Take note that the links/connectors which are represented as orange lines could eventually be some kind of pattern in their own right [8]. Other micro-business behavior patterns which are shown in Fig. 2 and are connected by the orange lines are the Cash Payment Behavior Pattern, the Credit Card Payment Behavior Pattern, the Gift Check Payment Behavior Pattern, and the Inventory Management Behavior Pattern. The payment behavior patterns represent repeatedly occurring payment behaviors of customers (which are also considered micro-business behavior).

The Inventory Management Behavior Pattern which is shown as a related pattern in Fig. 2 addresses the second common need of the micro-business owners (as discussed in subsection 3.2) which is that they would all want to monitor their inventory. The specifications and structure of the Inventory Management Behavior Pattern are presented below. Its diagram is illustrated in Fig. 3. Special notes are marked with an “*” in bold.

**Inventory Management Behavior Pattern Specifications**

**Text Description:**
Inventory management involves monitoring and recording the duration of the storage of items.

*Take note that this text description fits the common needs of the three micro-businesses mentioned in subsection 3.2.

**Keywords:**
Inventory, Warehouse, Item, Storage

**List of Functional Requirements:**
1. Record the storage of an item or several items.
2. Record the removal of an item or several items.
3. Display current inventory.
4. Record the storage time of an item or several items.

**Development-related Information:**
1. Authors and their last edit date (chronological) – Kerwin Velasco 042810, Rudolph Lavarias 051910
2. Total development time spent on software component – 35 man days
3. Average customization time of software component during deployments – 8 man days

**Inventory Management Behavior Pattern Structure**

**Non-Functional Requirements Priority Profiles (check top priority, priorities can also be ranked, 1 as top):**

- Micro-business Perspective
- Low-cost
- Quick deployment *Checked by Fruit Stand Owner* – There could be discussions on increasing the number of software developers during deployment in order to meet the deadline.

- Quick (responsive) software *Checked by Clothes Retail Store Owner* – Since two sites are involved, there will be discussions on the reliability of the internet provider(s).
4. CONCLUSIONS AND FUTURE WORK

The large number and diversity of micro-businesses make them difficult to define and classify. Further compounded with several resource restrictions, such ambiguities and constraints make software research and development in the micro-business domain an extra challenge. A requirements approach [24] using micro-business behavior patterns and CBD techniques could help improve the success of software projects for micro-businesses. The reuse of components for common requirements minimizes resource consumption in similar software projects.

This paper provides a working definition for micro-businesses, a modeling approach for micro-business behavior patterns, and examples of how such patterns are applied in real world cases. The micro-business behavior patterns are associated with components that will be used later on in the development of micro-business software systems. These micro-business behavior patterns are being used in a requirements approach [24] in a real world software development company, Pentathlon Systems Resources Incorporated. The authors of this paper and the developers at the software company are continuously striving to improve the structure and specification of the patterns for better use.

Future research work involves the creation of a systematic search method for the micro-business behavior patterns. Currently, keyword-based methods are being used. Ontological and case-based methods are currently being studied for feasibility and practicality.
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ABSTRACT
A software developer facing a modelling task may follow different styles at different levels of abstraction and precision, to better cope with the aims and the potential users of the model. We address the problem of modelling the business processes by means of UML activity diagrams, and present five styles differing in the precision level, from the Ultra-Light style, where the nodes and the edges of the activity diagram are decorated by freely-formed text, to precise styles where instead OCL and UML actions are used. Then, we propose a practical empirical method for choosing the most suitable style depending on the context in which the models will be used (why, when, where, how long, by whom).

Categories and Subject Descriptors:
D.2.2 [Software Engineering]: Design Tools and Techniques
General Terms: Design, Documentation.
Keywords: UML, Business Process Modelling, Styles.

1. INTRODUCTION
The Unified Modeling Language (UML) is used to model many disparate aspects of different software and systems, in all the phases of the development process, with different aims, and by different kinds of stakeholders (e.g., business analysts and developers). This is possible because the UML offers a large number of constructs and allows to leave out any detail. Thus, a modeller when facing with a modelling task may follow different styles\(^1\). This has been recognized since long time. For example, Fowler proposes three different ways to build UML models: UML as Sketch, UML as Blueprint, and UML as Programming Language [4]. Within the UML, the activity diagrams are used to model and visualize the flows of control (and of data) in different entities, such as systems, objects, use cases, and operations.

\(^1\)A particular manner or technique by which something is done, created, or performed (Merriam Webster’s Dictionary)

Activity diagrams have been also used to model business processes [3, 5]. Modellers may follow different styles when modelling the business processes using the activity diagrams, e.g., the few guidelines suggested in [1]. An examination of the publicly available activity diagrams shows that the large majority of the modellers are completely undisciplined and produce activity diagrams without following any style. Moreover, except [1], no other relevant proposals are available. Also prompted by the participation in various research projects conducted in cooperation with the industry, we have then defined various styles for modelling the business processes with the UML activity diagrams that differ for the degree of precision of the produced models. These styles range from the Ultra-Light, where no guidelines drive the modellers, to styles for producing precise\(^2\) models, where OCL and UML actions are exploited to decorate arcs and nodes, respectively. Each style is motivated by some specific modelling activities made in some specific context by specific persons.

Then, we have tried to evaluate these five styles. For example, for what concerns the comprehension [7] we got some empirical evidence that a precise model is easier to comprehend. By another empirical investigation we have found that producing models following the Ultra-Light style may results in making many mistakes and errors, that can be detected and corrected when revising such models following a precise style [6]. The precise models seem to be “better”; however, they have also problematic aspects, e.g., their production requires more effort and work of people with a good UML knowledge. Thus, in this paper we address the problem of finding the most suitable style when modelling the business processes using the UML. We propose a method, based on our experience in the context of business process modelling, that, on the basis of the context in which the modelling will be done, evaluates the five styles by giving a value to their suitability in such context.

The main contributions of this paper are:
– a detailed presentation of the five styles (described in this paper exhaustively for the first time) ranging from the lighter to the more precise by means of a running example;
– a method able to help the decision makers to choose the most suitable style depending on the context in which the models will be used.

We present the five styles for the business modelling with the UML in Sect. 2. In Sect. 3 we propose our method to evaluate the five styles for choosing the most suitable one. Finally, in Sect. 4 we draw some conclusions.

\(^2\)Exactly or sharply defined or stated (Merriam Webster’s Dictionary)
2. THE FIVE STYLES

In this paper we assume the common intuitive meaning of business process, i.e.: “A progression of tasks (activities, interactions, ...) that involve two or more entities, and create or add value to the organization’s activities. In a sequential process, each step is dependent on occurrence of the previous step; in a parallel process, two or more steps can occur concurrently”; and we will use the following terminology:

– the (business process) participants are the active entities (performing the various actions). We distinguish the participants that are human beings (and thus capable of autonomous activities) from those corresponding to software and hardware systems.

– the (business process) objects are the entities over which the activities of the process are performed, obviously these entities are passive, i.e., they are not able to do any activity by themselves.

– the (business process) data are the data used in the various tasks.

To present the five styles for Business Process modelling (shortly BP modelling), we will use as a running example the business process corresponding to ordering in an e-commerce site (EC), briefly described as follows:

A client sends an order. If the client is not already registered, (s)he will be asked to register to the site, if (s)he refuses the order will be cancelled. Then the order will be sent to the warehouse, which will prepare the package, and in the meantime either the handler of the credit cards or Paypal will be contacted (depending on the preferences of the client, expressed at the registration time) to get the payment; after the package will be sent; finally the carrier will inform that the package has been delivered, and the order will be archived.

In this section, we introduce five styles for BP modelling using the UML: Ultra-Light, Light, Disciplined, Precise Conceptual and Precise Operational, where the degree of precision is minimum in the first style and maximum in the last two. Fig. 1 presents the structure of the models of the business processes produced following the five styles.

2.1 The Ultra-Light Style

The simplest models are those produced following the Ultra-Light style: they just consist of an activity diagram produced without following any guideline, using only action nodes, control nodes, edges, and time and accept events, where the nodes and the edges are decorated by natural language text fragments freely formed; we can better name it No-Style, since the modeller is completely free to produce the activity diagram as (s)he likes. The Ultra-Light style is the most commonly used, and obviously it is the easiest and fastest to follow, but the Ultra-Light models are also easily full of mistakes, see, e.g., [6], and cannot be used for any kind of post elaboration.

2.2 The Light Style

The Light style only imposes few restrictions (listed in the following) on the use of the visual constructs of the activity diagrams and on their layout, whereas the decorations of nodes and edges are still completely unconstrained: they are just natural language text fragments.

– For each decision node there must be a matching merge node and similarly for any fork node there must be a matching join node (exception can be made whenever a flow leaving the decision/fork node ends with a final node). One outgoing edge from a decision node must be labelled with the “else” guard.

– The flowing of the tokens should be depicted vertically, and the edges leaving a decision node should be depicted as follows: the edge corresponding to the regular/correct course of the events should be vertical, whereas the alternative corresponding to an error or an exceptional case should be depicted horizontally.

Notice that it may happen that the sentences defining the activities may be either in active or passive form (e.g., “Clerk fills the form” and “Form is filled”), and that the entity executing the activity may be precisely determined or left undefined (e.g., “Form becomes filled”); in other cases it is possible that nominal sentences are used instead of verbal phrases (“Filling the form”). Also the objects over which the business process activities are performed may be described in different ways, for example by a substantive (e.g., “Form”, “The form”) or by a qualitative sentence (e.g., “Client form”, “Filled form”).

Fig. 2 presents the Light model of the EC business process. As required, it is an activity diagram satisfying the constraints just introduced\(^4\). The various tasks are denoted by

\(^3\)Swimlanes and object nodes are not treated here for space reasons.

\(^4\)For space reasons the two edges leaving the second decision node are horizontal instead of almost vertical.
natural language sentences having different structure; some are active and makes explicit the subject (e.g., The client sends an order), some others are in the passive form (Order archived) and no information is given on who will perform the task. Notice how the relationship between the task The client is asked if (s)he wants to register and the subsequent decision node with an edge with guard yes and no information is given on who will perform the task. An edge with guard yes is an example of active sentence, whereas “X answered yes” or “X accepts” cannot be a guard; in this case there should be a task corresponding to give an answer and then the decision will be about the answer, thus the guard will have the form “answer = Yes”.

Fig. 3 shows the Disciplined model of the EC business process. Notice that in this model all the sentences are in active form, e.g., EC archives ORDER and EC registers CLIENT, because the style requests to find the participants lead us to detect the presence of EC, the system supporting the e-commerce. To represent the answer of the client to the registration proposal we have used a process data ANS; in this way the relationships between the guards and the previous task is clear, whereas in the Light model it was completely left to the reader’s intuition.

2.4 The Precise Style with Conceptual Tasks
The Precise style with Conceptual Tasks style (shortly Precise Conceptual style) for BP modelling requires to describe the participants, the objects and the data precisely by means of a class diagram, named static view, and to use an activity diagram to model the behaviour of the process, whereas the conditions on the edges leaving the decision nodes will be OCL expressions, and the action nodes will be decorated by elements of special classes stereotyped by \(<\text{task}>>\), introduced by a class diagram named task view. Thus, a Precise Conceptual model consists of (see Fig. 1): i) a static view, i.e., a class diagram introducing the classes needed to type its participants, objects and data, ii) the participant/object/data lists, iii) a task view, i.e., a class diagram introducing the task classes, iv) and an activity diagram representing its behaviour, satisfying the following constraints.

a) The classes in the static view must be stereotyped by \(<\text{business object}>>\) (business process objects), \(<\text{businessWorker}>>\) and \(<\text{system}>>\) (business process participants distinguished in autonomous entities, human beings and hardware/software systems); datatypes may be also included in this class diagram. The elements of those classes may be described using the many tools offered by the UML, for example constraints and behavioural diagrams.

b) The participants will have a name and will be typed by a class with stereotype either \(<\text{businessWorker}>>\) or \(<\text{system}>>\), the objects also will have a name and will be typed by a class stereotyped by \(<\text{object}>>\), and the data will be typed by UML datatypes, either predefined or user defined in the static view. It is possible to constrain the possible participants, objects and data of a business process.

e) The fact that some participants and objects of the business process take part in a task is modelled by means of dependency relations linking the task class with the partici-
Fig. 4 shows the model of participants/objects/data involved in the task.

The class diagram introduces the classes defining the participants and the objects, together with some datatypes used to describe them (for example ClientInfo). EC, PAYPAL and CREDITCARD are participants of kind system (they correspond respectively to the software system running the e-commerce site, the Paypal payment service and the credit card handling system), whereas CLIENT is a human participant and CARRIER and WAREHOUSE are respectively an external transport company and a department of the e-commerce company; they are not classified as systems since they cannot be fully automatized. Notice that the client is not involved in the task for delivering the package because it is assumed that the delivery will be made at a certain address and does not require an active participation of the client itself. Instead, the task informDelivered involves two participants, the CARRIER and the EC system.

2.5 The Precise Style “Operation Based”

The Precise style “Operation Based” (shortly Precise Operational style) for BP modelling requires to describe the participants, the objects and the data precisely by means of a static view, as for the Precise Conceptual style of Sect. 2.4, and similarly the activity diagram modelling the behaviour of the process is presented in a precise way. The only difference concerns the way the UML is used to model the tasks: now the tasks are modelled by means of calls of operations of the participant or object classes. Thus, the Precise Operational model of a business process consists of (see Fig. 1): i) a static view, ii) the participant/object/data lists, iii) an activity diagram representing its behaviour satisfying the following constraints.

The tasks involving the participants and the objects will be modelled by operations of the various participant/object classes stereotyped by ≪task≫ (whenever all the operations of a class have this stereotype it may be omitted to make the visual presentation simpler). When defining the ≪task≫ operations, it is important to keep in mind that: i) an operation corresponding to a task part of a class C stereotyped by ≪businessWorker≫ or ≪system≫ describes a task that a participant of type C is responsible to perform and it should be named using a verb in the infinitive form without the “to”; ii) an operation corresponding to a task part of a class C stereotyped by ≪object≫ describes a task that will be done over an object of type C and it should be named by the past participle of a verb.

The action nodes of the activity diagram will be decorated either by calls of task operations on either participants or objects (and the participants, the objects and the data will freely appear as arguments of them) or by UML actions, i.e., assignment, creation and destruction of class instances; whereas the conditions on the edges leaving the decision nodes will be OCL expressions in which the participants, the objects and the data will freely appear.

Notice how the guidelines asking to define task operation either corresponding to operations over objects or to something that a participant is responsible to execute leads to have fine-grained tasks more or less of the same size, and finer than those of the Precise Conceptual style. Fig. 5 presents the Precise Operational model of the EC business process consisting of a class diagram, an activity diagram, and the typed participant/object/data lists. The class diagram introduces the classes defining the participants/object/data as for the Precise Conceptual model of Sect. 2.4. Since all the operations are stereotyped by ≪task≫ we have omitted to depict it visually in the class diagram.
3. CHOOSE THE MOST SUITABLE STYLE

Even if the precise styles are better for what concerns the expressiveness and the quality of models, as shown in [6, 7], we think that the context in which the business process models appear (the why, when, where, how long, by whom the models are produced/used) and the wanted quality of the same models may influence the choice of the most suitable style. Hence, we have devised a method for choosing the most suitable style trying to balance precision and freedom, similarly to the proposal of [2] for choosing between agile and prescriptive software development methods.

To choose the most suitable style, we have created an algorithmic suitability estimation method. Our method allows the user to obtain a suitability value in a given context, for each style proposed in this paper, simply assessing the presence, in such context, of some factors, listed in Fig. 6. There is a group of factors concerning the environment in which the model will be developed and used (F1,..., F7), and a factor concerning the possibility to check the quality of the model itself (F8). These factors have been selected empirically: the authors have independently proposed a list of factors, prompted by their (long for some of them) modelling experience in many different contexts and producing models of different quality; then such lists have been compared, discussed and then merged in a “not too long” common list (the considered factors were present in all the author lists).

A user of our method has just to decide which factors are present in her/his Modelling Context (MC) and return the values MC1,...,MCs in the following way:

- for \( i = 1,2 \): if the factor \( F_i \) is present, then \( MC_i = 1 \);
- for \( i = 1,2 \): if the factor \( F_i \) is not present, then \( MC_i = -1 \);
- for \( i = 3, ..., s \): if the factor \( F_i \) is present, then \( MC_i = 1 \), else \( MC_i = 0 \);

Then, the formula (***) will assign a suitability value to each style and the style with the higher value will be considered the most suitable.

\[
(*) \text{ Suitability of Style } S: S_T = \sum_{i=1}^{s} W_i \times I_{i,s} \times MC_i
\]

where \( S \in \{ \text{Ultra-Light, Light, Discip., Prec., Conc., Prec., Oper.} \} \)

- \( I_{i,s} \) represents the influence of factor \( F_i \) on the suitability of the style \( S \): -2 when it is heavily deterring it and 2 when it is heavily favouring it: \(-2 \leq I_{i,s} \leq 2\);
- \( W_i \) represents the importance of factor \( F_i \): near 0 when the importance is negligible and 1 when it is of paramount importance: \(0 < W_i \leq 1\).

To guarantee a sensible selection of the used weights \((W_i, I_{i,s}, i = 1, ..., s)\), the authors have empirically estimated them. More in detail, all the authors have independently proposed some values for them, and then such values have been compared and discussed. In the cases of disagreement (few and where the difference was not excessive) a common value has been decided. The values of the various weights \((W_i, I_{i,s}, i = 1, ..., s)\) can be seen in Fig. 6.

\(^5^\text{originating in or based on observation or experience (Merriam Webster’s Dictionary)}\)
An Excel spreadsheet freely available\(^6\) allows to easily insert the values characterizing the presence of the various factors (MC\(_i\), \(i = 1, ..., 8\)) and do all the needed calculations, presenting the suitability values for the five styles (so the weights \(W_i\), \(I_s\), are reported here to give a complete explanation of how the style selection method works; the user have only to assess the presence of the various factors just filling the gray column in Fig. 6).

Let us discuss the various factors and their impact on the choice of the most suitable style, as formalized by the chosen weights. \(F_1\) and \(F_2\) take into account the knowledge of the UML by who produces and reads the model (notice how the three light styles are equally suitable for readers not fluent in the UML notation: since all of them require just the knowledge of the visual constructs of the activity diagrams). \(F_3\) and \(F_4\) concern the role of the produced model, and we consider two dimensions: whether it is relevant that the model is easy to read, because it is a piece of documentation, penalizing the choice of the precise-styles and heavily favouring the Disciplined style, and whether it has to be used as the starting point of some (semi-)automatic transformations, favouring the precise styles (mainly the Precise Operational). Then, we consider whether it is important to produce the model in a short time (\(F_5\)), since the time obviously increases as the style becomes more precise. Factor \(F_6\) is related to the span life of the model and thus to the possibility to undergo some evolution, which equally favours the Disciplined and precise styles (indeed, the structuring of the textual decoration of the Disciplined activity diagram is a great support to evolution, think, e.g., to replace a participant with another one, in this case it will be easy to find all the tasks in which s(he) was taking part). \(F_7\) is the most influential factor for the choice of a precise style, and again heavily favours the precise styles (in this case in the same way, since they differ only in the level of abstraction, not in rigor). \(F_8\) concerns the possibility to check the quality of the model, i.e.: are you interested in checking if \((1)\) is the model complete and minimal and without UML errors? \((2)\) are rigorous inspections on the model doable? \((3)\) are complexity metrics on the model definable?

We have then validated these weights by applying the evaluation method to many cases out of the possible 576 = 3\(^8\) (several cases are reported in the Excel spreadsheet). Here we report three typical modelling contexts: \(A\) a draft model of a business process to be discussed with the stakeholders; \(B\) a model to be used as the starting point of the (semi-)automatic generation of a BPEL implementation of a system supporting a business process; and \(C\) a model of the process for getting the approval of a new building project by the local administrations in Italy. In Fig. 7, we present the values characterizing the three cases and the evaluation results. We got that for case \(A\) the Ultra-Light style is the most suitable (+4.8), for case \(B\) the winner style is the Precise Operational (+6.7), and, finally, for case \(C\) the winner is the Disciplined style (+3.7). These results are quite reasonable: \(A\) the Ultra-Light model is acceptable since it will be just used to discuss on the process with stakeholder, and will be heavily modified before to reach a stable form; \(B\): the Precise Operational is the most suitable style to get a model to transform into a running system using BPEL; \(C\) the Disciplined style allows a quite precise description of the things to be done and the item to be handled but at a quite abstract level and in a way easy to read for non-technical persons, not cluttering the model with too many details, but at the same time helping to avoid mistakes that may have very serious consequences (e.g., to name in the same way two slightly different documents or tasks).

4. CONCLUSION AND FUTURE WORK

In this paper, we have first presented five styles, differing in the precision level, for modelling the business processes by means of UML activity diagrams. Then, we have devised a practical empirical approach to choose a style among the proposed ones, keeping in consideration the context in which they will be used and for what.

In this work, we focused on business process modelling and chose UML activity diagrams for their representation. However, we think that our work (styles and our method for the choice of the style) can be generalized for other UML diagrams, notations, purposes and in other contexts/sets with some rework. For example, a similar proposal could be put forward for UML state machines used to describe the behaviour of an entity or for business processes expressed by means of BPMN.

As future work, we would like to test more systematically and deeply our practical approach. In particular, we intend to better validate our weights with additional cases (i.e., modelling contexts) and try our approach in an industrial context. Another interesting direction could be re-thinking the approach using machine learning techniques.
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ABSTRACT
Feature models have been commonly used to model the variability and commonality in software product lines. We have defined the Feature Assembly Modelling, a feature modelling technique that allows to model variability in software adopting a multi-perspective approach. Furthermore, the approach allows modelling software by combining both variability and reusability, i.e. we have developed an approach to take reusability into account while defining new software. To support the approach, we have also developed an information retrieval framework that provides an interactive visualization of the feature models. The visualization allows users to explore and query the existing models. In this paper, we report on our experience in introducing this variability modelling approach into a small-scale software company. This experience was very useful for both parties. The company was able to uncover the structure of their software and the modelling exercise provided them better insight in their products. For us, it has helped to better understand the needs of companies, to evaluate the usability of our Feature Assembly approach and the associated learning curve, as well as revealing its current limitations. Moreover, as we are aware of the fact that classical feature modelling is not yet a practice adopted by companies, it was interesting to see that our approach was well accepted and appreciated by the company.
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D.2.10 [Software Engineering]: Design – Methodologies, and Representation.
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Design, Management.
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1. INTRODUCTION
Companies developing multiple related software products or products having different variants (i.e. software product lines) are faced with many challenges as the complexity of the software increases considerably by introducing variability. For instance, how can they keep an overview on the many different variants of the products produced and installed for different customers; how do the different features of the variant products relate to each other; which dependencies exist between the different features; what is the impact of making some changes to a certain feature; etc. We claim that in order to avoid problems in later stages of the software life cycle, it is necessary to perform a thorough modelling phase of the variability in a product (or family of products) in order to reveal the complexity introduced by common and variable features, feature relations, and feature dependencies.

Different feature oriented modelling techniques (e.g., [1][2]) exist that allow to model variability and commonality in software. The term “feature” is used to denote an abstraction that different stakeholders can understand [1]. Despite the relevance of feature modelling for industry, a recent study [3] reveals that there are very few reports in the feature modelling literature on the application of feature models in practice. Furthermore, a few of the detected papers discuss successful and unsuccessful applications of feature modelling in practice. Results show that companies often had doubts when applying the feature modelling technique and its usefulness was not fully anticipated beforehand [3].

Furthermore, it is agreed upon both in academia and industry, that analysis and design are often underestimated when developing new products [4] [5]. The impact of good design is obvious, yet good practice remains a challenge. Furthermore, it was found that in small and medium scale companies variability is not planned beforehand [4] [6] but actually evolves with time due to the expansion of the software to serve more customers or due to the need to customize some features to meet the different needs of different customers [7]. In these situations, a poor product design may create problematic situations as the software becomes difficult to extend, becomes extremely complex and unstable, and most of the company’s development time will be spent in bug fixing, maintenance, and testing.

This paper presents our experience of introducing our own Feature Assembly Modelling approach to a software company. We aimed to validate the approach using a real case. Moreover, as we are aware of the fact that classical feature modelling is not yet a practice adopted by companies, we were interested in understanding the reasons for this and check if our Feature Assembly Approach could provide a solution for this. The paper is organized as follows: in section 2, we provide some background on variability modelling and feature modelling. Section 3 presents our Feature Assembly approach. Next, in section 4 we describe the case study and introduce a set of research questions that this case study aimed to answer. Next, in section 5, we present the accomplishment of the case study and section 6 presents the results. Section 7 provides a discussion of the results and section 8 presents the threats to validity. Finally, section 9 provides the conclusions and an overview of our future work.

2. BACKGROUND
Companies developing related software products or products having different variants (i.e. a software product line) are faced
with many challenges as the complexity of developing, maintaining, and managing the software increases considerably due to introducing variability. Software variability is defined as “the ability of a software system or artefact to be efficiently extended, changed, customized or configured for use in a particular context” [8]. In order to gain the merits of variability, there is a need for expressing this variability through variability analysis and variability modelling. Feature oriented domain analysis techniques have been commonly used to analyse the variability and commonality of variable products [2]. The resulted variability model is referred to as “feature model” and has been commonly used to model the variability and commonality [1] [2] [9]. Feature models are visual representations (graphs) of the features which the software is composed of in addition to their feature relations, feature dependencies, and their contribution to the variability of the system.

Despite the value of feature modelling it has not found its way to industry. This could be due to the complexity of the modelling technique [10], missing support/training on how to apply feature modelling [3], the different tools with different functionality and usability support [11], or simply because variability was not anticipated from the start but developed overtime as the product matured. A variability modelling technique should be expressive and intuitive enough to capture and represent information about features composing the software product line in addition to how these features contribute to the variability of the software product line. In our previous works, we have identified limitations of mainstream feature modelling techniques [10]. In order to overcome these limitations, we have proposed the Feature Assembly Modelling technique [10].

In addition to modelling variability there is a need for managing this variability. Feature models act as a medium for communicating product capabilities between different stakeholders. As the number of features grows, along with the increasing number of relations between features, finding information manually becomes difficult. Therefore there is a need to allow stakeholders to browse these feature models for information [12]. In addition, there is a need for efficient retrieval of information (e.g. search) from feature models [13] [14].

3. FEATURE ASSEMBLY

The main goal behind Feature Assembly [10] [15] is to be able to specify variable software products (e.g., a software product line) by combining and reusing (existing) software features. In doing so, reuse is promoted and supported from the initial software conception phase through the complete software development life cycle.

The Feature Assembly approach should help companies define their products better, by first conceiving them in terms of “features” [3]. In addition, in the Feature Assembly modelling technique, one needs to distinguish between features that represent variability (i.e. variation points) and those that do not. In order to deal with the size and the complexity of the models, the concept of “perspective” was introduced. A perspective allows considering the modelling from one particular point of view at a time, e.g., the system perspective, the task perspective, or the user interface perspective (other perspectives may exist as well). The modelling technique separates features from how they contribute to variability. This makes it possible to reuse features in different variability contexts. Furthermore, this could encourage companies to consider reuse as early as the design phase, not only by allowing to reuse existing features but also by forcing them to design for reuse. Considering reuse at the design level will enable reuse at the implementation level, increasing the overall productivity and reducing cost.

Feature Assembly does not only allow modelling of variability, it also offers continuous management of the information contained in these models. This functionality is provided by our Feature Assembly Framework [15]. The framework is based on a repository for storing features, their relations and dependencies, called the Feature Pool. The Feature Pool Manager allows exploring and searching the pool for reusable features. The Feature Pool may also be used to store complete Feature Assembly Models. In this case, and using the Feature Pool, users can both browse and search the information contained in Feature Assembly models. The results are presented in a visual way, providing better insight in the information and models retrieved. This actually allows Feature Assembly models to act as an interactive documentation source, where users can readily find information. This should allow for improved understanding, management, and reuse of existing software features, as existing features can efficiently be identified as well as their dependencies. Additionally, it could support decision-making by unlocking the knowledge about the software features already developed in the company.

4. CASE STUDY - PLANNING

The case study presented in this paper was part of the living labs initiative of the VariBru¹ project. The idea was to conduct a pilot study in which our Feature Assembly approach was assessed by a company that encounters variability in their products and wants to explicitly represent this variability. The company did not apply the concepts of variability analysis and modelling before. The case study aimed applying the Feature Assembly approach for analysing and modelling variability from the domain analysis and design perspective. The objective was to evaluate the Feature Assembly approach and improve our understanding of the variability modelling needs of companies.

4.1 METHODOLOGY

We introduced the Feature Assembly approach to a small-scale software company, Antidot (located in Brussels), and applied it to a (variable) product of the company. Antidot is working in the domain of web-based IT solutions and services for corporations, companies and associations. To provide these services, they have developed their own Content Management System (CMS) which can be customized (i.e. configured) in different ways to serve the needs of their different customers. Antidot was interested in the approach as they wanted to increase the configurability of their product; they were looking for a way to help them keep track of the different variants of their features (in order to make more accurate customer offers) and the different configurations installed for different customers. Two employees of the company participated in the semi structured and flexible meetings we set up for conducting this case study; the first held the roles of CEO and Senior Project Manager; the second held the role of senior developer and designer (there is no dedicated team for the design). From our research team the authors were the participants, the case study was managed by the first author.

4.2 MOTIVATION

Antidot’s CMS product has experienced an increase in features as well as feature variation (i.e. new variants of features were

¹ www.varibrue.be
introduced) over time. This has led to a situation in which there was a need to track the available features, the features that hold variations or represent variation points, and the dependencies between these features.

As previous research [4] has showed that small and medium scale software companies are confronted with variability issues, it was interesting to validate the power of Feature Assembly in bringing variability modelling into practice for these companies in order to help solve their variability problems. We have formulated a set of questions that are oriented to measure the relevance of our Feature Assembly approach for the company. These questions can be applied to companies in a similar situation, i.e. that have some form of variability in their products, and which did not yet apply a feature modelling technique.

**RQ1.** Does the Feature Assembly approach bring variability modelling and management one step closer to industry, i.e. does the company Antidot see added value in adopting this variability modelling approach?

**RQ2.** Does the company have a problem of concealed information (i.e. information hidden in code, paper documents, or in the heads of the developers)?

**RQ3.** Can we promote reuse early in the development cycle? Will that make a difference for the development cost?

**RQ4.** Is our Feature Assembly approach effective and usable in practice?

The case study aimed at finding answers to these questions. Answering these questions should help us gain better understanding of the approach’s feasibility as well as its limitations.

## 5. CASE STUDY - EXECUTION

We had several meetings with members of Antidot. In the first meeting, we introduced the Feature Assembly Modelling approach, i.e. the Feature Assembly Modelling Language and the concept of modelling by reusing features from an existing Feature Pool. We illustrated the concepts using an example. The company also explained how they currently manage their features. In order to help them understand the modelling technique, we made some models for their (existing) CMS and presented them in the next meeting; this quickly initiated a discussion as they saw mistakes in our models (which was not surprising as we didn’t know all the details of their software), a sample of their corrections is shown in figure 1. We then asked them to do the modelling process on their own (as homework) and provided them with some basic documentation material about the modelling technique. During our meeting we used a pen-and-paper approach for creating the models (or rather modifying the created models). To help speed up the modelling process we have defined a Visio Stencil that draws the notations of the Feature Assembly Modelling Language, we provided Antidot with this stencil\(^2\). In the following meetings, we discussed their models, answered their modelling questions, and collected their comments on the ease of use and intuition of the modelling approach. We also introduced the Feature Assembly Framework prototype\(^3\) that we created for testing the approach and asked them to try it out. In a next meeting, we collected their comments concerning the functionality and the usability of this prototype. By asking them to try out the prototype of the Feature Assembly Framework we wanted to investigate and better understand how companies want to be able to search for information about their designs, and what types of information they consider useful or essential. The available prototype visualizes the Feature Assembly models and allows users to navigate visually through the models in order to find features and information about features.

**Figure 1.** Excerpt showing early modelling of CMS to demonstrate modelling with Feature Assembly.

**Figure 2.** Screenshot showing how information can be found in Feature Assembly Models using form-based querying - Applied to the models of Antidot.

**Figure 3.** Screenshot showing how Feature Assembly Models are visualized allowing users to browse the information contained in the models - Applied to the models of Antidot.

Furthermore, the prototype allows users to search for information based on predefined metadata such as feature name, feature

\(^2\) Note that at that time, a dedicated tool to create the Feature Assembly models was not yet available.

\(^3\) The Feature Assembly prototype is a web-based application to visualize and explore feature assembly models (also used for Feature Pool contents). The examples can also be found on https://wise.vub.ac.be/feature_assembly/examples.html.
In this section, we elaborate on the results obtained from this evaluation activity. We first present the results obtained for the Feature Assembly modelling technique and next the ones for the Feature Assembly Framework.

6.1 The Feature Assembly Modelling Technique

Concerning the effectiveness and ease of use of the Feature Assembly Modelling technique, Antidot’s team reported the following. To analyse and model one major module of the CMS, it took one person two hours and a half. The resulted model contained 28 features and 21 connections between features (14 feature relations and 7 feature dependencies). They found this an acceptable modelling time, although there was some overhead because it was the first time they use a variability modelling technique. In total, three persons were involved in the modelling of the CMS. A small issue was the learning time needed for the notations used, although they appreciated the similarity with the UML notations (as they are using UML for system modelling). Despite this, we have noticed that already after the second modelling meeting, the team was very comfortable with the modelling technique, capable of making decisions concerning feature types and dependencies. Other remarks concerned the expressiveness of the modelling approach. We report their major remarks:

R1. Some features needed many feature dependencies and this was cumbersome to specify.
R2. The distinction between some feature dependencies was not clear and this made it difficult to decide which one to use (e.g., ‘uses’ versus ‘requires’)
R3. They were wondering at which level of detail they had to model.
R4. It was not clear how they could specify external features/components.
R5. Sometimes it was difficult to decide which perspective to use for modelling certain features.
R6. It was not clear if and how they could model different versions of the same feature.

Some of these remarks are due to the lack of experience with the Feature Assembly modelling technique and the lack of good documentation for the method (e.g., an elaborated user guide), such as remarks R2, R3, and R5. Also remark R5 was given because they assumed that a feature could only belong to one perspective, which in not the case. Remark R1 triggers some important questions: Is it necessary to always model all dependencies? Is a high coupling not an indication of some bad design decision? And if all dependencies are really justified, can we not find an easy way to specify them, e.g., by introducing some abstraction mechanisms to reduce the number of links that need to be specified? There is no unique recipe for solving this.

4 This was their first use of a variability modelling technique and therefore we cannot compare the obtained results to a previous experience.

issue, on the other hand knowing this kind of information at a design time allows considering design patterns to eliminate such coupling between features in code [16]. Remarks R4 and R6 were indeed very valuable, as the method currently doesn't provide support for this. Currently, the Feature Assembly Modelling technique treats all features (external and non-external) similarly. Also it does not support versioning of features. These issues should be considered in future work.

Furthermore, the case study has revealed/confirmed the following merits of adopting such a variability modelling technique:

1. Feature Assembly let them reconsider their “features” in order to increase the modularity of the software. Using the Feature Assembly Modelling technique, dependencies between features became more visible and they can use this to improve the design for achieving a lower degree of coupling between modules/components at the code level. In their own words they mentioned “We found that our software is not as modular as we thought it was, therefore we are now rethinking our feature dependencies to make our components more modular to increase the reusability in our system”
2. Explicitly modelling variabilities and commonalities triggered new potential variation points. As a result, more variability will be planned in the next version of the product.
3. Documenting and understanding the feature dependencies helps them in better defining their test scenarios, as the feature dependencies are reflected as module dependencies in the code. In their own words they mentioned “understanding the feature dependencies already gives important information for building testing scenarios”
4. Feature Assembly models help them better identifying the impact of change in features.
5. The system perspective provides a better view on the important features of their product, providing a different level of abstraction and understanding of their system.

The company also reported that Feature Assembly models will help them with understanding and managing the evolving variability of their product over time.

6.2 The Feature Assembly Framework

The evaluation exercise of the Feature Assembly Framework prototype performed by Antidot confirmed our hypothesis of the importance of the ability to unlock the knowledge contained in design models (i.e. Feature Assembly models). The team of Antidot confirmed that providing a visual navigation mechanism for inspecting the models was indeed useful. Furthermore, allowing users to visually interact with the Feature Assembly models is useful when tracing a certain feature for its relations or dependencies. In their case, they had some features that represented the backbone of their system and which they found very useful to inspect using the prototype. This functionality is particularly important when more than one person is involved in the modelling (in their case three persons were involved). Also, they reported that being able to control the depth of display for a model during visualization is indeed useful for providing different levels of detail.

Furthermore, Antidot recommended adding some important meta-data to the information stored. For example, they recommended adding a description for each perspective and a
among the discussions we had was the discussion of the applicability of the Feature Assembly Framework [15] for reusing already existing features in the design of new products. Being a small size company their reuse schema was based on “opportunistic reuse” [17], i.e. the reuse of components and code at the implementation level. Reuse at a design level was not given much attention. Introducing them to the concept of “design with reuse” has actually led them to reconsider the independency of their features to enable more reuse opportunities. It was agreed that the power of considering reuse at the design level (“design with reuse”) is that it promotes component reuse rather than code reuse and as such also enables “design for reuse”. To achieve “design for reuse” the following guidelines were identified:

1. Identify which features are candidate standalone (i.e. consolidated and independent) features.
2. Analyse which of the feature dependencies are essential and should be enforced for these features when reused.
3. Improve the models such that the feature dependencies between standalone features are minimized.
4. Use the meta-data to describe these features, in order to be able to easily retrieve them later on, in particular by the use of tags. Restricting the tags to a specific set (e.g. using a predefined set of keywords) was not recommended, but rather a growing pool of tags was advised.

To enable “design with reuse” the following requirements were identified:

1. A good search mechanism is needed to identify already existing and reusable features.
2. The need to invest time in carefully modelling (existing) software features.

**DISCUSSION**

We can conclude that the work done during this evaluation, as well as the discussions held, confirmed the value of the presented approach; it also revealed interesting future work. The presented case study clearly answered our research questions stated earlier, the company clearly stated that they see added value in applying feature analysis and modelling to their product(s), this answers our first research question (RQ1).

The Feature Assembly Framework was also appreciated for providing an interactive medium for finding information about features in the Feature Assembly Models. For this to pay off, the company has to enforce a strict policy for adding meta information (e.g. feature description, feature keywords, stakeholders involved, customers who have this feature, etc.) and therefore making it available for later. From the discussions we had it was also clear that not all stakeholders need the same detailed level of information. For example, developers are interested in all levels of details for the modules they are responsible for, but for other modules they are only interested in the feature dependencies. It was clear that even this small company does have a need to unlock information implicitly available inside the company (RQ2).

The case study has also confronted us with the gap between industry and research in the domain of software variability. We started, as many other researchers, with an approach to be used when developing a new product line, however it turned out that in practice, small and medium scale companies acquire variability over time in their products and need mechanisms to deal with the variability of existing products or turn existing products into product lines. Although our approach was originally not designed for this purpose, it could however also be applied usefully in this context. Nevertheless, the experience indicated that (at least a part of the) research should be more driven by the challenges faced by the industry, and researchers should not try to push solutions for which there is no need in practice. Furthermore, the case study has confirmed the need to evaluate research prototypes in collaboration with industry to validate their effectiveness and to reveal additional needs.

The presented case study only provided a partial answer to our third research question considering feature reuse (RQ3). Feature Assembly modelling allows making more modular designs. Furthermore, the Feature Assembly Framework helps efficiently retrieve features for reuse. Therefore we may say that it increases the chances of successful reuse inside the company, therefore increasing the chances of reducing development cost. However, actual reuse can only be achieved while developing a new product. This has not been performed during the case study. Therefore, it was not possible to answer RQ3 with complete certainty.

The time taken by Antidot to learn to use the Feature Assembly Modelling technique was quite impressive. The company was also very positive on the ease of use and intuition of the modelling concepts and notations. They reported no problems with the understandability of the modelling semantics. The only negative issue mentioned was that sometimes it was not very obvious for them which feature dependency (we provide eight different dependencies) fits best to describe a certain situation. Also the notations used for the dependencies were sometimes difficult to remember. However, they found each one of the proposed dependencies essential. Therefore, we believe that this will improve with more practice of the technique. Although, we did not measure the effectiveness and usability in a quantitative way, the answer on our fourth research question (RQ4) is definitely positive.

Furthermore, research on software product lines focuses mostly on the architecture, implementation, and configuration levels. It is our opinion, and this is confirmed by our validation, that modelling issues concerning variable software are as important. In addition, there is a need for extending the research on variability with Information Management aspects to deal with growing amount of information needed for and about variable software. No matter how large or small the company teams are, tools that allow flexible information sharing are required.

**THREATS TO VALIDITY**

As we only validated the approach with one company, it may be possible that experiences in other companies could be different. However, the company was unknown to the researchers before the case study was started and the company also didn’t have any reason to favour the approach or the researchers. Therefore, we can state that the results obtained are rather objective.

The fact that the company is a small-scale company may have had an impact on the results.

As already mentioned, the company has not been using the concepts of variability modelling before, neither the concept of “feature” to describe their product capabilities. This may have affected the results in two different ways. First, introducing a new modelling technique may have introduced some learning time
(which was indeed the case). Secondly, because Antidot has not used a variability modelling technique before they cannot compare the ease of use and expressiveness of Feature Assembly to other feature modelling techniques.

The case study was done in a rather informal way, i.e. using meetings and discussion. We believe that this is justified for a first (pilot) validation case study, as the first purpose was to obtain as much spontaneous feedback as possible. In later case studies and experiments, a more rigorous approach will be used.

9. CONCLUSIONS AND FUTURE WORK

In this paper, we presented the results of an evaluation of our Feature Assembly approach performed by a small-scale software company. This evaluation was fruitful in many ways. Firstly, it gave us some insight on how a company works and on their challenges concerning managing the continuous growth and variation of their products. Secondly, the validation has clearly shown the importance of modelling software in terms of the composing features in order to better understand and identify the sources of complexity in the product. This is particularly important in products that contain variability or that acquire variability over time. We started this case study with some research questions in mind to help us evaluate our Feature Assembly Approach. Our questions have been answered, moreover, new issues were raised concerning the company’s needs when modelling and managing the variability in their products (e.g., the need for explicit feature versioning). Most of these issues are worth further investigation.

For our future work, we seek applying the Feature Assembly approach to more industrial cases; this will certainly help improving the technique. It will also help us understand what meta-data is useful for unlocking information concerning features. Also the presented case study has pointed out the importance of tool support [11] that may go beyond simple proof of concept or tools. We plan to develop a Feature Assembly modelling editor to help companies rapidly create their feature assembly models. Furthermore, the issue of feature versioning will be considered in future work.
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ABSTRACT
The UML has been designed as a tool to support software development in general. UML is, however, not always intuitive to use in any given domain. We are unsure how domain knowledge influences the interpretation of generic UML diagrams. A commonly used diagram is the activity diagram. This study outlines an experiment in which subjects with medical knowledge, computer scientists, and a control group of respondents with other backgrounds, are compared. To this end, we used process models from the medical domain. Our conclusions include that medical activity diagrams are marginally better interpreted by medically trained staff than by computer scientist. This is remarkable when compared to the low score of subjects without a medical- or computer science background implying that knowledge of a modeling language can be more important than domain knowledge.
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D.3.2 [Programming Languages]: Language Classification – design languages (UML)

General Terms
Documentation, Design, Experimentation, Human Factors, Languages.
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ABSTRACT
Requirements Engineering (RE) improvement considers the improvement of methods and techniques for specifying software systems in response to business goals and needs. Current RE improvement approaches assume a rigid one-size-fits-all external process standard and compare the RE process in a company with this standard. This is not as effective as it could be, because different companies aim at different goals in their RE. They are confronted with different problems depending on their domain or the organisational culture, leading to highly volatile RE processes. In order to understand RE improvement in practice, the first author conducted a series of empirical studies of RE processes in companies and initiated RE improvements based on individual improvement needs in these companies. He created a framework for an inductive (problem-driven) and artefact oriented approach to RE improvement, where the focus lied on the investigation and improvement of RE models and other documents rather than on potentially differing and complex processes for creating the artefacts. This framework is strong on empirical problem analysis but still neglects the implementation of the RE improvement proposal. In this paper, we extend the framework with a framework for design science created by the second author, and sketch how this the outcome is validated by additional empirical studies and action research of RE improvement.
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ABSTRACT
Industry has been practicing model-driven development in various flavours. In general it can be said that modelling and use of models have delivered on the promises of platform independence, enhanced productivity, and delivery certainty as regards development of software-intensive systems. Globalization market forces, increased regulatory compliance, ever-increasing penetration of internet, and rapid advance of technology are some of the key drivers leading to increased business dynamics. Increased number of factors impacting the decision and interdependency there between is leading to increased complexity in making business decisions. Also, enterprise software systems need to commensurately change to quickly support the business decisions. The paper presents synthesis of our experience over a decade and half in developing model-driven development technology and using it to deliver 70+ business-critical software systems worldwide.
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D.2 [Software Engineering]: Design

General Terms
Management, Design, Languages, Theory

Keywords
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